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Abstract

Background: In a systematic review, Engel et al. (1) found large variation in the exclusion 

criteria used to remove responses held not to represent genuine preferences in health state 

valuation studies. We offer an empirical approach to characterizing the similarities and differences 

among such criteria.

Setting: Our analyses use data from an online survey that elicited preferences for health states 

defined by domains from the Patient-Reported Outcomes Measurement Information System® 

(PROMIS®), with a U.S. nationally representative sample (n = 1164).

Methods: We use multidimensional scaling to investigate how 10 commonly used exclusion 

criteria classify participants and their responses.

Results: We find that the effects of exclusion criteria do not always match the reasons advanced 

for applying them. For example, excluding very high and very low values has been justified as 

removing aberrant responses. However, people who give very high and very low values prove to be 

systematically different in ways suggesting that such responses may reflect different processes.

Conclusions: Exclusion criteria intended to remove low-quality responses from health state 

valuation studies may actually remove deliberate but unusual ones. A companion article examines 
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the practical and ethical implications of applying exclusion criteria, based on the responses that 

each removes.

Introduction

Utility-based measures of health-related quality of life (HRQL) provide quantitative 

estimates of preferences for health states. They are used in cost-effectiveness and cost-utility 

analyses, decision analyses, clinical trials, and population health studies and management 

(2). When elicited from representative samples of individuals, these estimates are often 

treated as representing societal preferences (3,4). However, although such studies often go to 

great lengths to secure such samples, they typically discard many responses, based on 

exclusion criteria intended to exclude poor quality responses. In this article and a companion 

one, we examine the properties of the responses excluded by commonly used exclusion 

criteria and the implications for analyses that depend on them.

Concerns about data quality have a long history in social science, including its medical 

applications (5). The growing accessibility of online data collection has raised particular 

concerns about the implications of interacting indirectly with participants – reducing the risk 

of inadvertently cuing particular responses, while reducing the opportunity to clarify often 

unfamiliar tasks (6). In medical decision-making research, Engel et al. (1) reviewed 76 

utility analyses that use a variety of preference elicitation procedures and utility models. 

They found large variation in the exclusion criteria that investigators used, and called for 

greater understanding of their meaning. We address that call, beginning with a theoretical 

discussion that builds on previous health preference studies (1,7–10) and adds perspectives 

from behavioral decision research (11–13). Our analysis distinguishes exclusion criteria 

reflecting properties of the responses (e.g., unusually high values) and properties of the 

process producing them (e.g., too brief a survey completion time) that various researchers 

have interpreted as indicating that the responses do not represent participants’ preferences. 

Although we demonstrate our approach with responses to a health utility survey, it could be 

applied to any research that removes data for quality control purposes (e.g., many discrete 

choice experiments) (9,14).

Exclusion criteria in health utility surveys are meant to remove survey responses that do not 

represent genuine preferences. Each criterion implies a somewhat different mechanism. 

Researchers sometimes remove responses produced quickly, arguing that participants were 

not paying attention. They sometimes remove unusually high (or low) responses, concerned 

that participants might have been confused, misled, or distracted by unintended features of 

the user interface in online surveys or non-verbal cues during in-person interviews. 

Researchers sometimes remove participants who are not confident in their responses, taking 

those self-reports at face value. Drawing on Engel et al. (1), Table 1 illustrates the space of 

exclusion criteria and their rationales (1,15). We call those at the top preference-based 
criteria, reflecting what participants said on preference elicitation tasks (e.g., did their 

responses violate the utility theory axioms). We call those at the bottom process-based 
criteria, reflecting how participants behaved (e.g., how confident they were in their 

responses).

Dewitt et al. Page 2

Med Decis Making. Author manuscript; available in PMC 2020 August 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



As Engel et al. (1) note, exclusion criteria affect the representativeness of the resulting utility 

scores by disproportionately removing individuals with particular responses. However, 

relatively little is known about whom the various criteria exclude or whether they reflect the 

mechanism imputed to them. For example, participants who complete surveys quickly could 

be adept rather than thoughtless. Participants who give unusually high responses could have 

unconventional preferences rather than haphazard ones. Participants who appear confused to 

an interviewer could just be idiosyncratic. The diversity of criteria, with different rationales, 

and implemented in different ways, suggests that investigators are also uncertain, or 

disagree, about which criteria are theoretically permissible and how to operationalize them. 

Sensitivity analyses sometimes examine the effect of repeating analysis with data sets 

reflecting different exclusion criteria. Here, we aim to understand the processes that those 

criteria reflect.

Our approach has two components. The first, reported here, uses multidimensional scaling 
(MDS) (16–18) to compare the responses excluded by 10 commonly (but inconsistently) 

used exclusion criteria. It then asks whether those patterns are consistent with the rationales 

typically given for the criteria and when those patterns are similar for criteria with different 

rationales, so that explicitly applying one means implicitly applying the other. In a 

companion article, we ask how applying each criterion affects health utility estimates. Both 

articles use the data underlying the PROPr scoring system, which offers generic societal 

preference-based measures of HRQL for health states described by Patient-Reported 

Outcomes Measurement Information System® (PROMIS®) (19–22).

The Methods section first describes the PROPr data and the exclusion criteria studied. We 

then introduce MDS, apply it to the PROPr data, report the results, and discuss its 

implications. Sections C1–C3 in the Appendix contains detailed methods and results.

Methods

The online survey for the Patient-Reported Outcomes Measurement Information System 
(PROMIS) Preference Scoring System (PROPr)

The PROPr scoring system includes 7 PROMIS domains, chosen to represent health states of 

greatest concern to the public, patients, and researchers: Cognitive Function – Abilities 

(cognition); Emotional Distress – Depression (depression); Fatigue (fatigue); Pain – 

Interference (pain); Physical Function (physical function); Sleep Disturbance (sleep); and 

Ability to Participate in Social Roles and Activities (social roles). Hanmer et al. (23) 

describe how the domains were chosen.

Each PROMIS domain is represented as a continuous scale. A functional capacity (or 

symptom burden) on a domain is called a level of theta (a score in item response theory, 

which underlies PROMIS). A health state is represented by a vector with a theta score for 

each domain. The PROPr scoring system provides single-attribute scores (utilities) for each 

domain and a multi-attribute score, combining the domains. Scores on each domain were 

derived by eliciting utilities from members of a representative US sample for levels of theta. 

(See Table B1 in the Appendix for the theta levels and descriptors.) Those levels were 

described to participants in qualitative terms (see Figure B1 in the Appendix). The multi-
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attribute utility score was derived using multi-attribute utility theory, to produce a 

multiplicative summary scoring function (24). Dewitt et al. (22) and Hanmer & Dewitt (19) 

provide details.

Preferences were collected online, with an instrument administered by ICF (https://

www.icf.com/services/research-and-evaluation) and SurveyNow (http://

www.surveynowapp.com/). As compensation, participants could choose among several 

products, including gift cards and reward program points. The ICF International Institutional 

Review Board approved the survey (ICF IRB FWA00002349). Responses were anonymized 

before researchers received them. Because completing valuation tasks for the entire health 

state space of PROPr would be unduly burdensome, each participant was randomly assigned 

to a single health domain. They valued 7 or 8 levels of that health state, depending on the 

domain (see Appendix B1 for details). They also valued the health states of “dead” or “all-

worst” relative to the other and to “all-best (also known as “full health”).” Participants 

performed warm-up exercises before undertaking the valuations. Once working on the 

survey proper, they could not alter previously recorded responses. An introductory question 

elicited their self-reported life expectancy. They were asked to use that value as the time they 

would spend in any health state that they evaluated.

Participants valued the health states in two ways. The first was a warm-up exercise using a 

0-100 visual analogue scale (VAS), sometimes called a Feeling Thermometer), where 0 is 

the value of a lower anchor state and 100 is the value of full health. An example appears in 

Figure B2 in the Appendix. This task was used to introduce the health states. The responses 

were used only in applying one exclusion criterion (violates-VAS), as explained below.

The second task used a standard gamble (SG) (25) to elicit utilities for the selected health 

states, a procedure that was pretested in the development of PROPr. The PROPr scoring 

system uses the SG method because of its grounding in expected utility theory (24,26). The 

specific SG task presented a health state and then offered a choice between (a) that state with 

certainty and (b) a lottery with probability p of full health and probability (1-p) of a lower 

anchor state. For single-domain valuation tasks, that lower anchor state had the worst level 

of functioning on that domain and the highest on all others; for multi-domain valuation 

tasks, the lower anchor was the all-worst state or dead (depending on which was worse for 

each participant, as indicated on earlier questions). Participants received a series of such 

choices, which varied p until they were indifferent between the lottery (b) and the certain 

option (a). The maximum for p is thus 1, the utility of full health, and the minimum is 0, the 

utility of the lower anchor state. Figure B3 in the Appendix presents an example.

The PROPr online survey was completed by 1,164 participants selected to match the US 

2010 Census as closely as possible for several demographic characteristics (see Table B2 in 

the Appendix for demographic information on the sample). The final sample was slightly 

older, more educated, with higher income and a greater proportion of White individuals than 

the overall US population. Excellent health was reported by 12.5%, very good health by 

39.4%, good health by 33.8%, fair health by 12.4%, and poor health by 1.9%.
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Exclusion Criteria

We selected 10 exclusion criteria representing the space defined by Table 1. Table 2 presents 

those 10 criteria. Some remove all responses (e.g., when participants do not pass a numeracy 

test threshold), whereas others only remove individual responses (e.g., those “trimmed” as 

too high or too low).

We created this subset by (a) eliminating criteria not applicable in the PROPr data and (b) 

choosing the most stringent of “nested” criteria. Thus, we did not use “Valued too few health 

states” (Table 1, row 3) because the PROPr survey required participants to value all health 

states in the survey. “Nested” refers to criteria where exclusion by one necessarily implies 

exclusion by another – Table A1 in the Appendix shows examples of ways one might 

implement the criteria in Table 1 with the PROPr data, which include many nested examples. 

For example, some nested criteria differ in how many violations of dominance they tolerate 

before removing a participant. We used the most stringent of these criteria, which excludes 

even one such violation, designated violates-SG. We did, however, keep one pair of nested 

criteria: low-range and no-variance. Obviously, responses with no variance have a low range, 

meaning that no-variance is nested in low-range. However, no-variance has a unique 

relationship with violates-SG, in that someone excluded by one cannot also be excluded by 

the other, because giving the same utility for every health state (no variance) does not violate 

dominance. However, violating dominance means valuing two states differently (and in the 

“wrong” way), hence having variance. We also deviated from some researchers’ practice by 

having separate criteria for excluding the top 5% of responses (upper-tail) and the bottom 

5% of responses (lower-tail), rather than combining them (10% trimming).

In our analyses of exclusion criteria, we treat each criterion as labeling each participant 

either for exclusion or inclusion, regardless of whether the criterion would exclude all or 

only some responses in an actual utility estimation analysis.

Multidimensional Scaling

Multidimensional scaling (MDS) provides a holistic picture of the similarities (and 

differences) between a set of objects (17), by translating pairwise comparisons among the 

objects into a graphical representation in which the distance between objects is a proxy for 

their similarity (16). Here, the objects are the exclusion criteria and the similarity metric 

assesses how well they agree about which participants to exclude. Each exclusion criterion is 

a binary classifier, either excluding or including each participant. The agreement of two 

binary classifiers can be represented in a confusion matrix like that in Table 3.

There are many possible summary indices for a confusion matrix (27–29). We chose one 

that incorporates each cell:

ad − bc
(a + b)(a + c)(d + b)(d + c)

Known as the phi (ϕ) coefficient or the Matthews’ Correlation Coefficient (27,28,30,31), it is 

also the Pearson correlation for two binary variables. (The interpretation of phi differs 
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somewhat from its continuous analog; for example, in how the distribution of each variable 

affects the possible values it can take.)

In the present application, given n exclusion criteria, the basic input to MDS is the n-by-n 
proximity matrix, denoted p, whose (i,j) entry pij is the phi value for the proximity of 

exclusion criteria i and j. The diagonal of the proximity matrix is 1 (i.e., pii = 1 for all i); the 

matrix is symmetric (i.e., pij = pji for all i and j), by construction.

When plotting the criteria, MDS uses the phi value of each pair of criteria and also considers 

the extent to which a pair identifies participants for exclusion in the same way as other 

criteria, by comparing their two rows of phi values in the proximity matrix, iterating over 

every pair. In doing so, MDS offers a visual display that demonstrates graphically the 

similarities and differences between criteria with respect to whom to exclude.

MDS algorithms produce m-dimensional configurations or plots, in which the distance 

between objects (here, the exclusion criteria) best approximate the values in the matrix 

(here, phi values), as measured by a goodness-of-fit (or stress) value. We used the ordinal 

algorithm because it makes the weakest assumptions about the data (29). For interpretability 

sake, we focus on m=2. Higher-dimensional configurations necessarily provide a better fit, 

but are more difficult to interpret (16). One of our sensitivity analyses adds a third 

dimension.

Structure in the MDS plot is seen in how the plotted objects cluster and align themselves 

dimensionally. In the present case, when criteria are close, it means that they exclude (and 

include) similar participants. The dimensions are not fixed, as the plot is equivalent under 

certain transformations, such as rotations. However, as with other procedures for reducing 

dimensionality (e.g., principal components analysis), there is no guarantee that any set of 

axes is interpretable.

We use the smacof package for the statistical software R (32) to identify the best-fit (lowest 

stress) solution, for placing the criteria consistently with the phi coefficients measuring the 

similarity of their exclusion patterns.

MDS sensitivity analysis—We performed the following sensitivity analyses:

a) Dimensionality: We compared the 2-dimensional MDS solution with a 3-

dimensional one. Adding dimensions necessarily improves the fit, but need not 

produce new interpretable structure. We compared the 2- and 3-dimensional 

solutions to see if the latter revealed new relationships.

b) MDS jackknife: We repeated the analysis after removing each criterion (33), to 

see if any had disproportionate effect on the overall MDS solution.

c) MDS algorithm: We compared the 2-dimensional MDS solution using the 

ordinal algorithm, with solutions produced using ratio, interval, and spline 

algorithms, in order to assess sensitivity to assumptions about the scale type of 

the input data.
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d) Clustering: We applied k-means clustering (34), to compare it with the graphical 

approach of MDS.

Section C2 of the Appendix reports the results of these sensitivity analyses, none of which 

produced materially different patterns.

Results

Table 4 shows how many PROPr participants are excluded by each criterion, which ranges 

from 7.8% (numeracy) to 84.7% (violates-VAS). Except for violates-VAS, the preference-

based criteria are applied to participants’ SG valuations.

Table 5 shows the matrix of phi values correlating the 10 exclusion criteria (Table 2). As phi 

is symmetric in its arguments, the correlation matrix in Table 4 is symmetric. The greatest 

agreement (0.98) is for (no-variance, low-range), the nested pair; the greatest disagreement 

(−0.58) is for (no-variance, violates-SG), the mutually exclusive pair. This matrix is the 

input to the MDS algorithm. (See the Appendix, section C1, for details.) As mentioned, 

similarity is forced with the two nested criteria, low-range and no-variance, which 

artifactually inflates goodness-of-fit for this solution.

Figure 1 presents the 2-dimensional MDS plot of the exclusion criteria, with the distance 

between them showing how similarly they exclude participants. If exclusion criteria reflect 

similar mechanisms (e.g., inattention), they should be clustered closely.

Discussion

Process-based criteria

The three process-based criteria have related rationales: (a) numeracy: low-numeracy 

participants may struggle to understand the demanding SG task; (b) time: participants who 

complete the survey quickly may not have made the effort needed to understand it; and (c) 

understanding: participants who report not understanding the task may have been confused 

or unusually self-critical. The relative proximity of these criteria in Figure 1 suggests that 

they reflect a common underlying process: inability or unwillingness to perform the SG task.

Preference-based criteria

The no-variance and low-range criteria are necessarily atop one another (at the center bottom 

of the figure), as they are nested, with identical responses (no-variance) being a special case 

of highly similar responses (low-range). Conversely, the most distant criteria in the figure are 

violates-SG and no-variance, which necessarily exclude different participants (as it is 

impossible to violate dominance when assigning the same value to all health states). The 

other relationships in the figure are empirical, rather than necessary ones.

Both violates-SG and violates-VAS are applied when participants rate a state with lower 

functional capacity or higher symptom burden as better than a state with higher functional 

capacity or lower symptom burden, thereby violating dominance. Both exclude many 

participants (Table 4). The fact that VAS excluded more may reflect its greater precision: 

The VAS allows increments of 0.01, whereas the SG only offers probability (hence utility) 
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increments of 0.05. The two criteria lie close to one another in the MDS space, indicating 

that they exclude similar individuals.

Both, however, are far enough away from the process-based criteria (numeracy, 

understanding, time) that they appear to capture different mechanisms than those three 

measures of low-quality responses. Indeed, the fact that violates-SG is so distant suggests 

that it might remove some participants who are trying to express well-considered utilities but 

cannot do so without violating dominance. For example, some participants may prefer some 

depression to none, believing that it confers empathy that is valuable to their health. 

Similarly, some participants might prefer the worst possible cognitive ability to poor 

cognitive ability, when the former includes a lack of self-awareness, but the latter does not. 

Such preferences violate dominance deliberately. Other violations may include participants 

who have something to say but struggle with either the wording or the mechanics of the task. 

Researchers who use violates-SG as an exclusion criterion typically allow some violations, 

up to 11 in one study (1), suggesting that such struggles might be common. Box 1 describes 

one possible confusion pattern with the interface used here.

The dead-all-worst exclusion criterion represents a violation of dominance that arises when 

participants rate dead or the all-worst state as being at least as good as full health. Its 

proximity to time and understanding might indicate the kind of confusion that Box 1 

suggests for violates-SG. However, the distance between dead-all-worst and violates-SG 
indicates different processes. Possibly participants who are excluded by violate-SG might be 

trying to express themselves but are frustrated by the interface design, whereas participants 

who violate dead-all-worst either cannot communicate their preferences or are not trying, 

leading them to say that they prefer dead or the all-worst state to full health. Doing so is an 

extreme violation of dominance, whereas violates-SG flags any violation, even among 

relatively similar health states.

The final two criteria, upper-tail and lower-tail remove the highest and lowest 5% of 

responses. (In our implementation, they flag anyone with a response eligible for such 

trimming.) Ten-percent trimming is a common practice, followed in constructing both the 

PROPr scoring system and the widely-used Health Utilities Index Mark 3 (21). The two 

criteria are far apart in Figure 1, indicating that they exclude different participants. Of the 

513 flagged by lower-tail, 421 (82.1%) are flagged by upper-tail; conversely, lower-tail flags 

57.0% of the 914 flagged by upper-tail. Phi reflects this asymmetry, with a value of 0.08 

(Table 5) for the two criteria.

Both criteria apply to SG valuations for individual health states, and exclude based on how a 

participant’s response compares to those of other participants. However, as seen in Figure 1, 

the exclusion pattern for lower-tail is most similar to that for violates-SG, which compares a 

participant’s responses across health states, without consideration for how other participants 

respond. In contrast, the exclusion pattern for upper-tail is closest to those for numeracy and 

understanding, criteria that seem to exclude people who cannot or will not perform the task, 

which is more in line with the stated rationale of both trimming criteria. Thus, 10% 
trimming may remove two very different groups of participants: those who understand the 
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task and explicitly express unusually low utilities and those who are confused by the task 

and inadvertently produce unusually high utilities.

Conclusion

Removing responses from datasets is a common practice in health utility studies (1) and 

other empirical research (35). Exclusion criteria formalize the removal process. Here, we 

analyze 10 exclusion criteria, chosen to represent those commonly used in health utility 

studies. We use multidimensional scaling (MDS) to compare their removal patterns, using 

the PROPr dataset as a testbed (22). Those criteria include preference-based ones, reflecting 

what participants said (e.g., unusually low utilities), and process-based ones, reflecting how 

they responded (e.g., unusually quickly).

The clustering of the three process-based criteria in Figure 1 suggests that they reflect 

related aspects of poor performance. In contrast, the spatial distribution of the preference-

based criteria suggests that they reflect different mechanisms. As interpreted above, those 

mechanisms are sometimes at odds with the rationales given for using the criteria (Table 1). 

For example, upper-tail and lower-tail are far apart, despite commonly being combined using 

the same rationale (i.e., “aberrant” responses). Our analysis suggests that upper-tail 
responses reflect confusion or inattention, making them, in effect, preference-based 

reflections of response processes. In contrast, lower-tail responses appear to be deliberate 

expressions of low utilities. Thus, we propose that the two trimming criteria not be 

combined when the standard gamble is implemented in the same way as in PROPr (see Box 

1). As a result, we analyze them separately in the companion article, which assesses the 

effects of applying these criteria on health state utility estimates.

These results and interpretations suggest ways in which future elicitation procedures might 

be improved, rendering fewer responses and participants as candidates for exclusion. Some 

investigators prefer in-person SG elicitations, such as the paper standard gamble (36), in 

order to reduce that task’s cognitive demands and any confusion caused by an unfamiliar 

computer interface. If online survey methods (37,38) are to achieve the potential benefits of 

low-cost data collection from demographically diverse samples, they need to reduce the 

cognitive demands of these tasks. One possible strategy is with interface designs that provide 

real-time feedback that helps users increase their understanding of the task without biasing 

their content. Those designs might include references to exclusion criteria, attention checks 

(39–42), or manipulation checks (43), asking whether participants understand the task, 

thereby communicating to the participant what the researcher expects from them (44). 

PROPr used in-person pilot testing to refine its survey design, as well as having participants 

complete the VAS to familiarize them with the health domain and consider their preferences 

for health, before completing the SG task. The approach demonstrated here and in the 

companion article, asking how preferences differ between the excluded and included, could 

be used to assess the impacts of competing designs. Those tests could be applied to other 

preference elicitation tasks as well, such as the time-tradeoff and discrete choice experiments 

(45,46).
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None of the exclusion criteria considered here explicitly examine whether responses are 

informed (47), in the sense that preferences are based on considered reflection, possibly 

including personal experience of health states (e.g., through illness or care-giving). 

Choosing only informed preferences could be defined as an exclusion criterion, when there 

are measurements to operationalize it. Doing so requires analysts to consider the debate over 

whether health-related quality of life measurement should reflect the preferences of the 

general population or the people most directly involved (48).

Exclusion criteria pose a tradeoff between potentially improving data quality and potentially 

reducing sample representativeness. The present analyses provide insight into which 

responses different criteria remove and why. The companion paper analyzes their effects on 

estimates of health state utilities, complementing sensitivity analyses that re-analyze data 

with and without data exclusions. Its concluding section offers overall recommendations, 

drawing on the present results and those reported there. Both papers assume that exclusion 

criteria should be selected in advance, based on their rationale, and applied only if the data 

are consistent with that rationale. They offer complementary approaches to determining 

whether that is the case.
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Appendix A: Exclusion criteria

Table A.1 provides additional examples of how exclusion criteria can be implemented in the 

PROPr dataset.

Table A.1:
Examples of implementing exclusion criteria in PROPr.

Examples of how to implement the exclusion criteria from Table 1 in the main text of 

Exclusion I, using the PROPr data. Unless otherwise indicated, valuations refer to the 

valuations of the single-attribute states. Unshaded rows indicate preference-based criteria, 

shaded rows indicate process-based criteria.

Exclusion criterion Requirements for exclusion

Violates dominance on the SG A participant, using the standard gamble (SG), violates dominance at 
least once.

Violates dominance on the SG, more than 
twice

A participant, using the standard gamble (SG), violates dominance at 
least twice.
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Exclusion criterion Requirements for exclusion

Violates dominance on the SG by more 
than 10% of the scale

A participant, using the standard gamble (SG), is considered to have 
violated dominance only if they do so by a difference of more than 0.1 
on the utility scale.

Violates dominance on the SG by more 
than 10% of the scale, more than twice

A participant, using the standard gamble (SG), is considered to have 
violated dominance only if they do so by a difference of more than 0.1 
on the utility scale, more than twice.

Violates dominance on the VAS A participant, using the visual analog scale (VAS), violates dominance at 
least once.

Violates dominance on the VAS, more than 
twice

A participant, using the visual analog scale (VAS), violates dominance at 
least twice.

Violates dominance on the VAS by more 
than 10% of the scale

A participant, using the visual analog scale (VAS), is considered to have 
violated dominance only if they do so by a difference of more than 10 on 
the 0-100 VAS scale.

Violates dominance on the VAS by more 
than 10% of the scale, more than twice

A participant, using the standard gamble (SG), is considered to have 
violated dominance only if they do so by a difference of more than 10 on 
the 0-100 VAS scale.

Valued the all-worst state or dead as the 
same or better than full health.

A participant is excluded if they rated the all-worst state or dead as the 
same or better than full health, using the standard gamble (SG).

Used less than 10% of the utility scale A participant is excluded if their valuations, using the standard gamble 
(SG), represent less than 10% of the range of the utility scale.

Provided the same response to every SG A participant is excluded if they valued every state the same, using the 
standard gamble (SG).

In the top 5% of responses for an SG A response is excluded if it falls in the top 5% of responses for that 
health state, using the standard gamble (SG).

In the bottom 5% of responses for an SG A response is excluded if it falls in the bottom 5% of responses for that 
health state, using the standard gamble (SG).

Score on the Subjective Numeracy Scale of 
less than 2.5

A participant is excluded if they scored less than 2.5 on the short form of 
the Subjective Numeracy Scale (McNaughton, Cavanaugh, Kripalani, 
Rothman, & Wallston, 2015).

Self-assessed understanding equal to 1, on 
a scale of 1 = “Not at all” to 5 = “Very 
much”

A participant is excluded if they rated themselves a “1” on the self-
assessed understanding question, which occurred after the preference 
elicitations.

Self-assessed understanding equal to 1 or 
2, on a scale of 1 = “Not at all” to 5 = 
“Very much”

A participant is excluded if they rated themselves a “1” or a “2” on the 
self-assessed understanding question, which occurred after the 
preference elicitations.

15-minute time threshold A participant is excluded if they completed the PROPr survey in under 
15 minutes.

Appendix B: The PROPr survey

The survey used to collect the data for the PROPr scoring system had the following 

components:

1. Consent to participate.

2. Demographic information.
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3. Participant’s overall self-rated health: excellent, very good, good, fair, or poor 

[1].

4. One of 4 existing patient-reported outcome measures, chosen at random:

• The PROMIS Global Health Items [2].

• The EQ-5D-5L with visual analogue scale VAS [3].

• The Health Utilities Index Mark 2 and 3 [4, 5].

• Chronic Health Conditions List (12 conditions) [6].

5. The PROMIS-29 questionnaire [7], plus 4 questions from the Cognition short 

form [8].

6. The participant’s self-assessed additional life expectancy.

7. Valuation of 1 of the 7 health domains, assigned at random.

8. Task engagement questions.

9. Additional questionnaires presented in randomized order:

• The 3 questionnaires from (4) not yet administered.

• The 3-question short form of the Subjective numeracy Scale [9, 10].

• Experience with disability.

• Distributional preferences.

These are described in more detail in the PROPr technical report [11], available at http://

janelhanmer.pitt.edu/PROPr.html.

Figure B.1 shows the qualitative descriptors used to present health states to participants. 

Figure B.2 shows an example screen from the VAS elicitations. Figure B.3 shows an 

example screen from a standard gamble elicitation.

Table B.1 provides the theta scores corresponding to the health states valued by participants 

in the PROPr survey. Table B.2 provides demographic characteristics of the participants in 

the PROPr survey.
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Figure B.1: 
Qualitative descriptions of health states presented to survey participants. A single health 

state is represented by responses selected at every row. For single-domain health state utility 

elicitations, the other domains were kept at their highest levels.
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Figure B.2: 
An example valuation, using the visual analogue scale (VAS).

Dewitt et al. Page 14

Med Decis Making. Author manuscript; available in PMC 2020 August 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure B.3: 
An example valuation, using the standard gamble (SG).

Table B.1:
PROMIS theta scores used in PROPr elicitation tasks.

The table shows the theta values corresponding to the health state descriptions valued in the 

PROPr survey. The levels between the unhealthiest and the healthiest correspond to the 

intermediate states valued in the elicitation task. The unhealthiest levels, together, define the 

all-worst state, while the best levels, together, define full health. The disutility corner state 
for a domain corresponds to the state described by the worst level on that domain, and the 

best on all others.

PROMIS 
Domain Healthy … … … … Unhealthy

Cognition 1.124 0.520 −0.002 −0.367 −0.649 −0.902 −1.239 −1.565 −2.052

Depression −1.082 −0.264 0.151 0.596 0.913 1.388 1.742 2.245 2.703

Fatigue −1.648 −0.818 −0.094 0.303 0.870 1.124 1.688 2.053 2.423

Pain −0.773 0.100 0.462 0.827 1.072 1.407 1.724 2.169 2.725

Physical function 0.966 0.160 −0.211 −0.443 −0.787 −1.377 −1.784 −2.174 −2.575

Sleep −1.535 −0.775 −0.459 0.093 0.335 0.820 1.659 1.934

Social roles 1.221 0.494 0.083 −0.276 −0.618 −0.955 −1.293 −1.634 −2.088
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Table B.2:
Participant demographics.

The first column shows the expected demographic characteristics based on the U.S. 2010 

Census. The second column shows the demographic characteristics of the participants who 

completed the survey.

Gender U.S. 2010 Census Total sample (n = 1164)

Female 51.0% 52.7%

Male 49.0% 47.0%

Other N/A 0.3%

Age Census Total

18-24 13.0% 12.0%

25-34 17.0% 18.0%

35-44 17.0% 15.0%

45-54 19.0% 17.0%

55-64 16.0% 17.0%

65-74 9.0% 11.0%

75-84 6.0% 6.0%

85+ 3.0% 5.0%

Hispanic Census Total

Yes 16.0% 17.0%

No 84.0% 83.0%

Race Census Total

White 72.0% 75.4%

AA 12.0% 12.5%

American Indian 1.0% 1.0%

Asian 5.0% 5.5%

Native Hawaiian 1.0% 0.2%

Other 6.0% 3.2%

Multiple Races 3.0% 2.2%

Education for those age 25 and older Census Total (n = 1029)

Less than high school 13.9% 11.9%

High school or equivalent 28.0% 26.3%

Some college, no degree 21.0% 21.7%

Associate’s degree 7.9% 6.9%

Bachelor’s degree 18.0% 19.4%

Graduate or professional degree 11.0% 13.8%

Income Census Total

Less than $10,000 2.0% 3.7%

$10,000 to less than $15,000 4.0% 3.5%

$15,000 to less than $25,000 14.0% 10.3%
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Gender U.S. 2010 Census Total sample (n = 1164)

$25,000 to less than $35,000 17.0% 15.8%

$35,000 to less than $50,000 20.0% 18.5%

$50,000 to less than $65,000 15.0% 16.4%

$65,000 to less than $75,000 6.0% 6.0%

$75,000 to less than $100,000 10.0% 11.1%

$100,000 or more 12.0% 14.7%

Self-Rated Health Census Total

Excellent N/A 14.9%

Very Good N/A 38.7%

Good N/A 33.1%

Fair N/A 11.5%

Poor N/A 1.8%

Appendix C: Multidimensional scaling

This section provides additional detail on MDS in general (section C.1) and the specific 

implementation in the manuscript (sections C.2 and C.3).

C.1 MDS implementations and goodness-of-fit

MDS takes a proximity matrix p – where each entry pij is the proximity between two objects 

– as input. An MDS algorithm then searches for a configuration X in m-dimensional space, 

such that the Euclidean distance in X between object i – an exclusion criterion, in our case – 

and object j, denoted by dij
X, is related to their proximity pij by some function f. This can be 

viewed as the problem of finding the configuration X, and the function f, such that the 

residual eij = f (pij) − dij
X is minimized over all objects. More specifically, we seek to 

minimize the sum of squared eijs, which, when normed to account for the scale of X – recall 

that X is a geometric space, like a map, with arbitrary units of distance – is called stress [12].

The functional form of f defines the type of MDS, and depends on the scale type of the input 

data. For example, interval MDS – also known as classical MDS or metric MDS – assumes 

that the data is on at least an interval scale. That means the ratios of differences between 

proximities are meaningful, as they would be if the proximity index itself was Euclidean 

distance, as in our example of using MDS to recover the distances between cities. Interval 

MDS takes f to be a linear function of the proximities, i.e., f(pij) = a + bpij. In interval MDS, 

one minimizes stress by choosing different configurations and different parameters for f. 
Thus, finding an MDS solution is akin to performing linear regression to estimate f, while 

simultaneously adjusting the configuration of X, all in an attempt to find the lowest stress 

combination possible [12].

However, there are problems with interval MDS. Many proximity indices, including ϕ, are 

not on an interval scale [13]. Furthermore, although it is possible to transform indices to 
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have interval-scale-like properties, doing so increases the number of assumptions one must 

make about the data: It requires that we trust the size of the differences between proximities 

just as much as we trust the proximities themselves. Allowing f to take on other functional 

forms provides more flexibility, requires making fewer assumptions about the data, and 

allows one to find better – i.e., lower stress – configurations.

One such alternative type of MDS is called ordinal (non-metric) MDS. Ordinal MDS uses 

ordinal regression, rather than linear regression, in the process of finding an optimal 

configuration X. Ordinal regression only tries to preserve the rank order of the proximity 

data. Thus, it only assumes that the arrangement of the objects (exclusion criteria) from least 

proximal to most proximal – however defined via a proximity index – is relatively stable. We 

use ordinal MDS because of its fewer assumptions.

To see the difference between the types of MDS, Figure C.1 shows a Shepard plot for each. 

The Shepard plot displays the regression line of f. For technical reasons, the x-axis is not the 

proximity scale data, but a transformation of the proximities into dissimilarities, i.e., where 0 

is the least dissimilar (most proximal) and positive numbers are increasingly dissimilar (less 

proximal).1 The y-axis shows the distances (the dij
X s) in the associated configuration. The 

points on the plot show how the dissimilarities are mapped to distances in the configuration. 

A good solution has small residuals. Note that a solution where every fitted value f(pij) 

coincided with its dij
X is not necessarily ideal, even though it obviously minimizes stress, 

because it is likely overfitting the data, just as in a regression with too much curvature. 

Rather, we look for a spread of the distances around the fitted values, such that we are not 

systematically violating the structure of the proximity data (e.g., the order of the distances 

roughly match the order of the distances), and the residuals do not show a systematic 

difficulty of scaling a particular size of dissimilarity.

Another choice to make in the implementation of MDS is the dimensionality of the 

configuration space. The larger the number of dimensions, the better the fit of the scaling (in 

terms of stress), because there is more freedom to arrange the objects in the space. However, 

dimensions beyond three are difficult to use; even a 3-dimensional scaling of a few number 

of objects can be difficult to interpret. There is no definitive rule for choosing the number of 

dimensions. By convention, researchers rely on the change in stress combined with content 

knowledge of the application. Examining the Scree plot, which has the number of 

dimensions on the x-axis and the stress of a scaling of given dimensionality on the y-axis, 

can help with this process. The “elbow” of the plot, the step at which the change in stress 

diminishes visibly from the previous step, is taken as suggesting that one might be starting to 

scale the noise in the data. Figure C.2 shows an example.

A complementary approach starts with a 1-dimensional scaling, and adds dimensions, 

examining the resulting

1In order to turn the ϕ index into an index of dissimilarity, there are two possible transformations: 1 − ϕ or 1 − ϕ [13]. They have the 
same ordinal properties, but can change the results of the other MDS algorithms.
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Figure C.1: Example Shepard plots.
Example Shepard plots from scalings using different MDS algorithms. The x-axis shows the 

dissimilarities – a transformation of the proximities – and the y-axis shows the distances 

between objects in the associated configuration. Each point is the distance between two 

objects, so there are n(n − 1)
2  points for n objects. The type of MDS algorithm – ordinal, 

interval, ratio, spline – determines the type of scale-type assumed for the dissimilarity and 

proximity data, and the type of regression used to minimize the residuals (the stress).
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Figure C.2: Example Scree plot.
The x-axis shows the dimension of the MDS solution, and the y-axis shows the stress of that 

solution. By definition, stress decreases as the dimensionality increases, because there are 

more ways to scale the objects and maintain the relationships of the proximities. The 

“elbow” of the plot is the point at which the marginal decrease in stress changes abruptly, 

which is usually assumed to point to the best dimensionality for the MDS configuration. 

Here, that elbow is at 2-dimensions.
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analyses for new structural relationships. When those cease, nothing is gained scientifically 

by increasing the dimensionality of the solution, even if, formally, the stress decreases. As 

the entire purpose of MDS is to gain insight on the structure of the objects by 

simultaneously representing all n(n − 1)
2  proximity relationships in a low-dimensional 

geometric configuration, then the lowest-dimensional useful representation can be 

“optimal,” in the sense that it avoids potentially scaling noise [14].

C.2 Results of the MDS sensitivity analysis and model-checking

Figure C.3 shows the Shepard plot for the main MDS plot (Figure 1 in the main text). It 

shows a good fit, with no systematic relationship to the residuals. There are other plots that 

provide useful diagnostics for evaluating the fit of an MDS solution, which are derived from 

the Shepard plot. Figure C.4 shows the stress-per-point. Recall that every point on the 

Shepard plot shows the relationship between one pair of criteria in terms of their proximity 

(as measured by ϕ) and its distance in the configuration. Each object in a scaling of n objects 

is associated with n−1 points in the Shepard plot. One can apportion the stress in the 

Shepard plot to each of the objects, by taking the sum of all the squared residuals involving 

that object and dividing by the total sum of squared residuals. Combining the stress-per-

point plot for our core criteria (Figure C.4) with the main MDS plot, one can produce a 

configuration where each object is represented by a point whose size indicates the amount of 

stress associated with the scaling (Figure C.5). This is called a bubble plot. The larger the 

bubble, the more difficult it is for the MDS solution to scale that criterion. Figure C.4 and 

Figure C.5 show that low-range, no-variance, violates-VAS, and time were relatively easy to 

configure in 2-dimensional space, lower-tail, dead-all-worst, upper-tail, and numeracy were 

moderately easy, and placing understanding in the configuration was the most difficult 

aspect of scaling the 10 criteria. 2

Figure C.6 shows the Scree plot for ordinal MDS for the core criteria, with one, two, three, 

and four dimensions. The elbow appears at two dimensions. Thus, our primary scaling for 

the core criteria is a 2-dimensional MDS solution.

The results of other tests of our MDS model include the following:

a) Dimensionality: Figure C.7 shows the 3-dimensional solution. It necessarily has 

a better fit than the 2-D solution, but at the risk of scaling noise. The 

relationships are similar to the 2-dimensional configuration, but the five 

difficult-to-scale criteria are separated from the others along the third dimension 

– lowering the stress of the configuration. The pairwise distances of the 3-

dimensional configuration and the 2-dimensional configuration have a linear 

correlation of 0.93 (p-value < 0.01).

b) MDS jackknife: Figure C.8 shows an MDS jackknife plot, demonstrating how 

each criterion moves when one of the other criteria are removed from the MDS 

and the configuration is re-calculated. We can use those

2Note that these figures, as well as some others in the Appendix, use the variable names for the exclusion criteria in our data set, rather 
than the shorthands in the main text. The mapping from one to the other should be clear.

Dewitt et al. Page 21

Med Decis Making. Author manuscript; available in PMC 2020 August 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure C.3: Shepard plot for core MDS configuration.
The Shepard plot for the core MDS solution, using the ordinal MDS algorithm.
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Figure C.4: Stress-per-point plot for core configuration.
The stress-per-point plot calculates all of the squared residuals from the Shepard 

plot (Figure C.3), and apportions those residuals (the stress) among the criteria. 

Those with larger proportions of stress were more difficult to scale; i.e., it is 

more difficult to maintain all of the proximity relationships of that criterion 

when producing the configuration.
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Figure C.5: Bubble-plot for core configuration.
The bubble-plot of the core MDS solution combines the core MDS plot and 

Figure C.4, showing the configuration with each object represented by a bubble 

demonstrating the stress apportioned to that criterion. The larger the bubble, the 

more difficult it was to scale that criterion.
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Figure C.6: Scree plot for core criteria.
The scree plot for ordinal MDS solutions of the core criteria, with the elbow at 

2-dimensions.

changes to calculate a dispersion statistic, which measures the average 

difference between the “leave-one-out” solutions and the original solution. It has 

a maximum of 2 – meaning that the original solution is highly sensitive to the 

inclusion of each object – and a minimum of 0 (low dispersion). The dispersion 

value for the core solution is 0.19.
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c) MDS algorithm: Other MDS models are possible, including interval and spline 

MDS, shown in (Figure C.9). The spline is most similar to the ordinal MDS 

solution in the main text. They are shown alongside a different transformation of 

the ϕ proximity index into a dissimilarity index.

d) Clustering: In a k-means clustering analysis, we choose k in order to minimize 

within-cluster variance, and use a Scree plot to find the k at which adding 

another cluster is not uncovering more group structure in the data, by looking for 

a decrease in the improvement of within-cluster variance. (After all, when k 
equals the number of objects, within-cluster variance is 0 – but we learn nothing 

about the potential group structure.) Using k-means provides a computational 

approach to observing structure in the MDS plot, to compare with our own 

observations. Figure C.10 shows the configuration with a clustering with k = 4, 

the optimal k for this configuration. It places violation-SG, violation-VAS, and 

lower-tail in one group; upper-tail, numeracy, and understanding in a second 

group; time in a third dead-all-worst; and, no-variance and low-range in a fourth.

C.3 Discussion of the MDS sensitivity analysis

a) Dimensionality: We cannot see any new structure in the 3-dimensional 

configuration that is not already present in the 2-dimensional configuration, 

except a difference in the order of dead-all-worst, time, and understanding. The 

third dimension does not seem interpretable in-and-of itself. That gives us 

confidence that two dimensions provides a useful solution.

b) MDS jackknife: The jackknife solution and dispersion statistic show that large 

patterns are robust (e.g., the placement of violates-SG, violates-VAS, and lower-
tail). The individual placement of criteria in the space can vary depending on 

which criterion is left out of the scaling, with the biggest changes along the 

vertical dimension of Figure C.8. That means the relationships along that 

dimension are highly influenced by the exact set of criteria – but none of the 

alternative scaling produced by removing a single criterion would produce a 

drastically different interpretation. It also means that the criteria capture a 

variety of mechanisms (except for the low-range and no-variance pair). 

Otherwise, the redundancy of including them would show itself in the jackknife 

diagram, where removing a criterion would not have much of an influence on 

the placements of the others.

c) MDS algorithm: The transformation of ϕ appears to make less of a difference 

than the algorithm type; while the ordinal and spline algorithms produce similar 

results, the interval algorithm produces a different configuration. The 

assumptions made of the data are strongest in interval and weakest in ordinal 

MDS. That the configuration is similar with the spline is one mark for the 

robustness of the core solution. That the configuration is different with the 

interval MDS means that treating (a transformation of) ϕ as interval-scaled could 

produce different conclusions. Interval MDS requires maintaining the 

differences between the dissimilarities. Those differences are hard to interpret, 
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even among small numbers of criteria, and hence we have not prioritized 

interpreting them.

d) Clustering: The k-means clustering does not provide us with any additional 

information: the groupings do not lead to new conclusions that are not readily 

available from the configuration without the clustering.
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Figure C.7: 3-dimensional MDS configuration for core criteria.
A view of the 3-dimensional configuration corresponding to 3-dimensional ordinal MDS 

using the core criteria. Notice the similarity of this view to core MDS plot in the main text.
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Figure C.8: Jackknife plot for core configuration.
A jackknife plot corresponding to the main MDS plot, showing how each criterion moves 

when one of the others are removed and the MDS is re-computed. The labels show the 

original configuration, and the centre points the centroid of all of the leave-one-out MDS 

solutions.
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Figure C.9: MDS using different algorithms and transformations of ϕ.
Each panel of this figure shows the MDS configuration using one of ordinal, interval, or 

spline MDS, and either the 1 − ϕ or 1 − ϕ transformation of phi into an index of 

dissimilarity. The leftmost column shows two identical plots (by denition), equivalent to the 

main MDS plot.
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Figure C.10: k-means on core MDS configuration.
The main MDS plot, with a colouring of the criteria demonstrating the solution to k-means 

clustering with k = 4. The crosses indicate the centroids of the clusters, and the empty dot 

the centroid of the entire configuration. K-means is a computational search for structure in 

the configuration, analogous to the researcher using his or her own eyes to see patterns in the 

configuration.
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Box 1.

One possible account for high valuations is that the first question in the SG 

implementation presents a degenerate gamble where one option has a 100% probability 

of full health and 0% probability of the low anchor state (e.g., dead or the all-worst state), 

and the other option is the sure-thing of the intermediate state whose utility is being 

estimated. The participant can choose the gamble, the sure thing, or indifference. 

Choosing the gamble leads to a choice between a different gamble and the sure thing. 

Choosing the sure thing or expressing indifference completes the task and implies a 

utility estimate of 1 (or greater than 1 for those who select the sure thing). Therefore, 

making either of these last two choices leads to a response in the upper tail of the utility 

distribution. Thus, the mechanics of the procedure might lead to confused or inattentive 

responses being recorded as utilities in the upper tail of the response distribution, given 

that two of the three initial choices lead to an extreme utility value. Less numerate 

participants might be more likely to experience such confusion.
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Figure 1. 
The core 2-dimensional MDS configuration.
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Table 1

List of common exclusion criteria. Common exclusion criteria used in health state valuation studies, including 

the rationales for their use. It is based on Table 2 in Engel et al. (1), and adds others that are based on the two 

categories used in that table – “lack of understanding/engagement” and “model requirements” – including 

criteria from specific studies (7, 21). Unshaded rows indicate preference-based criteria, shaded rows indicate 

process-based criteria.

Exclusion criterion Description of criterion Rationale for exclusion Notes

Providing constant 
utilities

Excluded if the participant assigned the 
same utility to every health state.

Considered an implausible response 
pattern, such that the responses cannot be 
communicating true preferences.

Using too little of the 
utility scale

Excluded if the participant uses too 
little of the 0-1 utility scale.

An extension of providing constant 
utilities; considered implausible.

“Too little” defined by the 
researcher, e.g., 10% of 
the scale.

Valued too few health 
states

Participant removed if the participant 
valued too few health states.

Too few responses imply that the 
responses given are not reliable.

“Too few” defined by the 
researcher, e.g., fewer 
than three.

Violates dominance Valued a state describing health that is 
at least as good on every dimension as 
some second health state as worse than 
that second state.

Violations of dominance show that the 
participant did not understand the task, 
and thus their responses are not 
preference data. Some researchers claim 
that such responses, if true, cannot be 
used to represent the preferences of the 
population.

The number of violations 
of dominance leading to 
the participant being 
excluded varies widely. 
One can also decide by 
how much one rating 
must be above the other to 
count as a violation, 
allowing the participant 
some error in their utility 
assignments.

Dead or the all-worst 
state better than all or 
some health states

Assigned a utility to dead or the all-
worst state as better than full health or 
some other health state(s) that describe 
higher functional capacities than dead 
and the all-worst state.

A specific example of violating 
dominance. Makes certain modeling tasks 
impossible or uninterpretable, depending 
on the modeling strategy.

Valuing a lower anchor 
(e.g., dead) the same as 
full health

Valued one of the states assigned as the 
origin of the utility scale the same as 
full health.

A specific example of violating 
dominance. Makes certain modeling tasks 
impossible or uninterpretable, depending 
on the modeling strategy.

Did not value dead, 
allworst state, or full 
health

Missing data for one of these three 
states.

Makes certain modeling tasks im possible 
or uninterpretable, depending on the 
modeling strategy.

Valuations are too high Responses are excluded if they fall in 
the top x% of the distribution of 
responses.

Responses in the upper tail are seen as 
“outliers,” thus implausibly high.

Together with removing 
responses that are too low, 
known as “2x% 
trimming”.

Valuations are too low Responses are excluded if they fall in 
the bottom x% of the distribution of 
responses.

Responses in the lower tail are seen as 
“outliers,” thus implausibly high.

Together with removing 
responses that are too 
high, known as “2x% 
trimming”.

Low numeracy Scored too low on a numeracy scale. Low numeracy implies the partic ipant 
could not understand the elicitation task.
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Exclusion criterion Description of criterion Rationale for exclusion Notes

Low understanding Interviewer rated participant or 
participant rated themselves too low on 
a rating of ability to perform the survey.

Participant is admitting inability to use the 
task to communicate their preferences.

Completed survey too 
quickly

Completed the survey below a 
minimum time threshold.

Completing the survey too quickly 
implies careless responses.
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Table 2

Core exclusion criteria. Core exclusion criteria, implemented with the PROPr data. Not every criterion from 

Table 1 is represented, because some would exclude no one by virtue of the design of the PROPr survey (e.g, 

there is no missing data). Unless otherwise indicated, valuations refer to the valuations of the single-domain 

states. Unshaded rows indicate preference-based criteria, shaded rows indicate process-based criteria.

Exclusion criteria (short-hand) Requirements for exclusion

Violates dominance on the SG (violates-SG) A participant, using the standard gamble (SG), violates dominance at least once.

Violates dominance on the VAS (violates-VAS) A participant, using the visual analog scale (VAS), violates dominance at least once.

Valued the all-worst state or dead as the same or better 
than full health (dead-all-worst)

A participant is excluded if they rated the all-worst state or dead as the same or 
better than full health, using the standard gamble (SG).

Used less than 10% of the utility scale (low-range) A participant is excluded if their valuations, using the standard gamble (SG), 
represent less than 10% of the range of the utility scale.

Provided the same response to every SG (no-variance)
A participant is excluded if they valued every state the same, using the standard 
gamble (SG).

In the top 5% of responses for an SG (upper-tail) A response is excluded if it falls in the upper 5% of responses for that health state, 
using the standard gamble (SG).

In the bottom 5% of responses for an SG (lower-tail) A response is excluded if it falls in the bottom 5% of responses for that health state, 
using the standard gamble (SG).

Score on the Subjective Numeracy Scale of less than 2.5 
(numeracy)

A participant is excluded if they scored less than 2.5 on the short form of the 
Subjective Numeracy Scale (McNaughton, Cavanaugh, Kripalani, Rothman, & 
Wallston, 2015).

Self-assessed understanding equal to 1 or 2, on a scale 
of 1 = “Not at all” to 5 = “Very much” (understanding)

A participant is excluded if they rated themselves a “1” or a “2” on the self-assessed 
understanding question, which occurred after the preference elicitations.

15-minute time threshold (time) A participant is excluded if they completed the PROPr survey in under 15 minutes.
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Table 3

Confusion matrix. A confusion matrix (or 2-by-2 contingency table), which shows the possible outcomes of 

two joint binary variables (e.g., binary classifiers). We can consider each exclusion criteria as a classifier that 

categorizes a participant with a 1 if at least one of the participant’s responses would be excluded by the 

criterion, and a 0 otherwise. The table entries give the counts of the combinations of relationships: a is the 

number of participants excluded by both; b is the number excluded by criterion #1 that are included (not 

excluded) by criterion #2; c is the number excluded by criterion #2 that are included by criterion #1; and, d is 

the number included by both.

Excluded by criterion #2 Included by criterion #2

Excluded by criterion #1 a b

Included by criterion #1 c d
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Table 4

Number of participants flagged by each criterion. The number of participants in the PROPr data flagged by the 

each criterion from Table 2. The total number of participants in the sample is 1,164. Unshaded rows indicate 

preference-based criteria, shaded rows indicate process-based criteria.

Exclusion criterion Number excluded (total 
sample n = 1164)

Violates dominance on the SG (violates-SG) 833 (71.6%)

Violates dominance on the VAS (violates-VAS) 986 (84.7%)

Valued the all-worst state or dead as the same or better than full health (dead-allworst) 326 (28.0%)

Provided the same response to every SG (no-variance) 137 (11.8%)

Used at less than 10% of the utility scale (low-range) 142 (12.2%)

In the top 5% of responses for an SG (upper-tail) 914 (78.5%)

In the bottom 5% of responses for an SG (lower-tail) 513 (44.1%)

Score on the Subjective Numeracy Scale of less than 2.5 (numeracy) 91 (7.8%)

Self-assessed understanding equal to 1 or 2, on a scale of 1 = “Not at all” to 5 = “Very much” 
(understanding)

165 (14.3%)

15-minute time threshold (time) 181 (15.6%)
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