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ABSTRACT

Objective: Track 1 of the 2018 National NLP Clinical Challenges shared tasks focused on identifying which

patients in a corpus of longitudinal medical records meet and do not meet identified selection criteria.

Materials and Methods: To address this challenge, we annotated American English clinical narratives for 288

patients according to whether they met these criteria. We chose criteria from existing clinical trials that repre-

sented a variety of natural language processing tasks, including concept extraction, temporal reasoning, and in-

ference.

Results: A total of 47 teams participated in this shared task, with 224 participants in total. The participants repre-

sented 18 countries, and the teams submitted 109 total system outputs. The best-performing system achieved a

micro F1 score of 0.91 using a rule-based approach. The top 10 teams used rule-based and hybrid systems to

approach the problems.

Discussion: Clinical narratives are open to interpretation, particularly in cases where the selection criterion may

be underspecified. This leaves room for annotators to use domain knowledge and intuition in selecting patients,

which may lead to error in system outputs. However, teams who consulted medical professionals while build-

ing their systems were more likely to have high recall for patients, which is preferable for patient selection sys-

tems.

Conclusions: There is not yet a 1-size-fits-all solution for natural language processing systems approaching this

task. Future research in this area can look to examining criteria requiring even more complex inferences, tem-

poral reasoning, and domain knowledge.
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INTRODUCTION

Track 1 of the 2018 National NLP Clinical Challenges (n2c2) aimed

to answer the question “Can NLP systems use narrative medical

records to identify which patients meet selection criteria for clinical

trials?” Finding eligible patients is a time consuming process, and

often requires access to information that is not stored in structured

data or cannot easily be turned into a database query. For example,

questions about a patient’s living situation, ability to consent to
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medical procedures, intentions for the future (eg, “patient is actively

trying to become pregnant”), or underspecified requirements in the

criteria (eg, using “severe disease” without specifically defining

“severe”) all make cohort selection a difficult task; therefore,

researchers must often examine clinical narratives by hand to iden-

tify potential research participants.

If a researcher does not have time to scour through clinical narra-

tives, they may end up recruiting patients who seek out the clinical

trials on their own, or who are encouraged to enroll in the study by

their primary care physician. These practices can result in selection

bias toward certain populations, such as those who are more likely

to have a primary care physician, or people who have the knowledge

and time to search for relevant clinical trials on their own. Having a

biased population can in turn bias the results of the study.1,2 By de-

veloping natural language processing (NLP) to automatically assess

whether a person is eligible to participate in a clinical trial, we can

potentially reduce bias and the amount of time needed to find a suit-

able patient population.3

However, the complexity of the criteria and the clinical narra-

tives themselves makes using NLP for these purposes a nontrivial

task. For example, the criterion “Use of aspirin to prevent myocar-

dial infarction” indicates that the patient must be not only taking a

particular medication, but also taking it for a heart-related reason

and not mild pain relief. To correctly select a patient that meets this

criterion, an NLP system must be able to identify both the key medi-

cation and the reason for taking the medication—information that

may be stated elsewhere in the narrative.

This shared task aimed to determine whether NLP systems could

be trained to identify if patients met or did not meet a set of selection

criteria taken from real clinical trials. The selected criteria required

measurement detection (“Any HbA1c value between 6.5 and

9.5%”), inference (“Use of aspirin to prevent myocardial

infarction”), temporal reasoning (“Diagnosis of ketoacidosis in the

past year”), and expert judgment to assess (“Major diabetes-related

complication”). For the corpus, we used the dataset of American En-

glish, longitudinal clinical narratives from the 2014 i2b2/UTHealth

shared task.4

The use of computers to access information in clinical narratives

has been going on for decades,5 and electronic screening has long

been used to expedite the selection process for clinical trials, particu-

larly by using computers to scan structured patient data. This can be

done very effectively, often with little to no loss of sensitivity.6–8

However, there is a limit to the amount of information that is

stored in structured databases, and so more recent studies have fo-

cused on using computers to help screen clinical narrative text.

Schmickl et al9 used Boolean text searches to identify patients eligi-

ble for a trial on chronic obstructive pulmonary disease. Their sys-

tem prioritized recall, then medical workers reviewed the selected

files. Their system greatly reduced the amount of time needed to

screen patients for eligibility. Using a more NLP-focused approach,

Ni et al10 used both a filter to remove patients based on structured

data and a machine learning system to identify relevant information

from clinical narratives.11 Their system showed high recall for iden-

tifying eligible patients and reduced the time needed to find suitable

recruits. Other researchers have also had success in using NLP for

screening clinical records and reducing time spent recruiting

patients.12–14

Most of the research conducted on the topic of using NLP to

screen clinical narratives for eligibility criteria has been carried out

internally in medical settings, using patient data that contains identi-

fiable information. Because the Health Insurance Portability

Accountability Act restricts sharing identified patient records, other

researchers are unable to replicate or improve these results. To open

the problem of patient selection for clinical trials to the broader re-

search community, we created Track 1 of the n2c2 2018 shared

task.

To the best of our knowledge, the only other shared task to ex-

amine cohort selection for clinical trials was a medical track in the

2011 Text Retrieval Conference.15 There, participants evaluated

records for relevance to 35 selected criteria on topics ranging from

“Patients with hearing loss” to “Children admitted with cerebral

palsy who received physical therapy.” This shared task made use of

the entire 96 000 record Pittsburgh NLP Repository. Due to the size

of the dataset, not all the records were judged for relevance for all

criteria, so the judges used a bpref measure.16 The best system per-

formance “was in the range 0.5-0.6, reasonably good performance

for a general [information retrieval] task but not satisfactory for

identifying patients in a set of clinical records.” Our shared task pro-

vides a specific gold standard for comparing system outputs per se-

lection criteria, examines the progress in specific NLP tasks, and

will add another data point for evaluating NLP systems on their

ability to identify patient cohorts.

MATERIALS AND METHODS

The dataset for Track 1 of the 2018 n2c2 shared task used records

of 288 patients from the corpus of the 2014 i2b2/UTHealth shared

tasks,4,17 a collection of American English longitudinal records,

with 2-5 records per patient. All the patients in this dataset have dia-

betes, and most are at risk for heart disease. The corpus contains

781 006 tokens, with an average of 2711 tokens per set of patient

records. This provides a reasonably robust set of information about

each patient.

This corpus was previously de-identified using a “risk averse” in-

terpretation of the Health Insurance Portability Accountability Act

guidelines.4,18 All information linked to a patient was removed and

replaced with realistic surrogates, and dates were time-shifted a ran-

dom amount for each patient.

Annotation guidelines
For each patient’s records, we annotated to indicate whether the pa-

tient meets or does not meet a set of selection criteria. We collected

these criteria from real studies listed on ClinicalTrials.gov; however,

we made slight modifications to make the criteria more relevant to

patients represented in the corpus. All these patients are diabetic,

and most exhibit risk factors for heart disease, so we selected criteria

that were either related to these conditions, or that are common to

most studies (eg, whether or not someone uses drugs, speaks En-

glish, or could make their own medical decisions). We selected 13

selection criteria:

• DRUG-ABUSE: Drug abuse, current or past
• ALCOHOL-ABUSE: Current alcohol use over weekly recom-

mended limits
• ENGLISH: Patient must speak English
• MAKES-DECISIONS: Patient must make their own medical

decisions
• ABDOMINAL: History of intra-abdominal surgery, small or

large intestine resection, or small bowel obstruction
• MAJOR-DIABETES: Major diabetes-related complication. For

the purposes of this annotation, we define “major complication”

(as opposed to “minor complication”) as any of the following
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that are a result of (or strongly correlated with) uncontrolled dia-

betes:
• Amputation
• Kidney damage
• Skin conditions
• Retinopathy
• nephropathy
• neuropathy

• ADVANCED-CAD: Advanced cardiovascular disease (CAD).

For the purposes of this annotation, we define “advanced” as

having 2 or more of the following:
• Taking 2 or more medications to treat CAD
• History of myocardial infarction (MI)
• Currently experiencing angina
• Ischemia, past or present

• MI-6MOS: MI in the past 6 months
• KETO-1YR: Diagnosis of ketoacidosis in the past year
• DIETSUPP-2MOS: Taken a dietary supplement (excluding

vitamin D) in the past 2 months
• ASP-FOR-MI: Use of aspirin to prevent MI
• HBA1C: Any hemoglobin A1c (HbA1c) value between 6.5%

and 9.5%
• CREATININE: Serum creatinine > upper limit of normal

Annotation procedure
Two annotators, both with medical expertise, independently anno-

tated all the medical records. Each annotator examined every patient

according to all thirteen criteria, and categorized each as met, not

met, or possibly met. We asked that each annotator mark portions

of the text that they used as evidence to determine the patient’s sta-

tus, as a way to ensure consistency and close reading of the text. For

criteria requiring temporal reasoning, we used the most recent re-

cord, regardless of date, as “now,” and used previous record dates

to determine if the criterion was met.

A.S. adjudicated the disagreements in the annotations by exam-

ining the annotated evidence for each criterion, and consulting with

an MD (E.S.) to create a gold standard. During the adjudication pro-

cess, we discovered that all instances of “possibly met” could be re-

solved into “not met” or “met”; thus, the final gold standard

contains only those labels.

Annotation quality
We calculated Cohen’s kappa19 over each criterion to determine

interannotator agreement. Cohen’s Kappa measures agreement be-

tween annotators while taking chance agreement into consideration.

The average kappa score across all criteria was 0.54. While this

agreement metrics seems low, many of the criteria show distribu-

tions skewed toward either “met” or “not met,” which can affect

these scores. Specifically, the scores for ALCOHOL-ABUSE (0.59),

DRUG-ABUSE (0.63), ENGLISH (0.46), MAKES-DECISIONS

(0.31), and KETO-1YR (-0.1) were greatly affected by the skewed

distributions. In particular, for the KETO-1YR criterion, the anno-

tators agreed that 275 of the 288 patients did not meet the

criterion—such high agreement in a single category means that the

Cohen’s kappa calculation assumes very high chance agreement,

thereby causing a negative result.

The nonskewed criteria with the lowest agreement were ones

that required multiple pieces of evidence or temporal reasoning to

be considered “met,” specifically MAJOR-DIABETES (0.62 kappa),

ADVANCED-CAD (0.37 kappa), MI-6MOS (0.63), and ASP-FOR-

MI (0.62), as diagnosing these patients as “met” required closer

reading and more inference. Measurements (CREATININE, 0.68;

HBA1C, 0.72) were also somewhat difficult for the annotators to

find, though these annotations were almost never disagreements,

they were simply cases where one annotator found a qualifying mea-

surement, and the other missed it. Finally, DIETSUPP-2MOS had a

kappa score of 0.66, mostly due to some confusion over what consti-

tuted a supplement, which was cleared up over the course of the

annotations. The agreement score for ABDOMINAL was 0.73.

Overall, the largest source of disparities in the annotations was

that one annotator found evidence for a criterion that the other

missed. This is likely due to the large amount of text for each pa-

tient, and how often relevant information was deep within para-

graphs or spread across multiple records.

Table 1 shows the distribution of “met” and “not met” for each

criterion in the data as it was distributed to the participants. The

skewed distributions between “met” and “not met” are reflective of

real-world patients—some conditions will be rarer in a population

than others. For the training and test data split (70%/30%), we split

the data to approximate the relative frequency of each criterion.

RESULTS

The training data for this shared task included 70% of the entire

corpus—202 sets of patient records. These records all contained

patient-level annotations of “met” or “not met” for each criterion.

For 10 of the records, we shared with the community the evidence

marked by the annotators.

Shared task participants had 2 months to build and test their sys-

tems. At that time, we released the remaining 86 unannotated pa-

tient records to the participants and allowed 3 days for systems to

analyze the new data. Each team could submit up to 3 runs of

results.

A total of 47 teams participated in this shared task, with 224

participants in total. The participants represented 18 countries, and

the teams submitted 109 system outputs.

Evaluation metrics
We calculated the aggregate precision (P), recall (R), and F measure

(F1) for all submissions. For each criterion, we calculated the correct

Table 1. Distribution of “met” and “not met” labels for patients in

the corpus, and their distribution over the training and testing data

Criterion Met Not met

ABDOMINAL 107 (77/30) 181 (125/56)

ADVANCED-CAD 170 (125/45) 118 (77/41)

ALCOHOL-ABUSE 10 (7/3) 278 (195/83)

ASP-FOR-MI 230 (162/68) 58 (40/18)

CREATININE 106 (82/24) 182 (120/62)

DIETSUPP-2MOS 149 (105/44) 139 (97/42)

DRUG-ABUSE 15 (12/3) 273 (190/83)

ENGLISH 265 (192/73) 23 (10/13)

HBA1C 102 (67/35) 186 (135/51)

KETO-1YR 1 (1/0)a 287 (201/86)

MAJOR-DIABETES 156 (113/43) 132 (89/43)

MAKES-DECISIONS 277 (194/83) 11 (8/3)

MI-6MOS 26 (18/8) 262 (184/78)

Values are total (train/test).

aThe met group ketoacidosis was an annotation error. There were no

instances of a patient meeting the ketoacidosis criterion in the corpus.
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P, R, and F1 for both “met” and “not met” answers, then averaged

those to get the micro score for each criterion. Then we averaged all

of those together to get the overall micro-averaged F1 score.

We used approximate randomization20,21 to test for statistical

significance of P, R, and F1 between systems. We ran this test with

50 000 shuffles and the significance level a¼0.1, in keeping with

results of previous shared tasks.22

Top-performing systems
The mean micro F1 score for all submissions was 0.799. The maxi-

mum and minimum scores were 0.91 and 0.2117, respectively, with

a median of 0.8227 and a standard deviation of 0.116.

Table 2 shows the results of the best run from each of the top 10

teams, ranked by micro F1 score, as well as the type of system they

built and involvement of medical professionals in system develop-

ment. There were 4 rule-based systems and 6 hybrid rules or ma-

chine learning (ML) systems in the top 10. No top 10 system was

purely ML-based. Five of the 10 teams consulted with medical pro-

fessionals to build their systems.

Overall, many systems used external resources such as Unified

Medical Language System,30 cTAKES,26 and word2vec40 for proc-

essing, and many teams built custom dictionaries from a variety of

sources to aid in concept extraction. The use of rules in all the top

10 systems suggests that for small datasets, and particularly for cri-

teria such as lab results or simple presence/absence of a disease or

medication, well-defined rules remain a more effective approach to

NLP than supervised or semisupervised learning.

Table 3 shows the results of significance testing between the top

10 systems. Because the upper diagonal would be symmetrically

identical to the lower, we show only the lower half of the table. Cells

containing P, R, or F1 indicate that the 2 systems are significantly

different in P, R, or F1, respectively. Overall, we see that the top 6

systems show no significant differences in output, and that lower-

ranked systems are also similar to each other.

Error analysis
In the categories ABDOMINAL, CREATININE, DIETSUPP-

2MOS, ENGLISH, HBA1C, and MAJOR-DIABETES, the majority

of teams succeeded in scoring over 0.80 on the F1 measure, a rea-

sonable level of performance for the tasks. The CREATININE and

HBA1C criteria are lab measurements, so most teams used rules to

make a determination about those criteria. Similarly, most teams

addressed the DIETSUPP-2MOS criterion by checking medication

lists in the narratives for diet supplements, then checking the dates

on the records to see if it was listed in the timeframe. Since most

medications and supplements are simply part of the list of medica-

tions, little context or negation assessment would need to be done to

identify patients who “met” that criteria. In terms of information in

easily-parsed lists, the ABDOMINAL and MAJOR-DIABETES cri-

teria simply required that certain diseases or events have happened

to the person at some point, and these would usually be found in the

list of “major problems” (or similarly titled section header) found in

many medical records. Finally, the ENGLISH criterion is one that,

for most records, was presumed to be true unless a mention was

made of the patient needing an interpreter or speaking another lan-

guage, so most patients “met” that criterion.

Table 4 shows the specific results for each criterion by team. For

criteria in which most systems scored below 0.80, there are multiple

Table 2. Top 10 teams, best result from each team, ranked by micro F1 scores.

Rank Team Method and description Medical professional Micro F1

1 Medical University of Graz Rule based; negation and family history detection; regular

expressions23,24

Y 0.91

2 University of Michigan Hybrid; used MetaMap,25 cTAKES,26 and RxNORM,27

separate processing for different types of criteria28,29

Y 0.9075

3 Sorbonne Universit�e Hybrid; external resources: Unified Medical Language Sys-

tem,30 cTAKES,26 Heideltime,31 MIMIC II32 dataset.

used rule- and terminology-based approaches for some

criteria, semi-supervised learning others33,34

Y 0.9069

4 Med Data Quest Rule based; 3 parts: evidence extraction, assertion,

logic35,36

N 0.9028

5 Cincinnati Children’s Hospital

Medical Center

Hybrid; used cTAKES,26 assertion detection, regular

expressions for structured criteria and phrase-based de-

tection for unstructured criteria37,38

N 0.9026

6 Arizona State University Hybrid; rule-based systems for most criteria, semisuper-

vised learning for criteria requiring more complicated

rules. Used CLAMP,39 lists of medications and word2-

vec40–42

N 0.9003

7 University of New South Wales/

National Cancer Institute

Rule based; 280 rules with 12 hand-crafted dictionaries43 N 0.8913

8 Harbin Institute of Technology Hybrid; used rules, a CNN and CNN-highway-LSTM44,45 N 0.8855

9 University of Utah Rule-based; Trie-based hash rule processor; components to

identify sentence segments, context, temporality, etc.46,47

Y 0.8837

10 National Taitung, Taipei Medi-

cal, University of New South

Wales

Hybrid; used rules and an SVM with a “multi-instance

polynomial kernel”48

Y 0.8765

This table includes information about the types of systems each team built, and whether they consulted a medical professional in building their system. The sys-

tems are described more fully in Supplementary Appendix A.

CNN: convolutional neural network; LSTM: long-short term memory; MIMIC: Multiparameter Intelligent Monitoring in Intensive Care; N: no; SVM: support

vector machine; Y: yes.
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factors at play. First, these criteria required more complicated rea-

soning, as they included temporal modifiers (MI-6MOS,

ADVANCED CAD, ALCOHOL-ABUSE) or inference (MAKES-

DECISIONS, DRUG-ABUSE). Second, many of these categories had

skewed distributions in the gold standard. Owing to the way we cal-

culated micro F1 scores, low scores in these categories do not neces-

sarily indicate a large number of incorrect answers on the criteria;

rather, they may indicate wrong answers on a few key patients.

Table 5 shows the number of patients, that were incorrectly la-

beled by 5 or more systems in the top 10. Here we examine the com-

monalities between mislabeled patients, and identify the factors

contributing to low scores. Patient screening systems are often cali-

brated to ensure maximum recall, and so errors of omission are

more of a concern for cohort selection. Therefore we examine

instances in which the gold standard is “met,” but the majority pre-

dicted label is “not met.” We group the criteria by the types of NLP

they required: concept extraction, temporal reasoning, and infer-

ence.

Concept extraction
For the ABDOMINAL criterion, of the 8 records incorrectly labeled

by 5 or more teams, 6 were incorrectly labeled as “not met.” The

majority of systems incorrectly labeled patients with medical terms

that were seen rarely, if at all, in the training data. For example, ce-

sarean sections and bladder suspension surgeries are relatively rare

in the dataset, and in the training data, cesarean sections were often

present in patients who had other abdominal surgeries. The teams

from the University of Utah and Sorbonne Universit�e both labeled at

least 3 of these 6 correctly.

Of the 9 patients mislabeled on the MAJOR DIABETES crite-

rion, 6 should have been labeled “met.” In this case, the errors were

sometimes caused by misspellings in the data (eg, “Fourier’s gan-

grene” instead of “Fournier’s gangrene”), but in many cases were

due to annotators applying more of their own medical knowledge

and inference to the data. For example, foot sores combined with

loss of vision in a diabetic patient are likely indicators of severe dia-

betes.

Looking at the CREATININE and HBA1C criteria, we find that

recall errors here (6 for CREATININE, 6 for HBA1C) were mostly

caused by systems being unable to parse data phrased in an unusual

manner, for example “Last HBGA1c 3/97-8.30” and “BUN and Cr

are in the 25–40/1.3–1.7 range.” Systems that correctly labeled at

least 3 of the HBA1C included National Taitung, Taipei Medical,

University of New South Wales (NTTMUNSW); Sorbonne Uni-

versit�e; University of New South Wales/National Cancer Institute

(UNSW/NCI); Arizona State University; Med Data Quest; and Har-

bin Institute of Technology. No team correctly labeled 3 or more of

the 6 CREATININE errors.

Temporal reasoning
For ADVANCED-CAD, only 5 of the 18 incorrectly labeled patients

were recall errors. The patient narratives that were incorrectly la-

beled by the systems were not cases of error in temporal reasoning.

Instead, as with MAJOR-DIABETES, the annotators exercised a cer-

tain amount of professional knowledge. They therefore included

patients with “apparently an MI” and “MIBI test showed very small

amount of ischemia almost undetectable in amount”—phrases that

may have been flagged as negative by a system checking for asser-

tion or negation. University of Utah, University of Michigan, Sor-

bonne Universit�e, NTTMUNSW, Med Data Quest, and Cincinnati

Children’s Hospital Medical Center each correctly labeled at least 3

of these 5.

For the criteria DIETSUPP-2MOS, the main sources of recall er-

ror (3 of the 8 errors) were supplements mentioned in a previous re-

cord, but not superseded in the most recent. In 1 case, the patient

was taking the potassium supplement “Klor con,” which only 2

teams (UNSW/NCI, NTTMUNSW) correctly identified.

Of the 4 patients mislabeled on the MI-6MOS criterion, all 4 were

recall errors. In 2 of these cases, the error does seem related to the

need for temporal parsing and relations. For example, one record con-

tains the description “Patient admitted to the hospital in middle of

November after she presented with pulmonary edema. Ruled in for an

MI [. . .].” Since the record this phrase comes from is the most recent

one in the patient’s file, and is dated for December, the patient does

meet the criteria. Med Data Quest performed very well on this data,

catching 3 of the 4 most frequently mislabeled patients.

Inference
For the criteria ASP-FOR-MI, ENGLISH, and MAKES-

DECISIONS, all patients with errors made by 5 or more teams were

cases where the gold standard labeled them “not met,” but the sys-

tems labeled them “met,” making these precision errors rather than

recall. We surmise that this is due to the skewed distribution in the

corpus of these criteria (ie, the vast majority of patients “met” all 3

criteria).

Table 3. Results of significance testing between system outputs.

MedUniGraz UMich Sorbonne MedDataQuest CCHMC ASU UNSW/NCI HIT Utah NTTMUNSW

MedUniGraz –

UMich –

Sorbonne –

MedDataQuest –

CCHMC –

ASU

UNSW/NCI P, R P P P

HIT F, P, R F, P, R F, P, R F, P, R F, R

Utah F, P, R F, P, R F, P, R F, P, R F, R F –

NTTMUNSW F, P, R F, P, R F, P, R F, P, R F, P, R F, P, R F –

Cells with P, R, or F indicate the differences for these systems are statistically significant for precision, recall, and F1, respectively.

ASU: Arizona State University; CCHMC: Cincinnati Children’s Hospital Medical Center; F: F1 score; HIT: Harbin Institute of Technology; MedUniGraz:

Medical University of Graz; NTTMUNSW: National Taitung, Taipei Medical, University of New South Wales; P: precision; R: recall; Sorbonne: Sorbonne Uni-

versit�e; UNSW/NCI: University of New South Wales/National Cancer Institute; UMich: University of Michigan; Utah: University of Utah
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Finally, the ALCOHOL-ABUSE and DRUG-ABUSE criteria

each only had 3 patients that 5 or more systems mis-labeled, and 5

of those incorrect labels were recall errors. The 2 DRUG-ABUSE re-

call errors were both cases where the patient admitted to past drug

abuse—since the criterion stated the drug abuse could be past or pre-

sent, these omissions on the part of the systems were likely because

the information was negated, or not in a standard place in the docu-

ment (eg, “H/O drug abuse” listed under “Problems” rather than

“social history”). For ALCOHOL-ABUSE, the errors were much

more subtle, and the texts were more open to interpretation. For ex-

ample, “Drinks 1-2 black Russians per day, previously slightly

more”—depending on which agency’s definition of “recommended

limits” you use, this may or may not be alcohol abuse. UNSW/NCI

did well on these patients.

DISCUSSION

By examining the information about the patients who should have

been included in potential cohorts, but were excluded by most sys-

tems, we find some patterns. First, in many cases there is some room

for interpretation of the data, and there is evidence that annotators

used their own domain knowledge and intuition to label the

patients. It is, of course, difficult to teach computers this type of rea-

soning, and for humans to always apply intuition consistently.

Second, looking at the teams who tended to correctly label

patients that most other teams excluded, we see some names occur

more frequently than others: University of Utah, Sorbonne Uni-

versit�e, NTTMUNSW, and Med Data Quest. Each team used a

unique combination of existing resources, rules, and (except for the

University of Utah) machine learning. Three of the 4 teams all con-

sulted medical experts as part of their system building, which may

have contributed to their success.

Overall, the systems did very well on all the criteria, with no sin-

gle criteria posing a problem for the majority of teams. We are ex-

cited to see that NLP can be applied so successfully to such a variety

of NLP tasks. Looking toward the future of NLP, we suggest that fu-

ture cohort selection tasks could incorporate more domain knowl-

edge and even more complex temporal requirements.

CONCLUSION

The corpus for the 2018 n2c2 Track 1 provides a new dataset

for researchers interested in cohort selection for clinical trials. The

corpus consists of longitudinal clinical narratives for 288 patients,

with 2-5 records per patient. Each patient in the database has diabe-

tes, and most are at risk for heart disease. As such, we selected 13

inclusion and exclusion criteria from existing clinical trials mostly re-

lated to diabetes and heart disease, and annotated the patient records

to indicate whether each patient met or did not meet the criteria.

Track 1 of the n2c2 2018 shared task aimed to answer the ques-

tion “Can NLP systems use narrative medical records to identify

which patients meet selection criteria for clinical trials?” Based on

the results of this shared task, we suggest that they can, though

some criteria are easier to model than others.

A total of 47 teams participated in this shared task, with 224

participants in total. Of the top 10 team systems, all were able to

achieve an overall micro F1 measure over 0.87, indicating high per-

formance overall. While a rule-based system scored the highest over-

all (F1 score ¼ 0.91), the scores of the top 6 teams were not

significantly different. Most teams used combinations of rules and

machine learning.

The error analysis shows us that, aside from the criterion requir-

ing inference, there is no criterion that could not be assessed by at

least 1 system with an F1 measure of 0.85 or higher. Systems that in-

volved medical experts tended to have higher recall on patients that

were difficult to label than systems that did not. Additionally, the er-

ror analysis shows that no one approach is inherently significantly

better than others, but rather carefully building rules and crafting

features for each criterion yielded the best successes.

Overall, the results of this shared task indicate that automated

systems can be used to assist in cohort selection for clinical trials,

but there is not yet a 1-size-fits-all solution for NLP systems

approaching this task. Additionally, the error analysis shows that

NLP systems are capable of tackling reasonably complex selection

criteria, and future research in this area can look to examining crite-

ria requiring even more complex inferences, temporal reasoning,

and domain knowledge.
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