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Abstract

The performance of two wall models based on Reynolds-averaged Navier-Stokes is compared in 

large-eddy simulation of a high Reynolds number separating and reattaching flow over the NASA 

wall-mounted hump. Wall modeling significantly improves flow prediction on a coarse grid where 

the large-eddy simulation with the no-slip wall boundary condition fails. Low-order statistics from 

the wall-modeled large-eddy simulation are in good agreement with the experiment. Wall-pressure 

fluctuations from the resolved-scale solution are in good agreement with the experiment, whereas 

wall shear-stress fluctuations modeled entirely through the wall models appear to be significantly 

underpredicted. Although the two wall models produce comparable results in the upstream 

attached flow region, the nonequilibrium wall model outperforms the equilibrium wall model in 

the separation bubble and recovery region where the key assumptions in the equilibrium model are 

shown to be invalid.

I. Introduction

THE ability to accurately predict separated flows is critical in the design of airborne devices 

because their optimal performance (e.g., maximum lift force) as well as its rapid loss are 

found near incipient separation. Some attempts have been made to establish scaling laws in 

adverse pressure gradient flows with and without separation, but with only limited success 

due to the nature of the outer part of the shear layer being influenced strongly by upstream 

and boundary conditions (see [1] and references therein). A universal description of 

separated flows is therefore deemed infeasible, and numerical simulation is a preferred way 

of investigating individual flows of interest. Large-eddy simulation (LES) is particularly 

suited for predicting separate flows because LES resolves the energetic large-scale eddies 

that are directly influenced by boundary conditions, whereas modeling the effect of the 

small-scale eddies that tend to be more universal. In particular, dynamic models [2–4] for the 

unclosed subgrid-scale (SGS) stresses allow the model coefficients to be determined solely 

from the resolved-scale information available in LES. Successful applications of LES to 

separated flows can be found in [5–11].
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LES, however, has rarely been employed for practical applications owing to its prohibitive 

cost. This is because the state-of-art SGS models underperform when the grid is coarse, 

often producing insufficient Reynolds shear stress especially in the near-wall region [12,13]. 

An obvious solution is to employ fine computational meshes to resolve the stress-producing, 

small near-wall eddies. However, their size relative to the boundary-layer thickness becomes 

rapidly smaller as the Reynolds number is increased, and the cost of wall-resolved LES 

(WRLES) of high Reynolds number wall-bounded flows approaches that of direct 

simulation [14]. The routine use of such costly tools for practical engineering flows is far 

beyond the capacity of current high-performance computing platforms, and this deficiency 

has long excluded the use of LES in design and optimization of aerodynamic devices. 

Instead, low-fidelity techniques with fast turnaround times (e.g., Reynolds-averaged Navier–

Stokes, RANS) are preferred to explore the high-dimensional space of design variables with 

a multitude of simulations.

Wall-modeled LES (WMLES) aims to render LES a predictive but affordable methodology 

by removing such crucial technological impediments. WMLES bypasses the 

computationally demanding near-wall region by employing large grid spacings that scale 

with the flow thickness. In realistic external aerodynamics configurations, the reduced 

number of degrees of freedom (and potentially larger computational time steps in explicit 

time advancements) in WMLES can result in a factor of hundred- to thousand-fold reduction 

in the time-to-solution [14]. With hybrid RANS/LES methods, WMLES is now perceived as 

a viable alternative to costly resolved simulations [15]. In WMLES, inaccuracy of the SGS 

models on coarse grids is compensated for by the modified wall boundary conditions. The 

modeled boundary conditions augment the total shear stress in the near-wall region, which 

otherwise would be significantly underpredicted with the no-slip condition. Wall models 

take the near-wall LES solution as input and produce the LES wall boundary condition of 

Neumann, Dirichlet, or Robin types, corresponding to shear stress [16–25], velocity [26,27], 

and mixed boundary conditions [28], respectively. The first two approaches draw on RANS 

technology or a local law of the wall, whereas the third is based on a pure LES filtering 

perspective. These can be broadly termed wall-stress models in that they augment the wall 

stress through the enhanced wall shear stress or the nonzero Reynolds shear stress at the 

wall.

In most WMLES methodologies, an LES solution obtained with a formal SGS model is 

defined everywhere in the computational domain, and the coupling of LES with the RANS 

component of wall models (if any) takes place only through the boundary condition. The 

former allows that the wall models are fed much more accurate LES information than are the 

RANS wall functions. The latter, in particular, makes WMLES appreciably less susceptible 

to some chronic problems of hybrid RANS/LES methods (e.g., detachededdy simulation, 

DES), such as logarithmic-layer mismatch and grid-induced separation [29]. These problems 

are caused by the LES and RANS solutions tied explicitly on the same grid at the governing 

equation level, and their cure requires careful calibration of the parameters controlling the 

RANS-to-LES transition.

It is worthwhile to mention the recent activities for developing LES SGS models with 

improved performance on coarse grids. A new SGS model based on a grid-independent 
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length scale produced reasonably accurate prediction of mean and turbulent statistics in 

coarse LES of plane channel flow (Reτ = 2000) without relying on wall models or DES 

approaches [30,31]. Although such efforts have shown potential to enable affordable and 

accurate LES of high Reynolds number wall turbulence without explicit wall modeling, 

substantial efforts for further model validation and development are needed in flows 

involving complex geometries and higher Reynolds numbers.

It has been reported in the literature that WMLES predicts separated flows reasonably well. 

These predictions include separation and reattachment on flat plates and periodic hills 

[27,32], trailing-edge separations of hydrofoils and airfoils [22,23], a multi-element airfoil at 

a high-lift configuration [33], and shock/boundary-layer interactions [24,34]. This finding is 

promising because the statistical closures embedded in many wall models perform poorly in 

the separated regions when employed in pure RANS calculations. Although WMLES is now 

receiving close attention in the computational fluid dynamics community, the fact that few 

model-comparison studies have been reported is discouraging. Indeed, the only study 

comparing performance of different wall models in separated flows is the pioneering work in 

[22]. However, the Reynolds number considered there was relatively low (WRLES of the 

same flow required only 8 million grid points).

In this paper, we report WMLES of a high Reynolds number separating and reattaching flow 

over the NASA wall-mounted hump using two RANS-based wall models. The local friction 

Reynolds-number range of approximately 2000 ~ 7000 is considered. The flow 

configuration, numerical setup, and wall-modeling approaches are reviewed in Sec. II. The 

flow statistics obtained from LES with and without wall models are compared to the 

experimental measurement and previous numerical studies in Sec. III. An analysis of the 

importance of the nonequilibrium terms in the wall model and the breakdown of the 

equilibrium assumption is also presented. Conclusions are given in Sec. IV.

II. Computational Details

A. Numerical Method

The numerical method used in the present study is documented in detail in [35]; hence, only 

a brief summary is given here. The governing equations for LES are the spatially filtered 

Navier-Stokes equations for a compressible viscous medium obeying an ideal gas law. These 

equations are solved using the unstructured-grid finite volume solver Charles developed at 

Cascade Technologies, Inc. The code solves the integral form of the governing equations for 

the conserved flow variables stored at the centroids of the computational cells. A third-order 

explicit Runge-Kutta scheme is used for the time advancement. For the spatial discretization 

(reconstruction) of the advection terms, we blend the nondissipative central flux and the 

dissipative upwind flux computed with an approximate Riemann solver [36]:

F = 1 − α Fcentral + αFupwind,   0 ≤ α ≤ 1

(1)
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This scheme is second-order accurate on general unstructured grids. The upwind flux is 

added to ensure numerical stability. However, we emphasize that the proportion of the 

upwind flux α is not a static parameter, but it scales with local departure of the global 

advection matrix (constructed with the central scheme) from a skew-symmetric matrix. As a 

result, numerical dissipation is introduced only in regions with poor grid quality (e.g., 

elements with high skewness or hanging nodes), and α is effectively 0 on regular Cartesian 

grids. For the grids employed in the present study, the upwind proportion is less than 1.5% 

(α < 0.015) in the regions with nonzero Reynolds stresses. The small-scale near-wall eddies 

and the large eddies passing through the separated shear layer, which are important in the 

dynamics of the separating and reattaching flows, therefore remain largely unaffected by 

numerical dissipation. We use the dynamic Smagorinsky model [3,4] to close the SGS stress 

and heat flux in the LES.

B. Wall Models

We consider two standard zonal wall-stress models in the present work: a nonequilibrium 

wall model (NEQWM) and an equilibrium stress wall model (EQWM). Details regarding 

the wall-model equations, implementation, and their validations are documented in 

[23,35,37,38]; hence, only a brief summary is given here. In both approaches, the LES 

equations are solved on coarse grids where use of the no-slip wall boundary condition is no 

longer adequate. The stress boundary conditions, obtained from the wall models, are applied 

at the wall instead. The wall models solve simplified or full Navier–Stokes equations on a 

separate near-wall domain. The wall-model domain is often taken to be a small fraction of 

the local boundary-layer thickness (e.g., 0.1δ). The instantaneous LES data and the no-slip 

condition are enforced on the top and wall boundaries of the wall models, respectively. At 

each time step, the viscous stress and the heat flux required to update the wall-adjacent LES 

solution are obtained directly from the wall-model solution (see Fig. 1). The wall-model grid 

has fine resolution in the wall-normal direction to impose the no-slip wall condition, but it 

usually maintains the same wall-parallel mesh content as that of the primal LES grid.

The nonequilibrium wall model solves the unsteady three-dimensional RANS equations on a 

separate near-wall grid. The wall-model equations therefore have the same form as that of 

the primal LES. RANS parameterization of the unresolved turbulence in the wall model is 

natural because only the statistical ensemble of the unresolved eddies can be represented 

with large near-wall grid spacings and time steps [39]. We deploy a mixing-length 

turbulence model with a dynamic correction, which excludes the proportion of the resolved 

fluctuations in the NEQWM from the modeled stress [23].

The equilibrium wall model assumes the presence of an equilibrium boundary layer in which 

the total shear stress is in equilibrium with the wall-shear stress [40]. This assumption is 

equivalent to neglecting all the terms in the NEQWM except for the wall-normal diffusion. 

The EQWM then reduces to a simple system of two coupled ordinary differential equations 

for each wall face that is solved along the wall-normal direction [22,38,41]. These equations 

are solved on a one-dimensional grid defined implicitly along the local wall-normal 

direction. The solution procedure involves inversions of the tridiagonal systems obtained 
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from one-dimensional finite-volume discretization, and therefore the EQWM is 

computationally efficient.

C. Flow Configuration, Computational Domain, and Grid Information

The experiment with no flow control reported in [42] is used as reference in the present 

study. A relatively thick, fully developed turbulent boundary layer (δ/c ~ 0.1) grows along 

the flat plate portion upstream of the hump under a nearly zero-pressure gradient (see Fig. 

2). The flow approaching the hump experiences a mild adverse pressure gradient (APG) due 

to the high stagnation pressure near the leading edge. Upon the flow reaching the hump, a 

very thin boundary layer (δ/c = O(10−3) ~ O(10−2)) redevelops along the hump forebody 

from the leading edge, which accelerates under a strong favorable pressure gradient. The aft 

body of the hump has a concave shape with a sharp curvature change near the apex, around 

which the flow expands and separates quickly under a strong APG. Therefore, the separation 

location is largely fixed by the geometry, unlike smooth body separations caused by the 

gradual development of the APG (e.g., airfoil and diffuser at incipient stall conditions). 

Downstream of the apex, a recirculation region with a closed separation bubble forms. The 

separated shear layer reattaches at x/c = 1.11 in the experiment. This configuration has been 

a challenging benchmark for state-of-the-art RANS methods. Rumsey et al. [43] reported 

that RANS models performed poorly, predicting the reattachment location far downstream 

of the experimental location. This failure was attributed to the inability of the RANS models 

to produce sufficient Reynolds shear stress in the separated shear layer. LES with dynamic 

SGS models showed better predictions of the bubble size and the reattachment location 

[44,45].

The size of the computational domain is Lx × Ly × Lz = 4.64c × 0.909c × 0.6c. The hump 

geometry is placed on the bottom wall between x/c = 0 and 1. The top wall has a slight 

constriction between x/c ≈ −0.5 and x/c ≈ 1.6 to account for the blockage effect due to the 

side plates that were present in the wind-tunnel experiment. This modification of the top-

wall geometry was adopted in most of the reported RANS and LES calculations [43–45]. 

The inlet and outlet of the domain are located at x/c = −2.14 and 2.5, respectively. The 

adequacy of the box size in the span wise direction, along which a periodic boundary 

condition is applied, was evaluated by examining the decay of the velocity autocorrelations 

and the effect of the domain size on key flow statistics. Figure 3 shows that the streamwise 

velocity correlation near the separation bubble remains largely negative with a short 

spanwise domain (Lz/c = 0.3), implying that the streamwise velocity fluctuations of the 

opposite signs (supposedly induced by a single integral vortex) remain strongly correlated 

even at the maximum separation. This domain size is therefore too restrictive, and the 

dominant flow structures in the separated region are contaminated by the artificial self-

correlation induced by the periodicity. With a wider domain (Lz/c = 0.6) the correlations 

drop much closer to zero, although the streamwise correlation remains at small negative 

values at the maximum separation. However, we believe the present computational domain 

is large enough to expect the flow statistics to be insensitive to any further increase in the 

domain size, based on a very small change in the wall force distributions by the domain size 

increase from Lz/c = 0.3 to 0.6 (Fig. 4). It is also noted that the present spanwise domain size 

is the largest among all reported calculations (see Table 1).
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The inlet freestream Mach number is kept at M = 0.2 in all simulations for comparison to the 

incompressible experiment. The chord Reynolds number is Rec = U∞c/v = 935,892, where 

U∞ is the inlet freestream velocity, and v is the kinematic viscosity. The friction Reynolds 

number at the inlet (x/c = −2.14) (estimated with the local WMLES solution) is around 

1900, and it increases beyond 5000 at x/c > 2.2, where the equilibrium boundary layer 

redevelops downstream of the reattachment point. Although the chord Reynolds number is 

only moderately high, wall modeling is required due to the high Reynolds number attached 

boundary layer on the flat plate portion and the coarse grids employed in the present study.

Three LES grids are employed in the present study. In the baseline LES grid (hereafter 

referred to as G1), the numbers of cells in the streamwise and the wall-normal directions are 

Nx = 848 and Ny = 110, respectively. The grid is nested in the spanwise direction leveraging 

the flexibility of the unstructured grid solver. At y/c > 0.5, where no complex flow structures 

exist, the spanwise grid resolution is kept low at Nz = 40. The meshes below y/c = 0.5 are 

refined in two levels using a grid adaptation tool (Adapt), resulting in Nz = 80 in 0.2 <y/c < 

0.5 and Nz = 160 in y/c < 0.2. The number of cells in the grid G1 then totals 11.7 million. 

The grid G1 is very coarse, having Δx+ ≥ 200, Δz+ ≥ 100, and Δy1
+ ≥ 40 in the most attached 

region (see Fig. 5). A metric that is more relevant for characterizing the grid resolution in 

WMLES is the number of cells used to resolve a δ99-long length in each direction. The 

standards for this density suggested in the literature fall in the range of 10 ~ 30 [14,48]. The 

grid G1 satisfies this condition well in the attached region outside the hump (see Fig. 2). 

However, the cell density is extremely low in the attached region on the hump, especially 

close to the hump leading edge (0.05 < x/c < 0.15) where the very thin boundary layer is 

represented with fewer than three LES cells. This was necessary to keep the computational 

cost affordable because the cost of resolving this thin layer dominates the total cost as 

discussed in [15]. However, the fact that the WMLES predictions before the separation at x/c 
= 0.65 agree well with the experiment (see Sec. III) implies that the poorly resolved leading-

edge region (and potentially the use of wall models outside the boundary layer in this region 

by complying to the third grid-point matching rule [41]) have limited impact on the solution 

quality. Similar compromises in the LES grid resolution were reported in some recent 

WMLES studies, yet with successful predictions of external flows with separations (e.g., 

leading edge of the stalling NACA 4412 airfoil [23,35,49] and slat of the MD 30P/30N 

multi-element airfoil [33,50]).

The second grid G2 is obtained from G1 by refining twice the first four layers of the wall-

adjacent cells near the hump (−0.5 ≤ x/c ≤ 1.6) in the wall-normal direction. The number of 

cells in the grid G2 increases by 10% compared to G1, totaling 12.9 million. The third grid 

G3 with 36.3 million cells is constructed by refining the grid G2 further in the streamwise 

and spanwise directions in a region encompassing the hump (−0.6 < x/c < 1.6, 0 < y/c < 0.2). 

The complete grid convergence study is not carried out in the present work because it 

defeats the purpose of wall modeling. However, it will be shown in Sec. III that a largely 

converged WMLES solution is obtained with the grid G2.

The wall-model grid in the NEQWM has the same wall-parallel mesh content as that in the 

LES grids. In both wall models, about 40 stretched cells are used in the wall-normal 
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direction to apply the no-slip wall condition. The height of the wall-model layer (hwm) is 

fixed at hwm/c = 0.004 in all calculations. This complies with the suggestion of [41], who 

showed that at least three LES cells below η = hwm required in WMLES to avoid using the 

LES solution that had been highly contaminated by numerical and modeling errors as the 

wall-model input.

Table 1 compares the domain size and the number of grid points from the present and past 

computational studies. The number of grid points in the table pertains only to the main hump 

simulation. If the cost related to the inflow generation and difference in the domain size are 

taken into account, the present WMLES would have at least 2 ~ 4 times fewer degrees of 

freedom compared to the LES/WMLES studies in [44,45]. In the present study, the inflow 

data are generated with a technique that does not require a companion recycle simulation, 

and therefore the cost of inflow generation is negligible (see Sec. II.D).

D. Boundary Conditions

The symmetry condition is imposed on the top wall. The subsonic-outlet Navier-Stokes 

characteristic boundary condition [51] is applied at the outlet. A periodic boundary condition 

is used along the spanwise direction. The wall-stress obtained from the wall model is applied 

on the bottom wall as a Neumann boundary condition. The top and bottom walls are 

assumed to be thermally adiabatic.

At the inflow plane located at x/c = −2.14, synthetic signals constructed with a digital 

filtering technique [46] are imposed to provide turbulent inflow data that match the 

experiment. This technique generates a sequence of random fluctuating signals that matches 

the target mean and covariance (the Reynolds stresses). Because only the mean and the 

streamwise turbulence intensity are available from the experiment, the missing Reynolds 

stress components were prescribed from the data from a boundary-layer LES [52] at a 

comparable Reynolds number. Figure 6 shows that the mean velocity at the inflow plane 

matches the experiment very well and that agreement of the streamwise intensity is 

acceptable. Figure 7 compares the mean velocity and the Reynolds stresses from the present 

WMLES at a downstream location before the hump (x/c = −0.81) to the data from a 

previously reported LES study [45]. Excellent agreement is observed. We therefore conclude 

that the inflow treatment in the present study closely reproduces the turbulence state in the 

experiment and that the inflow has evolved from random signals to realistic turbulence well 

before reaching the hump.

E. Cost of Wall Modeling

All simulations in the present study were carried out with 512 cores on the Pinto cluster, a 

modest-sized high-performance computing platform operated by Los Alamos National 

Laboratory. The cluster has 2464 CPU cores (Intel Xeon E5–2670 2.6 GHz) on 154 compute 

nodes (16 cores/node), with 32 GB/node memory and Qlogic InfiniBand Fat-Tree 

interconnect. All calculations took less than 50 wall-clock hours to advance 20 flow-through 

times c/U∞. The average wall-clock times spent for integrating 10 simulation time steps 

were 1.6, 2.2, and 3.3 s for the no-slip LES (no wall model), the LES with the EQWM, and 

the LES with the NEQWM, respectively. The extra costs of wall modeling for the EQWM 
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and the NEQWM are therefore about 40% and 100% of the standalone no-slip LES, 

respectively. The higher cost of the NEQWM is due to the matrix inversion associated with 

the fully implicit time integration. In general, the cost of wall modeling is a substantial 

fraction of the standalone LES. However, this cost should be deemed affordable because the 

grids employed in WMLES of high Reynolds number flows are already significantly coarser 

than the grids used for WRLES.

III. Results

A. Grid Convergence

Figures 8 and 9 show the results obtained with the three grids described in Sec. II.C. LES 

with the NEQWM has mostly converged on the grid G2. A slower and less monotonic 

convergence is found with the EQWM in the separated region. Although the results obtained 

with the two wall models exhibit comparable degrees of agreement with the experiment, 

small but persistent outperformance of the NEQWM is observed in low-order statistics. The 

most notable difference is found in the skin friction distribution in the separation and 

recovery regions (x/c > 0.7). It is worth pointing out that Cf from the EQWM does not 

improve with the grid refinement, whereas Cf from the NEQWM obtained on the coarse grid 

is already in good agreement with the experiment.

Although not shown for brevity, it was observed with the grids G2 and G3 that the mean 

velocity and wall-pressure distribution from the no-slip LES (no wall modeling) are only 

marginally worse than those from the wall-modeled calculations. The grids G2 and G3 are 

thus already approaching the wall-resolved limit where wall modeling is insignificant (also 

deducible from Fig. 5b), and the momentum loss evaluated with the no-slip condition is 

reasonably accurate. On the contrary, on the coarsest grid G1, the effect of wall modeling is 

evident, and performance of the two wall models is contrasted best. Because the main 

purpose of the present study is to contrast the wall-model performance in a practical 

condition of their deployment, the remainder of this paper will focus largely on delineating 

the results obtained with the coarse grid G1 unless stated otherwise.

B. Instantaneous Flow Field

Figure 10 visualizes the vortical structures present in the baseline grid (G1) calculations. In 

the no-slip LES, flow separation is apparently weaker than that found in the wall-modeled 

cases. Vortical structures are observed more sparsely than those found in the wall-modeled 

cases, especially in the separated region where large structures whose size is of the order of 

the shear-layer thickness are to be found predominantly.

Figure 11 compares the instantaneous tangential wall-shear stress (τw) obtained from the 

same calculations. In WMLES, τw is obtained directly from the wall-model solution, 

whereas in the no-slip LES, it is the viscous flux evaluated with the LES velocity in the wall-

adjacent control volumes and the zero-velocity condition on the wall. Apparently, τw in flat-

plate portion (x/c < 0) from the no-slip LES is significantly underpredicted compared to that 

from WMLES. This is related to suppression of the stress-carrying motions and inherent 

underestimation of the viscous wall flux on a very coarse LES grid. Flow in the no-slip LES 
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separates near the apex of the hump, but it has much weaker backflow and reattaches too 

early.

τw from the NEQWM and the EQWM are qualitatively similar, albeit with some difference. 

First, a weak separation near the leading edge of the hump is observed from the NEQWM, 

which is absent in the EQWM. Evidence of the leading-edge separation is not reported in the 

experiment, but it is observed in the resolved LES of [44]. Second, the backflow in the main 

separation region appears to be much stronger in the NEQWM than in the EQWM. Mean 

and fluctuations of τw after the reattachment are also higher in the NEQWM than in the 

EQWM. The trends in the NEQWM are in fact in better agreement with the experiment than 

those in the EQWM, as evidenced in Figs. 12 and 13.

C. Mean Flow and Turbulence Statistics

In this section, detailed flow statistics (including the mean velocity, Reynolds stresses, and 

mean forces exerted on the wall) from the (WM)LES calculations are compared to the 

experimental data and previous numerical studies. The separation bubble will be also 

characterized in terms of the separation and reattachment locations.

Figure 12a compares the skin friction coefficients C f = 2τw/ρU∞
2  from the present 

calculations to the measurement [42]. The no-slip LES data (no wall modeling) deviate 

significantly from the reference data, demonstrating that the LES grid is too coarse for direct 

application of the no-slip wall boundary condition. The use of wall models greatly improves 

the skin friction prediction. It is worth examining how the skin friction distribution differs in 

the two wall models because this alone accounts for the difference between the LES 

solutions obtained with different wall models (recall that LES uses the wall-shear stress 

boundary condition provided by the wall model). The difference in Cf is most pronounced in 

the separated and recovery regions. In these regions (x/c > 0.7), agreement with the 

experimental data is much better in the NEQWM than in the EQWM. In the pre-separation 

region on the hump (0 < x/c < 0.6), Cf from the NEQWM deviates from the experimental 

data slightly more than those from the EQWM, but this minor difference has a negligible 

influence on the mean velocity development up to the separation point (see Fig. 14). Last, 

little difference is found within the zero-pressure gradient flat-plate portion (x/c < −0.7), as 

expected.

Figure 12b shows the wall-pressure coefficients (Cp = 2 pw − p∞ /ρU∞
2 ). In the no-slip 

LES, flattening of Cp observed in the experiment at 0.6 < x/c < 1 has almost disappeared due 

to the too-weak separation. Additionally, the pressure minimum on the hump apex is 

significantly underpredicted due to the overly accelerated flow. The pressure coefficients 

from the WMLES are in good agreement with the experiment. Cp obtained with the 

NEQWM is slightly more accurate than that obtained with the EQWM in the separated and 

recovery regions (x/c > 0.9).

Figure 15 compares the present WMLES calculations to the previous numerical studies 

carried out with different turbulence modeling techniques and near-wall treatments, 

including two-dimensional (2-D) steady RANS with Spalart-Allmaras (SA) model [53], SA-
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based improved delayed DES (IDDES) [54], WMLES with an algebraic wall model [45], 

and resolved LES with no wall modeling [44]. Several observations can be made. All LES-

based calculations (including the present study) produce a local peak in the skin friction in 

the hump forebody (x/c ≈ 0.2), which is absent in the experiment and the RANS-based 

calculations (steady RANS and IDDES). The 2-D RANS result, obtained with a grid 

resolution in the x–y plane (816 × 217) comparable to that of the grid G1, predicts a 

significantly delayed reattachment (RANS results obtained with more sophisticated two-

equation and Reynolds-stress transport models also produced too large separation bubbles; 

see [53].) WMLES with an algebraic stress model performs reasonably well, but with 

notable deviation from the experiment in the upstream attached flow region as well as in the 

separation bubble. Among all simulations, the present WMLES with the NEQWM shows 

the best agreement with the resolved LES. Overall, the resolved LES, the present WMLES 

with the NEQWM, and the IDDES are equally in good agreement with the experiment in the 

separation and recovery regions. It is worth mentioning, however, that the IDDES results 

required deploying the new DES length-scale definition and calibrations proposed recently 

and that the widely used standard DES and delayed DES approaches failed catastrophically 

[54].

The wall shear-stress fluctuations from the WMLESs in the zero-pressure gradient region 

(Fig. 13a) are significantly lower than the value expected at this Reynolds number 

(τw, rms
+ ≈ 0.42) [55] (the experiment does not report the shear-stress fluctuations). On the 

contrary, the wall-pressure fluctuations from the WMLESs (Fig. 13b) are in good agreement 

with the experiment, consistent with the findings reported in [37].

Figures 14a and 14b show the mean streamwise and vertical velocity profiles. Various 

streamwise locations from near the apex of the hump to the downstream of the reattachment 

point are considered (the flow reattaches at x/c = 1.1 in the experiment). The no-slip LES 

clearly yields poor mean velocity prediction on the grid G1. In the no-slip LES, the 

boundary layer on the hump carries too-high momentum due to the significantly 

underpredicted wall-shear stress. Consequently, the separation bubble is too small, and the 

flow reattaches too early (see Fig. 16). The velocity profiles after the reattachment are also 

grossly mispredicted with too high momenta. With wall modeling, prediction of the mean 

velocity improves substantially. In WMLES, the velocity profiles immediately before the 

separation (x/c = 0.65) are in close agreement with the experiment, implying that the 

attached flow on the hump is now better reproduced. The profiles in the separated and 

recovery regions are in reasonable agreement with the measurement. Consistent with the 

trend observed in the Cf prediction, the velocity predictions with the NEQWM are superior 

to those with the EQWM in the recovery region (x/c > 1). Prediction of the Reynolds 

stresses also improves significantly with wall modeling, especially in the separated region. 

Although the state-of-the-art RANS models tend to underpredict the maximum Reynolds 

shear stress by more than 50% [43], agreement of the present WMLES results with the 

experiment is satisfactory. For the Reynolds stresses, the EQWM prediction is more accurate 

than that of the NEQWM, although the difference is minor.
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Figure 17 highlights the recovery of the perturbed boundary layer to an equilibrium 

boundary layer. Immediately after the reattachment (x/c = 1.2), the mean velocity profile 

resembles the laminar profile. The recovery is slow where the standard logarithmic layer has 

not fully recovered by x/c =2.2, corresponding to a downstream advection from the 

reattachment over a distance on the order of 1δ. The Reynolds number of the new 

equilibrium boundary layer is about Reτ ≈ 104, which is substantially higher than that of the 

upstream flat-plate flow (Reτ ≈ 2000).

Table 2 summarizes the separation bubble characteristics from all simulations carried out 

with different grid resolutions and wall boundary conditions. These include the separation 

and reattachment locations (identified with Cf = 0), the size of the separation bubble, and the 

percent error in the bubble length. Overall, LES with the two wall models predicts the 

reattachment location and the bubble length in close agreement with the experiment.

D. Validity of the Equilibrium Wall Model

The source of underperformance of the EQWM in the separated and recovery regions is 

further analyzed by quantifying the nonequilibrium contributions neglected in the EQWM 

and by examining the validity of the constant-stress layer assumption. This would, in 

principle, require an a priori analysis of flow fields obtained with fully resolved simulations 

as in the work of [56], but such analysis is infeasible in the present study due to the high 

Reynolds number. Instead, our analysis is based on the NEQWM solution from the present 

study. This a posteriori analysis still has a practical value by elucidating how certain 

simplifying assumptions can manifest into the skin friction error in actual WMLES 

computations.

For this analysis, we use the incompressible form of the NEQWM equation. This is 

legitimate because the Mach number is less than 0.1, and the density variation is within 

0.5% of the reference state in the domain of the NEQWM. The time and spanwise-averaged 

streamwise momentum equation in the NEQWM can be rearranged in the form of the 

EQWM as

∂
∂y v + vt, wm

∂u
∂y = S1

(2)

where the nonequilibrium source term S1 in the right-hand side is defined as the sum of 

following terms (S1= A1 + P1 − V1):
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advection A1 = ∂ u 2

∂x + ∂ u v
∂y + ∂ u′ 2

∂x + ∂ u′v′
∂y

(3)

pressure gradient P1 = 1
ρ

∂ P
∂x

(4)

lateral diffusion V1 = ∂
∂x v + vt, wm

∂u
∂x

(5)

Figure 18 shows the profiles of the above NEQWM budget terms at four streamwise 

stations: at an attached region upstream of the hump (x/c = −0.8), within the separation 

bubble (x/c = 1), and in the recovery region (x/c =1.5 and 2). Note that the nonequilibrium 

contribution S1 is nonzero everywhere. Streamwise diffusion is negligibly small in all 

regions, as expected. Pressure gradient is nearly constant along the wall-normal direction. In 

the attached regions, advection has the predominant contribution, and all other terms are 

negligible. At x/c = 2, the flow in the NEQWM has recovered from separation to exhibit a 

budget distribution similar to that in the upstream attached region. The characteristics in the 

separated region differ distinctly from those in the attached regions. Pressure gradient and 

advection have a significantly larger contribution throughout the inner portion of the 

separation bubble (x/c = 1). These terms largely balance each other, except in the close 

vicinity of the wall, where the advection vanishes due to the no-slip condition.

Based on the budget analysis, it can now be further deduced how the wall-shear stress in the 

NEQWM would change by omitting the nonequilibrium contribution S1, as is done in the 

EQWM. Integrating Eq. (2) at a fixed streamwise location in the vertical direction (from the 

wall to the matching location), the following expression for the wall-shear stress in the 

NEQWM is obtained:
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τw = μ + μt, wm
∂u
∂y y = hwm

+ ρ∫
0

hwm
−S1 y dy

(6)

From Fig. 18, the second term in Eq. (6) has positive and negative contributions to τw in the 

attached and separated regions, respectively. Therefore, neglecting S1(i.e., EQWM) would 

result in under- and overprediction of τw in the attached and separated regions, respectively. 

This result is consistent with the trend of the skin friction from the EQWM, compared to that 

from the NEQWM (for instance, see Fig. 12a at x/c = 1 and 1.5).

The validity of the EQWM assumption can be also assessed through the profiles of the total 

shear stress from the NEQWM. Recall that the EQWM by construction assumes that the 

sum of the viscous and turbulent shear stresses is constant along the wall-normal direction. 

Figure 19 shows the profiles of the shear stresses at the same streamwise stations as those 

considered in Fig. 18. As expected, the equilibrium assumption seems reasonable in the 

upstream attached region (x/c = −0.8) and in the recovery region far downstream of the 

reattachment point (x/c = 2). However, the constant total stress assumption ceases to hold 

within the separation bubble and close to the reattachment, where considerable total stress 

gradients are found.

IV. Conclusions

Large-eddy simulations with two wall-modeling techniques have been applied to a separated 

and reattaching flow over the NASA wall-mounted hump. It was shown that WMLES 

predicts the mean and turbulence statistics reasonably well on a coarse grid where the no-

slip LES fails. The more elaborate and costly nonequilibrium model outperformed the 

equilibrium model, especially in predicting the mean velocity and mean forces exerted on 

the wall (skin friction and wall-pressure coefficients) in the separated and recovery regions. 

The source of the EQWM’s underperfoimance in the separation and recovery regions was 

traced back to the invalidity of the equilibrium assumption in these regions. It was shown 

quantitatively that the assumptions of the constant-stress layer and negligible nonequilibrium 

effects are largely invalid in these regions, leading to the erroneous skin friction predictions. 

Wall modeling significantly improved the prediction of wall-pressure fluctuations in the 

separated region, whereas wall shear-stress fluctuations modeled entirely through the wall 

models appear to be significantly underpredicted.
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Nomenclature

Cf skin friction coefficient

Cp wall-pressure coefficient

c hump chord length, m

M Mach number

P pressure, kg/(m • s2)

Re Reynolds number

T temperature, K

U, V, W mean velocity in x, y, and z directions, m/s

uτ friction velocity, m/s

x, y, z coordinates in the streamwise, vertical, and spanwise directions, m

δ 99% boundary-layer thickness, m

μ dynamic viscosity, kg/(m • s)

v kinematic viscosity, m2/s

ρ density, kg/m3

τw wall-tangential shear stress, Pa

Subscripts

w quantity defined on the wall

∞ reference state at the inlet freestream

Superscripts

′ fluctuation with respect to the mean

+ quantity in wall unit (nondimensionalized with ν and uτ)
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Fig. 1. 
Pictorial description of the wall-flux modeling in WMLES, adopted from [35].
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Fig. 2. 
Computational domain with mesh and boundary-layer thickness (δ/c) information. nx, ny, 

and nz are the number of boundary-layer thickness resolving cells in the streamwise, wall-

normal, and spanwise directions, respectively. Δx and Δz are the grid spacings in the x and z 
directions, respectively. Δy1 is the wall-normal grid spacing of the wall-adjacent cells (i.e., 

twice the distance between the cell center and the wall). The background color contour is for 

the mean streamwise velocity normalized with the inlet freestream velocity (U/U∞).
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Fig. 3. 
Spanwise autocorrelations of the streamwise (red solid line), vertical (blue dash-dotted line), 

and spanwise (green dashed line) velocities from WMLES with the EQWM. The 

correlations are calculated near the center of the separation bubble at a) (x, y) = 

(0.915,0.052), b) (x, y) = (0.915,0.11), and c) (x, y) = (1.1,0.052). For the simulation with a 

short spanwise domain (Lz/c = 0.3), only the streamwise velocity correlations are shown, 

which extend up to rz/c = 0.15.
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Fig. 4. 
a) Skin friction coefficients, and b) wall-pressure coefficients along the bottom wall from 

WMLES with the EQWM with different spanwise domain sizes. Blue dashed-dotted line, 

Lz/c = 0.3; red solid line, Lz/c = 0.6.
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Fig. 5. 
Grid spacings on the bottom wall in a) absolute unit (Δ/c), and b) wall unit (Δ+ ≡ uτΔ/v, 

where uτ
2 = τw /ρ) in the baseline grid G1. Red solid line, Δx (tangential grid spacing); black 

dash-dotted line, Δz (spanwise grid spacing); blue dotted line, Δy1 (wall-normal grid 

spacing). The friction velocity uτ is based on the local wall-shear stress τw.The hump 

geometry spans the range 0 ≤ x/c ≤ 1.
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Fig. 6. 
Profiles of a) mean streamwise velocity, and b) Reynolds stresses at the inflow plane (x/c = 
−2.14). Lines, present WMLES with the NEQWM; circles, experiment [42]. In Fig. 6b, red 

solid line, u′2 /U∞
2 ; green dash-dot-dotted line, w′2 /U∞

2 ; blue dashed line, v′2 /U∞
2 ; black 

dash-dotted line, u′v′ /U∞
2 .
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Fig. 7. 
Profiles of a–b) mean streamwise velocity, and c) Reynolds stresses at a downstream 

location (x/c = −0.81). Lines, present WMLES with the NEQWM; squares, [45] (WMLES); 

in Fig. 7b, the dashed line represents the log law (U+ = 2.44 log y+ + 5.1). In Fig. 7c, red 

solid line, u′2 /U∞
2 ; green dash-dot-dotted line, w′2 /U∞

2 ; blue dashed line, v′2 /U∞
2 ; black 

dash-dotted line, u′v′ /U∞
2 .
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Fig. 8. 
Grid convergence of the LES + EQWM: coarse grid (G1), short-dashed line; medium grid 

(G2), long-dashed line; fine grid (G3), solid line: a) skin friction coefficient, b) wall-pressure 

coefficient, c) mean streamwise velocity, and d) Reynolds shear stress.
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Fig. 9. 
Grid convergence of the LES + NEQWM: coarse grid (G1), short-dashed line; medium grid 

(G2), long-dashed line; fine grid (G3), solid line: a) skin friction coefficient, b) wall-pressure 

coefficient, c) mean streamwise velocity, and d) Reynolds shear stress.
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Fig. 10. 
Vortical structures identified by the isosurfaces of the second invariant of the velocity 

gradient tensor Q, colored with the streamwise velocity (G1 grid): a) no-slip LES (no wall 

model), b) LES with the NEQWM, and c) LES with the EQWM.
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Fig. 11. 
Contour of the instantaneous wall-tangential shear stress (G1 grid): a) no-slip LES (no wall 

model), b) LES with the NEQWM, and c)LES with the EQWM.
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Fig. 12. 
a) Skin friction coefficient, and b) pressure coefficient along the bottom wall. Lines are from 

the present simulations run with the baseline grid (G1). Red dashed line, LES with the 

NEQWM; blue dashed-dotted line, LES with the EQWM; green solid line, no-slip LES; 

circles, experiment [42].
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Fig. 13. 
a) Tangential wall shear-stress fluctuations in the upstream flat-plate region, and b) wall-

pressure fluctuations (C′p = 2pw, rms/ρU∞
2 ) near the hump. Lines are from the present 

simulations run with the baseline grid (G1). Red dashed line, LES with the NEQWM; blue 

dashed-dotted line, LES with the EQWM; green solid line, no-slip LES; circles, experiment 

[42].
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Fig. 14. 
The mean velocity and Reynolds stress profiles from the present simulations run with the 

baseline grid (G1). Red dashed line, LES with the NEQWM; blue dashed-dotted line, LES 

with the EQWM; green solid line, no-slip LES; circles, experiment [42]. Profiles are shifted 

along the abscissa by multiples of 1.5, 0.3, 0.15, 0.075, and 0.075 for U, V, 〈u′ u′〉, 〈v′ v′〉, 
and 〈u′ v′〉, respectively.
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Fig. 15. 
Skin friction predictions from the present and previous numerical studies. Red solid line, 

LES with the NEQWM (present study, grid G1); green dash-dot-dotted line, resolved LES 

[44]; black dash-triple-dotted line, 2-D RANS with Spalart-Allmaras one-equation model 

[53]; circles, experiment [42]; triangles, IDDES (Δsla-based, [54]); squares, WMLES [45] 

with Werner-Wengle wall model [19].
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Fig. 16. 
Averaged streamlines in the vicinity of the hump (baseline grid G1): a) no-slip LES, b) LES 

with the NEQWM, c) LES with the EQWM, and d) experiment [42].
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Fig. 17. 
Mean streamwise velocity in wall units in the recovery (post-reattachment) region. Lines are 

from the LES with the NEQWM (grid G1) taken at x/c = 1.2, 1.3, 1.39, 1.5, 1.7, and 2.2 (top 

to bottom at y+ ≈ 104). The straight dashed line denotes the log law (U+ = 2.44 log y+ + 5.1). 

Symbols are from the experiment [42].
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Fig. 18. 
Budget of the mean streamwise momentum equation in the NEQWM as functions of the 

wall-normal distance normalized by the wall-model layer thickness hwm and viscous wall 

unit v/uτ. Blue dash-dotted line, advection A1; black long dashed line, pressure gradient P1; 

green short dashed line, lateral diffusion V1; red solid line, total nonequilibrium source (S1 = 

A1 + P1 – V1): a)x/c = −0.8, b) x/c = 1, c)x/c = 1.5, and d)x/c = 2. The budget terms are 

normalized with the hump chord c and the freestream velocity U∞.
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Fig. 19. 
Profiles of the shear stresses in the NEQWM as functions of the wall-normal distance 

normalized by the wall-model thickness hwm and viscous wall unit v/uτ. Dashed line, 

viscous shear stress(〈μ(∂u/∂y)〉); dash dotted line, turbulent shear stress (〈μt,wm(∂u/∂y)〉 − 〈u
′ v′〉); red solid line, total shear stress (viscous + turbulent): a) x/c = −0.8, b) x/c = 1, c) x/c 
= 1.5, and d) x/c = 2.
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