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Abstract

Large-eddy simulation (LES) has proven to be a computationally tractable approach to simulate 

unsteady turbulent flows. However, prohibitive resolution requirements induced by near-wall 

eddies in high–Reynolds number boundary layers necessitate the use of wall models or 

approximate wall boundary conditions. We review recent investigations in wall-modeled LES, 

including the development of novel approximate boundary conditions and the application of wall 

models to complex flows (e.g., boundary-layer separation, shock/boundary-layer interactions, 

transition). We also assess the validity of underlying assumptions in wall-model derivations to 

elucidate the accuracy of these investigations, and offer suggestions for future studies.
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1. INTRODUCTION

Large-eddy simulation (LES) has become an indispensable engineering tool in the prediction 

and analysis of unsteady, multiscale, and multiphysics turbulent flows over the past several 

decades. The accuracy of the LES approaches is primarily due to the fact that the dynamics 

of the energy-dominant and flow-dependent large eddies are directly resolved on a 

computational mesh rather than being modeled (as their interactions would be in a steady, 

Reynolds-averaged context). One notable exception is the flow near solid boundaries and 

walls, where quasi-streamwise vortices that dominate the near-wall flow field scale with the 

viscous length, δν = ν/uτ, instead of the local boundary-layer thickness, δ. In this case, ν is 
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the fluid kinematic viscosity, and uτ = τw/ρ denotes the friction velocity defined with the 

wall-shear stress and fluid density. Specifically, these near-wall eddies are approximately l+ 

~ O(102) in size along the span near the edge of the buffer layer and grow linearly with 

increasing distance from the wall (Jiménez 2012). The superscript + denotes the quantities 

nondimensionalized with ν and uτ (i.e., wall unit). As the friction-based Reynolds number 

Reτ = δ/δν increases, these near-wall vortices decrease in size relative to the boundary-layer 

thickness and therefore introduce resolution requirements that are potentially prohibitive. 

These resolution arguments can be drawn from structural considerations. Figure 1a shows 

the spanwise correlations of the streamwise velocity fluctuations at varying distances from 

the wall, which have small correlation length scales near the wall but scale with the 

boundary-layer thickness near the edge of the boundary layer (l/δ ~ 0.5 at y/δ = 0.7).

LES can be either wall-resolved or wall-modeled depending on whether these near-wall 

eddies are resolved on the computational grid or modeled, respectively. Although much is 

known about the dynamics and structure of high–Reynolds number, near-wall turbulence 

(for a review, see Smits et al. 2011), this knowledge has not directly translated into 

computationally accurate and robust wall models for LES. Instead, existing 

phenomenological models are built largely on equilibrium assumptions (either directly, by 

assuming an equilibrium stress or velocity distribution in the inner layer, or indirectly, 

through the eddy viscosity characterizing the inner-layer Reynolds stress).

In his pioneering work, Chapman (1979) estimated and contrasted the number of 

computational grid points necessary for direct numerical simulation (DNS), wall-resolved 

LES (WRLES), and wall-modeled LES (WMLES), which have been recently revisited by 

Choi & Moin (2012), whose results are briefly outlined in this review. Consider the local 

resolution requirements of a differential volume scaled by the local boundary-layer 

thickness, dV = δ dxdz. Throughout this review, x, y, and z denote the streamwise, wall-

normal, and spanwise directions, respectively. The number of grid points, dN, in this 

differential volume can then be characterized by

dNwr =
ny

Δxw
+Δzw

+
τwdxdz

ρv2 ,

1.

dNwm =
nxnynzdxdz

δ2

2.
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for WRLES and WMLES, respectively. In these equations, ni denotes the number of grid 

points used to resolve a length of δ in the xi direction, and Δxw
+ and Δzw

+ denote, respectively, 

the streamwise and spanwise grid spacings in wall units necessary to resolve the near-wall 

eddies in a WRLES. The total number of grid points, N, can then be obtained by integrating 

Equations 1 and 2 along the streamwise and spanwise directions, which results in scalings of 

NDNS ReL
37/14, Nwr ReL

13/7, and Nwm ~ ReL for DNS, WRLES, and WMLES, respectively 

(Choi & Moin 2012), where ReL is based on the streamwise length. Although WRLES has a 

more favorable scaling than DNS, the near-quadratic Reynolds number dependence of the 

number of grid points renders such an approach infeasible for realistic configurations. Thus, 

a strategy where only the outer-layer eddies are resolved and the near-wall eddies scaling in 

size with viscous units (lν) are modeled is required (see Figure 2). If the resolution is 

chosen, for instance, as Δ/δ ~ 0.05, the velocity gradient at the wall and, thus, the wall stress 

cannot be accurately computed by simply differencing the near-wall solution because the 

near-wall velocity profile is not resolved, nor is the inner-layer velocity fluctuation peak 

captured by the LES (profiles in Figure 1b at y/δ ≤ 0.05 are subgrid). As the near-wall cells 

increase in size, computational cost savings are realized also by reducing the temporal 

stiffness induced by the viscous sublayer (particularly beneficial for explicitly time-stepped, 

compressible flow solvers).

Wall-modeled approaches can be broadly characterized into two categories: a hybrid 

Reynolds-averaged Navier–Stokes (RANS)/LES formulation, where RANS equations are 

solved near the wall and interface to an LES away from the solid boundary, or formulations 

where the LES governing equations are solved in the entirety of the domain. In the former 

category, the delineation of the RANS and LES domains is either explicit, as in zonal 

approaches, or implicitly described by the closure model, as in detached-eddy simulation 

(DES). The theoretical foundations of hybrid RANS/LES and DES approaches have been 

detailed in previous reviews (Piomelli & Balaras 2002, Fröhlich & von Terzi 2008, Piomelli 

2008, Spalart 2009, Mockett et al. 2012) and are not reiterated in this article. This review 

instead focuses on the latter approach, where LES governing equations deploying formal 

subgrid models are valid everywhere in the domain, whereas wall (or virtual wall) boundary 

conditions are augmented to account for the effect of the unresolved inner layer of the 

boundary layer. It should also be noted that several reviews describe recent progress in 

WMLES (Larsson et al. 2016, Moin et al. 2016).

This review is organized as follows: Section 2 reviews the construction and assumptions for 

different wall models, with particular emphasis on recent advances and novel methodologies 

that have been developed in the past decade, including wall-modeled approaches that do not 

rely on thin boundary-layer (or RANS) approximations. As the wall models are now being 

generalized to complex flows, a critical assessment of the underlying assumptions is 

presented. Section 3 revisits the actual costs of WMLES to date compared to the past 

projections of the necessary computational complexity. Section 4 surveys the results of wall-

modeled simulations in complex flow environments including laminar–turbulent transition, 

flow separation, realistic engineering geometries, shock/boundary-layer interactions, and the 

interaction of wall models with other physics (e.g., combustion, aeroacoustics); finally, 

Section 5 describes future directions and offers concluding remarks.
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2. WALL MODELING METHODOLOGIES

2.1. Wall-Stress Modeling

If we consider the boundary closure necessary for the application of momentum 

conservation in the first cell near the wall, then the wall stress must be provided from the 

boundary condition whether the simulations are wall resolved or wall modeled. In a wall-

resolved calculation, the wall-shear stress can be approximated by reconstructing the wall-

normal gradient using a Dirichlet no-slip condition at the wall. If the inner layer is 

unresolved, then the wall-shear stress must be computed in some alternative manner. The 

simplest approximation for the wall-shear stress is algebraically related to the velocity at 

some distance from the wall y*. In the absence of pressure gradient effects on the boundary 

layer, the velocity profile can be assumed to satisfy a logarithmic law (Deardorff 1970, 

Schumann 1975, Grötzbach 1987):

u y* = uτ
1
κ log

y*uτ
v + B ,

3.

where κ denotes the von Kármán constant and B is an intercept coefficient. Equation 3 is a 

nonlinear equation that can be solved for the wall friction velocity uτ. Other algebraic 

closures of the wall stress rely on different assumptions on the shape of the velocity profile, 

potentially accounting for the viscous sublayer and buffer layer (Spalding 1961, Werner & 

Wengle 1993) or the influence of the pressure gradient (Manhart et al. 2008). The more 

general Monin-Obukhov similarity theory (see Yaglom 1979), which incorporates the effects 

of non-neutral stratification in the atmospheric boundary layer, continues to be used 

frequently in geophysical LES (Moeng 1984, Porté-Agel et al. 2000, Brasseur 2010). In 

these algebraic closures, it is typically assumed that the law of the wall is valid locally and 

instantaneously, and a no-penetration condition is enforced for the wall-normal velocity.

The strict assumptions on the velocity profile (and, potentially, its parametric coefficients) 

can be relaxed by considering the thin boundary-layer equations (TBLE). The TBLE solve 

for the suitably averaged wall-parallel velocity components ũi (Balaras & Benocci 1994, 

Cabot & Moin 2000, Wang & Moin 2002) (written here for an incompressible flow):

∂ui
∂t +

∂uiu j
∂x j

+ 1
ρ

∂ p
∂xi

= ∂
∂y v + vt

∂ui
∂y , i = 1, 3,

4.
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ui yw = 0, ui y* = U y* ,

5.

where ṽt represents an eddy viscosity closure of the unresolved Reynolds stress in the inner 

layer. A no-slip boundary condition is applied at the wall, and the wall-parallel velocities (u1 

and u3) are matched to the LES solution at some distance from the wall (y*). The pressure is 

assumed to be wall-normal independent, and the wall-normal velocity (u2) is determined 

through the direct integration of the divergence-free constraint. The wall stress is computed 

from τw, i = μ
∂ui
∂y , evaluated at the wall. Extension of the TBLE to compressible flows in 

general requires solving the full compressible Navier–Stokes equations in the wall-model 

domain (Kawai & Larsson 2013, Park & Moin 2014) because the satisfaction of mass and 

energy conservation is no longer trivial.

If the left-hand side of Equation 4 (responsible for unsteadiness, convection, and pressure 

gradient effects) is neglected, then Equation 4 reduces to the equilibrium stress balance 

model, and the velocity field,ũi, obtained is regarded as a steady RANS solution for the 

velocity profile in the inner layer of the boundary layer. This is a statistical interpretation of 

the solution for y ≤ y*, which can be thought of as an ensemble of many eddies when the 

LES grid size is much larger than the inner viscous unit and the LES time step is much 

larger than the timescale of these near-wall eddies (Piomelli & Balaras 2002). This 

interpretation is valid as the near-wall cells become larger compared to the inner viscous 

scale; an autonomous minimal channel (Jiménez & Moin 1991) would require a cell size (or 

filter width) of Δx+ ≳300, Δz+ ≳100, and experimental evidence suggests that this is 

achieved for Δ+ ≳ 1,800 (Nakayama et al. 2004). In this limit, the wall-model eddy viscosity, 

μt, can be closed using a mixing-length argument:

μt,eq = ρκuτyD(y),

6.

where D(y) is a damping function (e.g., van Driest damping) to ensure the eddy viscosity 

vanishes at the wall at a desired rate, and a constant value for the von Kármán constant is 

presumed (κ ≈ 0.41 for zero–pressure gradient boundary layers). It can be verified 

analytically that this choice of the eddy viscosity yields a velocity profile that satisfies the 

linear sublayer and the logarithmic law of the wall (Wang & Moin 2002). This simplification 

to the TBLE will lead to a constant total stress (viscous and Reynolds stresses) layer in the 

inner layer, which can easily be verified by integrating the right-hand side of Equation 4 

from the wall to the matching location (dτ/dy = 0). For high–Reynolds number turbulent 

boundary layers in the absence of pressure gradients, there is experimental and numerical 
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evidence that a constant stress layer exists for y+ ≲100 and then departs linearly with respect 

to y/δ (see Figure 3). These data (given the uncertainty and scatter in Figure 3) suggest that 

0.95 <τ/τw < 1 can be achieved for y/δ ≲ 0.03 for sufficiently high Reynolds numbers.

Several recent studies have attempted to assess the accuracy of the equilibrium 

approximation to the TBLE (discussed in Section 4). Alternatively, the validity of this 

approximation can be analyzed using a modified von Kármán integral analysis. Assuming 

that the wall-normal pressure gradient is negligible across the boundary layer and using the 

inviscid streamwise momentum equation outside the boundary layer 1
ρ

dp
dx = U∞

dU∞
dx , one 

can simplify Equation 4 to yield

τw
ρ ≡ uτ

2 = τ y*
ρ + ∂

∂t ∫0

y*
U∞ − u dy +

∂U∞
∂x ∫

0

y*
U∞ − u dy

+ ∂
∂x∫0

y*
u U∞ − u dy + U∞ − u v y* ,

7.

which is similar to the equation derived by Hoffmann & Benocci (1995). The limit of y* → 
δ(x) in Equation 7 would yield the classical von Kármán momentum integral formula, where 

the first and last terms on the right-hand side will vanish. The three surviving terms can be 

seen to be functions of either the displacement thickness (δ*) or the momentum thickness 

(θ). Thus, with the assumption that the boundary-layer profile u(y) ≤ U∞, the second 

surviving term on the right-hand side (nondimensionalized by the local wall stress) can be 

bounded as

ρU∞
τw

∂U∞
∂x ∫

0

y*
1 − u

U∞
dy ≤

ρU∞δ*
τw

∂U∞
∂x

y*
δ* = Π y*

δ* ,

8.

where Π is the Clauser parameter (Clauser 1954, Townsend 1956). There are two 

implications of this scaling, provided that is bounded (note that we are not insisting that Π be 

constant). First, the contribution of the pressure gradient term to the modeled wall stress as it 

appears in Equation 7 can be made negligibly small by controlling y*
δ* , which is a function of 

the LES resolution in the outer-layer units. This is the mathematical manifestation of the 

often-made statement that the pressure gradient effects are captured in equilibrium wall 

models because the majority of the boundary layer is resolved by the outer LES. Second, the 

resolution of the outer-layer LES (or the value of the matching location y*) necessary for the 

equilibrium assumption to be valid [τw ≈ τ(y*)] may be a function of the pressure gradient, 
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Π; that is, the value of y* may need to be reduced in the presence of strong pressure 

gradients (although estimates of Π and δ* are not necessarily available a priori). This is a 

subtle but important distinction from recommendations that the wall-model height (y*) be a 

fixed fraction of the boundary-layer thickness [e.g., y* ≈ 0.1–0.2δ (Larsson et al. 2016)], 

which are not qualified with the magnitude of the local pressure gradient. Similar arguments 

can be made to scale the term more closely related to the momentum thickness in Equation 

7. However, these arguments do not apply in the vicinity of the separation point where τw → 
0.

Nonequilibrium wall models that retain some or all of the terms on the left-hand side of the 

TBLE are potentially more accurate than the equilibrium models because they adequately 

treat the additional terms arising in Equation 7 related to the outer layer. Wang & Moin 

(2002) performed a systematic investigation of the accuracy of the different TBLE 

formulations using an equilibrium approximation, an equilibrium assumption retaining the 

pressure gradient term, or all of the terms in Equation 4. Their key insight is that, if the 

convective terms are retained, then the (unsteady) inner-layer RANS solution will resolve 

some of the Reynolds stress, and the eddy viscosity in Equation 6 must be reduced 

accordingly to avoid the skin friction overprediction. Wang & Moin argued that, because the 

velocity fields between the inner-layer TBLE and the outer-layer LES are equal, matching 

the Reynolds stress at y = y* is equivalent to matching the unresolved Reynolds stress. This 

can be achieved by modifying the von Kármán constant across the inner layer as

κwm =
vSGS y*

y * + 1 − exp −y * +/A+ 2 ,

9.

where νSGS is the LES eddy viscosity. More recent investigations by Kawai & Larsson 

(2013) and Park & Moin (2014) suggest improvements to the calculation of κwm. Kawai & 

Larsson (2013) noted that the modeled κwm does not need to be independent of the wall-

normal distance in the inner-layer solution. They observed that, as the Reynolds number 

increases, the embedded grid in the inner layer is unlikely to be able to support significant 

Reynolds stress (as Δx+ and Δz+ become large), so the computation of κ should 

asymptotically approach its nominal, constant value toward the wall independent of the 

value of νSGS from the LES. The approach of Wang & Moin (2002) (Equation 9), which 

does not account for this wall-normal variation of the resolved Reynolds stress, is shown by 

Kawai & Larsson (2013) to be potentially inaccurate in high–Reynolds number boundary 

layers. The modification proposed by Kawai & Larsson (2013) is to introduce a linear 

blending of the nominal von Kármán constant with Equation 9 based on the resolution of the 

embedded inner-layer grid; this blending is parameterized by an O(1) scaling coefficient that 

must be prescribed. Park & Moin (2014) subsequently found that the optimal value of this 

scaling coefficient is flow and mesh dependent, and they instead suggested an approach 
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where κ is adjusted dynamically without the need for the ansatz regarding its particular 

linear variation:

μt,wm(y) = μt,neq(y) +
ρRi jSi j

d

2Si j
d Si j

d (y),

10.

where μt,neq = ρ(κy)2 |S |D(y), |S | = 2Si jSi j is the magnitude of the strain-rate tensor, Ri j is 

the resolved Reynolds stress in the inner-layer solution, and Si j
d  denotes the deviatoric 

component of the mean strain-rate tensor. The last term in Equation 10 is the negative of the 

eddy viscosity associated with the resolved turbulence in the wall-model solution. This 

correction therefore naturally excludes the portion already resolved from the stress being 

modeled.

Recent studies have also examined the influence of the pressure gradient in the absence of 

the convective or unsteady terms in Equation 4 (Manhart et al. 2008, Duprat et al. 2011, 

Maheu et al. 2012). These approaches are based on defining a mixed scaling for the 

normalized wall distance ŷ = yuτ p/ν, where the velocity scale is built from the friction 

velocity and a velocity scale that includes the pressure gradient effects, up (following 

Simpson 1983):

uρ = v
ρ

∂ p
∂x

1/3
, uτρ = uτ

2 + up
2 .

11.

Similar to the results of Wang & Moin (2002), these investigations find more accurate 

predictions of the flow field when the pressure gradient effects are modeled versus when the 

equilibrium form of the wall model is used. However, Hickel et al. (2012) suggested that 

inclusion of the pressure gradient effects without the convective (and unsteady) terms is 

inconsistent with the momentum equations outside of the boundary layer (Bernoulli limit). 

Although this reasoning would suggest that the consideration of the pressure gradient alone 

by Wang & Moin (2002) and Catalano et al. (2003) is inconsistent, the turbulent eddy 

viscosity form suggested by Duprat et al. (2011), which utilizes a mixed velocity scaling, 

may still improve the wall-stress accuracy.

It is also possible to account for the nonequilibrium effects through the presumed shape of 

the near-wall velocity profile. Yang et al. (2015) suggested a velocity profile that is linear 

inside of the viscous sublayer or of the following form in the overlap region:
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u
uτ

= B + 1
κ log y

y* + A y
y*,

12.

where the full approximation consists of 11 undetermined coefficients. These undetermined 

coefficients are solved from the application of boundary conditions, continuity, and the von 

Kármán momentum integral equation. This approach accounts for many nonequilibrium 

effects while maintaining the algebraic computational complexity so long as Equation 12 is 

valid.

Separation points, uτ → 0, are not necessarily treated accurately by many of the presumed 

velocity profiles or eddy viscosity closures. Massive separation of the boundary layer (due to 

an abrupt change in geometry, for instance) may produce vanishing eddy viscosities (e.g., 

μt,eq → 0 as uτ → 0 in Equation 6), effectively causing the simulations to revert to wall-

stress closures that are dominated by the molecular viscosity μ. There is, however, no a 

priori estimate of the rate at which uτ → 0 toward the separation point in flows with mild, 

adverse pressure gradients. This has resulted in ad hoc treatment of separation in previous 

studies where a no-slip boundary condition is applied in regions where either the boundary 

layer is known to separate (Bodart et al. 2013) or solution inaccuracies and artifacts appear 

at corners (Cabot 1996). Section 4 reviews the accuracy of WMLES in separated regimes, 

but the treatment of separation points in wall-stress models remains a theoretical challenge.

The location of the off-wall matching location, where the LES provides the outer boundary 

condition on the wall-model equations, has thus far been left unspecified. The precise choice 

of y* has been the subject of recent attention. This location must be at least the size of the 

first grid cell near the wall but sufficiently close to the wall such that a constant stress-layer 

approximation is valid if equilibrium approximations of the TBLE are made. The most 

natural choice is to use the velocity (or temperature) in the first grid cell as the matching 

condition. However, this choice has led to difficulties where the predicted velocity profiles 

appear shifted with respect to the actual law of the wall in both hybrid RANS/LES 

formulations (Nikitin et al. 2000) and WMLES solutions (Cabot & Moin 2000, Nicoud et al. 

2001, Lee et al. 2013), referred to as the log-layer mismatch (see Figure 4). Both Kawai & 

Larsson (2012) and Wu & Meyers (2013) observed that these errors are largest in the first 

cell, where the stress-carrying eddies that scale with distance from the wall must be 

underresolved. In fact, for a logarithmic velocity profile (see Equation 3), the leading error 

for the discrete approximation of the mean shear at a distance y = d Δy from the wall is 

given by (Wu & Meyers 2013)
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δ u
δy = d u

dy 1 +
cnn!
dn

13.

for an nth order accurate discretization. The first grid cell would correspond to a value of d = 

1/2 or d = 1 (depending on the centering of the solution variables), and the Taylor series 

remainder can be large and does not vanish with increasing n at these locations. Kawai & 

Larsson (2012) suggested that the matching location be placed m grid points inside the 

domain, where m is determined based on the details of the numerical scheme and 

considerations of the boundarylayer thickness. For their choice of numerical method, the 

mean Reynolds shear stress appears to converge for Δy/y* ≲0.3, which has been referred to 

colloquially as the third grid point solution, although they ultimately advocated that this off-

wall location be a specified fraction of the boundary-layer thickness. Note that, in complex 

geometries with concave wall junctures (such as those of a realistic aircraft), it is difficult or 

perhaps impossible to provide an off-wall location that maintains a specified y/δ fraction and 

has m − 1 grid points below it in the wall-normal directions (Park & Moin 2016c). Wu & 

Meyers (2013) also augmented the boundary treatment for the calculation of the wall-normal 

derivative, and suggest that the eddy viscosity coefficient in the LES subgrid scale (SGS) 

model [e.g., dynamic Smagorinsky model (Germano et al. 1991, Lilly 1992)] can be 

adjusted to prevent the log-layer mismatch by a proper consideration of the turbulent kinetic 

energy budget. A solution to the log-layer mismatch problem has also been proposed by 

Bou-Zeid et al. (2004). The mean wall stress in an algebraic formulation is related to the 

velocity at the matching location by 〈τw〉 ∝ 〈u(y*)2〉, but the law of the wall satisfies 〈τw〉 ∝ 
〈u(y*)2〉. Because 〈u(y*)2〉 > 〈u(y*) 2〉, the modeled wall stress in the LES will be larger 

than expected. As a remedy, they propose using a spatially filtered version of the velocity at 

the first cell to compute the wall stress from an algebraic closure, which also relieves the 

log-layer mismatch.

A recent investigation (Yang et al. 2017) suggests that the mismatch is instead caused by 

unphysically high correlation between the wall stress and the LES data at the first off-wall 

cell, which leads to damping of the near-wall Reynolds shear stress and, in turn, an 

overestimation of the velocity gradient. This mechanism may provide a unified explanation 

for different remedies; the artificial correlation can be inhibited either by filtering the wall-

model input (Bou-Zeid et al. 2004) or using the LES data away from the wall as the TBLE 

boundary conditions (Kawai & Larsson 2012). This mechanism deviates from the common 

perception that the near-wall numerical or SGS modeling errors are responsible for the 

mismatch, but it currently does not provide a clear explanation of some reported mismatches 

involving the velocity deficits in the log layer (negative log-layer mismatch).
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2.2. Virtual Wall Boundary Conditions

If the solution cannot be accurately computed near the wall due to the presence of steep 

wall-normal gradients, then one approach is to terminate the LES domain at some finite 

distance above the wall and to provide boundary conditions at this virtual boundary (Chung 

& Pullin 2009, Inoue & Pullin 2011). An equation for the wall stress is derived by 

integrating the TBLE to some distance from the wall h and assuming a local inner scaling 

based on ν and uτ:

∂η0
∂t =

2η0
u|b

− 1
buv |b −

∂uu|b
∂x −

∂uw b
∂z − dp

dx b
+ v

b
∂u
∂y b

− η0 ,

14.

where . denotes a wall-parallel filtration, and η0 = ∂u
∂y  is the wall-normal gradient of the 

streamwise velocity at the wall. From the solution of η0, the slip velocity at a lifted virtual 

wall height (h0), which corresponds to the location of the bottom boundary in the LES, can 

be determined by assuming that a constant stress layer exists at 0 ≤ y ≤ h0 and that the 

streamwise velocity satisfies a logarithmic profile. Chung & Pullin (2009) determined the 

local, Kármán-like constant in the logarithmic velocity profile by considering the near-wall 

eddies to be described by the streamwise-aligned stretched vortices (Lundgren 1982, Misra 

& Pullin 1997). The original Chung & Pullin (2009) model assumes that there is no 

transpiration or spanwise velocities at the virtual lifted wall, but they are accounted for in 

later work by Cheng et al. (2015) to better represent flow in the vicinity of separation and 

reattachment. The identification of a lifted surface in the presence of complex geometries, 

however, may pose challenges in the simulation of practical engineering configurations.

2.3. Dynamic Slip Wall Modeling

An alternative approach to wall modeling has been introduced in which one derives 

boundary conditions for the filtered Navier–Stokes equations instead of relying on thin 

boundary-layer approximations (as in Equation 4). Recall that the governing equations for 

LES can be derived from the application of a spatial filter to the Navier–Stokes equations, 

but the wall-stress models described above have not connected themselves formally to the 

boundary conditions associated with the spatial filtration. Specification of the true wall stress 

is phenomenologically consistent with the hypothesis that the outer (large-scale) structures 

are related to the inner layer through the wall stress (Townsend 1980). However, the use of 

the true (unfiltered) boundary conditions for the filtered fields is valid only when the near-

wall filter width is small compared to the velocity (or temperature) gradient (Ghosal & Moin 

1995), which is certainly violated in WMLES. Bose & Moin (2014) derived the formal 

filtered boundary conditions from a modified Germano differential filter of the form 

(Germano 1986, Bose 2012)
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ϕ − ∂
∂xk

lp
∂ϕ
∂xk

= ϕ,

15.

where ϕ and ϕ denote the filtered and unfiltered variables, respectively, and lp denotes a 

length-scale regularization parameter. The regularization parameter is proportional to Δ2 

away from boundaries (where Δ denotes an approximate filter width) and lp = 0 at the 

boundary. Given the singularity constraint that lp vanishes at all boundaries, Equation 15 

yields the following Robin boundary condition for the velocity field when evaluated at a no-

slip wall:

ui − CΔw
∂ui
∂n = 0,

16.

where the slip length CΔw is a measure of an isotropic near-wall filter width. This slip length 

can be computed from a Germano-like dynamic procedure (Bose & Moin 2014). It can be 

verified by inspection that this slip boundary condition smoothly reverts to a no-slip 

condition if CΔw/lv ≪ 1 or at a separation point where 
∂us
∂y = 0. In the limit when CΔw/lv ≫ 

1, the wall will produce a finite Reynolds stress u′v′ w ≠ 0  as the wall admits both local slip 

and transpiration in order to maintain the proper total shear stress at the wall. The admission 

of local transpiration has been shown to reduce the overprediction of near-wall streamwise 

turbulence intensities; a potential explanation for this is that unresolved eddies incident on 

the wall (splatting) are not forced to immediately transfer their momentum into the wall-

parallel velocity components due to a no-penetration condition at the wall, as is typically 

applied. This interpretation of a non-zero Reynolds stress at the wall is potentially also 

consistent with the analysis of the inner wall layer in the limit of asymptotically large 

Reynolds numbers (Pullin et al. 2013). Although this approach to wall modeling may appear 

rather different, Yang et al. (2016) showed that the stress generated by this model can be 

equivalent to an equilibrium wall-stress model and is functionally similar to the boundary 

conditions imposed in a virtual wall approach.

The slip wall model differs from the formulation of traditional wall models in two distinct 

ways. First, the derivation of the boundary condition in Equation 16 did not require any 

assumption on the near-wall velocity profile, alignment of the wall stress with a predominant 

flow direction, the equilibrium state of the boundary layer, or the introduction of inner-layer 

eddy viscosities. Instead, the form of the wall boundary condition follows from constraining 

the form of the spatial filter applied to the Navier–Stokes equations (lp = 0 at the wall). 
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Second, there are no empirically specified coefficients when the slip length is computed 

dynamically. However, the accuracy of the slip wall model is limited by the robustness of the 

dynamic procedure to compute the slip length, which was recently found to be sensitive to 

the SGS models and numerical methods used. Addressing this robustness issue and the 

inclusion of other physical effects (compressibility and heat transfer) are currently under 

active research at the Center for Turbulence Research at Stanford University (Bae et al. 

2016, Lozáno-Duran et al. 2017).

2.4. Control-Based Strategies for Approximate Wall Boundary Conditions

A final class of wall models that have been introduced during the past two decades is based 

on control theory. The wall-parallel shear stresses can be computed to produce a given target 

velocity profile (either presumed or obtained from a near-wall RANS solution) (Nicoud et 

al. 2001; Templeton et al. 2006, 2008). Construction of the adjoint Navier–Stokes equations 

with respect to the prescribed wall stress allows the wall stress to adjust based on the 

particular SGS model and near-wall discretization errors to produce the desired near-wall 

solution. Although the control-based approaches have not proliferated in their use (likely due 

to the complexity of their implementation), these studies have elucidated the structural 

aspects of the near-wall LES field as a function of the computed wall stress. Templeton et al. 

(2008) found that the streamwise stress computed from a control-based wall model (which 

accurately reproduces the channel solution up to Reτ = 20,000) has the highest correlation 

with the LES streamwise velocity fluctuations at the second wall-normal grid point before 

rapidly falling off at larger distances. This is consistent with the mechanism of the log-layer 

mismatch in Section 2.1 and the remedy of coupling the wall model to interior grid cells 

where the correlation is weaker. The control-based wall models also offer insight into the 

performance of an ideal equilibrium wall model where the deviation of the LES mean 

velocity profile for y < y* from the target RANS profiles is minimized. When y* is taken to 

be the size of the wall-adjacent cell, Templeton et al. (2008) found that this minimization 

necessarily leads to the overpredicted intensities near the wall. This may provide an 

explanation for the excessively large near-wall velocity fluctuations observed in some wall-

model formulations. The adjoint formalism also offered a rigorous method to evaluate 

sensitivities of wall-model formulations with respect to a priori specified model coefficients 

or the location of coupling (y*). These approaches provide useful tools that may help 

analyze and guide the development of wall models, even if the final resultant model does not 

invoke control theory.

It is also possible to obtain a target (mean) velocity profile using control theory by 

augmenting the LES SGS closure rather than the boundary condition. This alternative 

approach has been used in the prediction of channel flows, albeit at relatively low Reτ (less 

than 103) (Langford & Moser 1999, Völker et al. 2002, Bhattacharya et al. 2008). The 

motivating idea of augmenting the SGS closure rather than the boundary condition does not 

necessarily require the control-based methodology and could be pursued as another 

approach to the near-wall modeling problem.
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2.5. Thermal Wall Boundary Conditions and High-Speed Flows

We now turn our attention to the closure of approximate boundary conditions for an 

unresolved thermal boundary layer (which necessitates the modeling of the wall heat flux) 

and other associated modeling challenges in high-speed boundary layers. The formulations 

of thermal boundary conditions for WMLES are based largely around thin boundary-layer 

approximations made to the total energy equation. Following the equilibrium assumptions 

discussed in Section 2.1 and assuming constant fluid properties, the total energy equation 

simplifies to

∂
∂y −uτ12 − qturb  + ∂

∂y μu∂u
∂y + λ∂T

∂y = 0,

17.

where, using statistical arguments discussed above that the cells contain an ensemble of 

eddies, u and T represent the averaged velocity and temperature in the inner layer, 

respectively; λ is the thermal conductivity; τ12 is the modeled Reynolds stress; and qturb is 

the turbulent heat flux. In an equilibrium boundary layer, it is assumed that the turbulent heat 

flux is dominated by transport of heat (enthalpy) by the near-wall eddies such that 

qturb ≈ ρCpT′v′ ≈ − λt
∂T
∂y , where λt is a turbulent thermal conductivity (Rannie 1956). 

Similar reasoning suggests that turbulent thermal conductivity can be related to the eddy 

viscosity through a turbulent Prandtl number λt =
μtCp
Prt

; prescribing an eddy viscosity and 

Prt then closes the equilibrium total energy equation in Equation 17. In the absence of strong 

viscous heating, these approximations lead to the well-known strong Reynolds analogy, 

which states that the local skin friction and heat transfer are proportional (St = Cf/2, where 

St is the Stanton number). The strong Reynolds analogy has been shown experimentally to 

be robust with departures of the constant skin friction–Stanton number proportionality less 

than 30% for high-speed boundary layers with freestream Ma < 10, and weakly dependent 

on the Reynolds number (Reθ = 103–105) (Deissler & Loeffler 1959, Hill 1959), which has 

also been confirmed in DNS of zero–pressure gradient turbulent boundary layers in the 

presence of wall heating (Wu & Moin 2010). Additionally, the presence of the terms 

−uτ12 + μu∂u
∂y  accounts for viscous heating in the inner layer such that the wall model can 

capture the near-wall temperature peaks even if this local extremum is not captured in the 

outer-layer LES. In simulations of high-speed boundary layers where this viscous heating 

becomes significant, care must be taken to ensure that the term ∂
∂x j

uiτi j  (where ũi is the 

Favre-averaged LES velocity) that arises from the viscous work done by the SGS model is 

present in the total energy equation, so that the outer-layer LES provides an accurate thermal 

boundary condition to the wall model. This term is sometimes neglected in compressible 

LES formulations (Nagarajan et al. 2003, Chai & Mahesh 2012).
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There are still few WMLES calculations focused on heat transfer, but some caution is 

warranted following previous experimental investigation into the law of the wall for heat 

transfer in flows with substantial pressure gradients. The obvious limitation in the use of 

assumptions that lead to a strong Reynolds analogy is near a separation point or in a 

separation bubble, where the skin friction vanishes but the heat transfer does not. 

Additionally, whereas the use of the law of the wall seems to lead to modest errors in the 

prediction of mean velocity profiles for flows with modest pressure gradients, these errors 

appear to be significantly amplified in the prediction of the inner-layer temperature profiles 

and wall heat transfer (Bradshaw & Huang 1995, Huang & Bradshaw 1995).

3. REVISITING PROJECTIONS OF COMPUTATIONAL COST AND 

COMPLEXITY

There have been several estimates of the cost of WMLES over the past several decades 

(Chapman 1979, Spalart et al. 1997, Choi & Moin 2012, Larsson et al. 2016), as well as 

recent prognostication on the utility of WMLES in specific application areas (Gourdain et al. 

2014, Slotnick et al. 2014, Tyacke & Tucker 2015). These estimates differ in their methods 

of estimating the wall-shear stress or boundary-layer thickness (either with experimental 

correlations or RANS simulations) and in the requisite resolution of the outer-layer scales (ni 

in Equations 1 and 2). We can now compare the actual cost of wall-modeled calculations 

from recent simulations to these estimates, both in terms of absolute cost and in terms of 

their Re scaling over a limited range. Figure 5 shows computational cell counts associated 

with various airfoil simulations (discussed in Section 4) scaled to an airfoil section with an 

aspect ratio (span to mean chord) of 4. Strong conclusions cannot be drawn due to a limited 

number of data points and the narrow chord Reynolds number (Rec) range. However, the 

majority of calculations performed seem to require outer-layer resolution of nxnynz ≳ 203 for 

accuracy; this will increase the cost prefactor, assumed by Choi & Moin (2012), by a factor 

of three to five. Additionally, the scatter in the resolution required even at equivalent 

Reynolds numbers may be partially explained by the difficulty in generating optimal grids 

[where δ3/(ΔxΔyΔz) is fixed] when δ = δ(x). In practice, computational grids for 

increasingly complex geometries are more likely generated by setting resolutions based on a 

nominal or average boundary-layer thickness (as was assumed in Chapman’s cell estimates 

shown in Figure 5). This challenge underscores the need for concurrent development of 

mesh generation technologies for engineering applications in conjunction with further 

research on near-wall modeling.

The numerical implementation of the wall model and its corresponding impact on the 

efficiency are indeed important, but they are not discussed in this review. Detailed 

discussions regarding the implementation of wall models can be found for two-layer zonal 

wall models on unstructured grids (Jaegle et al. 2010, Larsson et al. 2016, Park & Moin 

2016a), slip wall models on unstructured grids (Bose 2012), wall modeling using immersed-

boundary techniques (Yang et al. 2015, Dhamankar et al. 2016), wall modeling using finite 

element or spectral differencing schemes (Lodato et al. 2014), and wall modeling using a 

lattice Boltzmann approach (Malaspinas & Sagaut 2014). Studies have reported that the cost 

of wall modeling is often small compared to the rest of the flow solution. The more 
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computationally intensive, full, nonequilibrium TBLE formulation has required 

approximately a factor of two cost increase over the baseline cost of non-wall-modeled LES. 

It is important to note that increases in cost of factors of two or three can be small compared 

to the orders of magnitude of savings afforded by wall modeling at high Reynolds numbers. 

However, if the wall-stress calculation is costly compared to computations at internal cells, 

then load imbalance at large processor counts may be a more pertinent concern.

For examples where significant fractions of the boundary layer are laminar (including airfoil 

design, vehicular aerodynamics, and turbomachinery), the computational cost can be 

dominated by the resolution of the laminar boundary layer rather than the turbulent region 

(Spalart et al. 1997, Slotnick et al. 2014). This result can be deduced by inspection of 

Equation 2, where the number of grid points is inversely related to the boundary-layer 

thickness N ∝ ∫ 1
δ2dA . The laminar boundary-layer thickness, particularly near the leading 

edge, is small compared to the thickness in the turbulent region and thus contributes 

significantly to the overall cost. The large surface curvature often found in the laminar 

region close to the leading edge may pose additional resolution requirements in the wall-

tangential direction. Although the increased cost associated with the laminar regions has 

undoubtedly been observed in simulations to date, there are two reasons that this analysis 

leads to overly pessimistic conclusions. First, this scaling presumes that an isotropic 

resolution is used in the laminar regions. The assumption of isotropic resolution in Equation 

2 is based on structural considerations of turbulence in the outer layer (y/δ > 0.1), but this 

may not be necessary in a laminar region where the solutions may not be rapidly changing in 

the stream- or spanwise directions. Admitting modest cell aspect ratios [e.g., AR = O(10)] 

would then reduce the scaling prefactor by orders of magnitude, making the cost of the 

turbulent regions dominant again. Second, based on isotropic cell resolution in the laminar 

boundary layer, Slotnick et al. (2014) concluded that petascale resources would be required 

to compute airfoils with Lz/c = 1 and Rec ~ 106. This is, however, inconsistent with the cost 

incurred by the recent wall-modeled simulations carried out in this Re regime, as discussed 

in Section 4. Although laminar boundary layers are not fully resolved in these calculations, 

they compare favorably with experimental measurements quantitatively. However, as 

Slotnick et al. (2014) correctly pointed out, the relaxation of the requirements in the laminar 

region is predicated upon the ability of the LES to accurately capture the laminar–turbulent 

transition.

4. APPLICATION OF WALL-MODELED LARGE-EDDY SIMULATION TO 

COMPLEX FLOWS

4.1. High–Reynolds Number, Rough-Wall, and Transitional Boundary Layers

The refinements in the implementations of the equilibrium and algebraic wall models have 

enabled the simulation of higher–Reynolds number boundary layers. Reτ on the order of 

106–108 have been studied in channel flows (Chung & Pullin 2009, Lee et al. 2013), and 104 

≲ Reθ≲ 1012 have been considered in boundary layers (Inoue & Pullin 2011, Kawai & 

Larsson 2013). Although it is expected that the obtained mean profiles compare well with 

measurements and the law of the wall theory, as the underlying wall-model assumptions are 
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strictly valid in these flows, the predictions of outer-layer velocity defect and turbulent 

fluctuations also show favorable agreement with experimental measurements. However, it 

remains unclear if the wall-modeled calculations will capture the appearance of the outer-

layer peak in the streamwise turbulent fluctuations, the locations of which scale with 

y/δ Reτ
−1/2 (Hultmark 2012, Marusic et al. 2013). The inner peak at y+ ≈ 15 is almost 

certainly unresolved by WMLES, but at high Reynolds numbers, the outer-layer peak is 

likely also unresolved when the grid-resolution estimate of Choi & Moin (2012) is used (δ/
Δxi ~ 10). Rough-wall boundary layers have also been simulated by modifying the inner-

layer law of the wall using empirical correlations for the downward shift of the velocity 

profile as a function of the roughness height [ΔU + = f (k+)] in a virtual wall–based approach 

(Saito et al. 2012) or by admitting roughness drag coefficients into an integral wall model 

(Yang et al. 2015). These approaches appear to recover Reynolds number insensitivities in 

fully rough boundary layers.

The resolution of unsteady, hydrodynamic instabilities coupled with dynamic procedures to 

automatically deactivate SGS models in laminar boundary layers has enabled WRLES to 

properly capture the location of the laminar–turbulent transition (Sayadi & Moin 2012). The 

wall stress supplied by wall models that presume turbulent Reynolds shear stress (see 

Equation 6) needs to be suppressed and replaced with a laminar closure upstream of the 

transition point. Bodart & Larsson (2012) used a sensor-based approach where the wall 

model is suppressed whenever the fluctuating velocity at the edge of the wall-model layer 

relative to the friction velocity falls below a specified threshold ui′ui′/uτ < stl
0 . This 

approach successfully allows the development of linear instabilities in flat-plate boundary 

layers, and the transition locations are well predicted (Bodart & Larsson 2012, Park & Moin 

2014) (Figure 6a). Approaches using a slip wall model rely on the Germano-like dynamic 

procedure to produce vanishing slip lengths (CΔw → 0) in laminar regions.

4.2. Estimation of Near-Wall Fluctuations

Capturing unsteady, turbulent fluctuations is one of the motivations for performing LES 

despite its increased cost over lower-fidelity approaches. In the context of WMLES, 

fluctuations at the surface (e.g., pressure and shear stress fluctuations) and in the unresolved 

inner layer are important quantities of interest. Park & Moin (2016b) assessed the ability of 

WMLES to predict wall pressure and wall-shear stress fluctuations; at wall-parallel 

resolutions of Δxt/δ ≲0.05, the pressure fluctuations are recovered within a few percent of 

the DNS, whereas the skin friction fluctuations remain underpredicted. This is consistent 

with the high–Reynolds number approximation of the wall-normal momentum equation, 
∂ p
∂y = 0, which would suggest that the pressure fluctuations are imposed from the outer layer. 

Wall-shear stress fluctuations and the inner-layer fluctuation peak, however, are connected to 

the near-wall eddies, which are unresolved and must be explicitly reconstructed in wall-

modeled calculations.

Empirical models to reconstruct the inner-layer streamwise turbulence intensities (Marusic 

et al. 2010, Mathis et al. 2011) and shear-stress fluctuations (Mathis et al. 2013) in zero– or 

weak–pressure gradient boundary layers (0 ≤ |Π| ≲ 2) have been formulated. If the effect of 
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the outer-layer scales is to modulate the amplitude of the near-wall velocity signal (Hutchins 

& Marusic 2007, Mathis et al. 2009), then the near-wall velocity signal up
+ can be 

synthesized from the statistically universal signal at the same wall-normal location u* and 

the large-scale velocity signal in the log region uOL
+  according to

up
+ y+ = u* y+, t 1 + β y+ uOL

+ + α y+ uOL
+ ,

18.

where α and β are calibration coefficients to describe the large-scale superposition and 

amplitude modulation on the small scales, respectively. This model has been successfully 

used to reconstruct the streamwise turbulence statistics in the inner layer given a time-

resolved velocity signal from the outer layer in a variety of equilibrium boundary layers 

(channels, flat plates, pipes). This model has been subsequently used to reconstruct the 

inner-layer statistics from a WMLES that compared favorably with experimental 

measurements (Inoue et al. 2012). It has also served as the basis for providing a fluctuating 

wall-shear stress component with an algebraic wall-stress model (Sidebottom et al. 2014); 

unsurprisingly, its inclusion does not augment mean statistics but does enhance the spectral 

content of the flow near the wall.

4.3. Pressure Gradients and Wall-Modeled Large-Eddy Simulation in Complex Geometries

Practical engineering applications often consist of complex geometries, which engender the 

imposition of pressure gradients onto the boundary layers. There have been several recent 

investigations of the onset of stall on airfoils due to either trailing-edge separation [in the 

case of the NACA 4412 at Rec = 1.6 × 106 (Bose & Moin 2014, Park & Moin 2014, Iyer et 

al. 2016)] or leading- and trailing-edge separations [in the case of the Aerospatiale-A airfoil 

at Rec = 2.1 × 106 (Davidson et al. 2003, Kawai & Asada 2013)]. The proper resolution of 

the separated shear layer above the separation bubble is regarded as critical in all of these 

studies. In the case of the NACA 4412, predictions of the surface pressure coefficient and 

the velocity profiles in the separation region near the trailing edge compare favorably with 

the experimental measurements using equilibrium and fully nonequilibrium wall models, as 

well as the dynamic slip wall model. Specifically, these studies properly capture the 

flattening of the pressure coefficient on the suction side near the trailing edge, where the 

flow is separated; the dynamic slip wall modeling result is shown in Figure 7a, where the 

overprediction of the pressure coefficient near the leading edge is a result of an artificially 

induced transition. Predictions of the laminar separation and turbulent reattachment on the 

Aerospatiale-A airfoil agree well with the experimental measurements, but notable 

discrepancies in the separated region at the trailing edge can be found using algebraic and 

equilibrium wall models, as well as the nonequilibrium wall model of Kawai & Larsson 

(2013). These discrepancies near the trailing edge underscore the sensitivity of separated 

boundary layers in mild adverse pressure gradients to subtle differences in wall-model 

assumptions, implementations, and LES resolution of the outer layer, considering that wall-
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resolved calculations (at reduced spanwise extents) do capture the size of the separation 

bubble (Mary & Sagaut 2001). The periodic hill configuration of Almeida et al. (1993) has 

also been used to validate the wall-model accuracy in separating and reattaching flow 

configurations. Balakumar et al. (2014) found favorable agreement with DNS results using 

the slip, equilibrium, and nonequilibrium wall models, with the nonequilibrium wall model 

providing slightly more accurate predictions near the separation point. However, simulations 

were conducted at a relatively low Reynolds number (Reh = 10,595), and the differences 

may be more attributable to differences in the numerical methods in the outer-layer LES 

than the different wall models employed. The wall-mounted hump configuration of 

Greenblatt et al. (2006a,b) involving a moderately high–Reynolds number turbulent inflow 

(Reτ ≈ 2,000) has also been considered by Avdis et al. (2009) and Park (2017), who found 

that the full nonequilibrium TBLE model outperforms simpler equilibrium wall models in 

the separation bubble and recovery regions. Where available, turbulence intensities are 

moderately well predicted, although underpredicted away from the wall.

Wall-modeled calculations have also been performed with more geometrically realistic 

configurations, including high-lift devices and airfoils with finite span. Bodart et al. (2013) 

performed LES using an equilibrium wall model of a multi-element McDonnell-Douglas 

30P/30N airfoil (Rec = 9×106) at increasing angles of attack (AoA) through the onset of 

stall; Figure 7b shows the predicted pressure coefficient at AoA = 19°. The predicted lift 

polar appears qualitatively similar to the experimental measurements and the maximal lift is 

well captured, although the stall angle is predicted at a higher AoA in the LES (≈23°) than 

in the experiment (≈21°). This discrepancy is potentially attributed to the blockage 

corrections applied to the experimental data, limited spanwise domain lengths, or difficulties 

in statistically converging the LES calculations, particularly in the presence of low-

frequency unsteadiness in the separated regions. Lehmkuhl et al. (2016) have also simulated 

the NASA common research model (Rec = 5 × 106, AR = 9, Ma = 0.85) using an algebraic 

wall-stress closure (Werner & Wengle 1993) at AoA = 4°. Predictions of the shock location, 

surface-pressure coefficients, and total lift and drag compare well with the experimental 

measurements, despite the relatively coarse grid (δ/Δ ~ 10) and complex flow topologies that 

are not considered in the algebraic wall-stress closure (e.g., shock/boundary-layer 

interactions). Ambo et al. (2017) have used the slip wall model to simulate a commercial 

automobile (ReL ~ 7×106) and showed good agreement with the measured pressure 

coefficient on the side-view mirrors, which experiences both laminar separation and an 

attached turbulent boundary layer near its trailing edge as a consequence of a three-

dimensional laminar–turbulent transition. Similarly, favorable predictions of pressure 

coefficients and the velocity profiles have also been obtained by Alin et al. (2010) using an 

equilibrium wall model (Fureby et al. 2004) to simulate a simplified submarine (ReL = 

12×106 on the DARPA SUBOFF model). Although there are not many studies of complex 

geometries, initial experience has been encouraging, suggesting that resolving the 

nonuniversal outer scales can lead to accurate predictions of complex flow phenomena, such 

as transition or the onset of separation.
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4.4. High-Speed and Compressible Turbulent Boundary Layers

High-speed and compressible boundary layers introduce the additional complexity of 

modeling non-negligible viscous heating near the wall and shock/boundary-layer 

interactions, which are both of importance for aeronautical applications. Kawai & Larsson 

(2013) applied the nonequilibrium wall model with a modified κ calculation to the 

simulation of an Ma∞ = 1.7 oblique shock interacting with a turbulent boundary layer. 

Overall prediction of the wall skin friction (see Figure 6b) and the mean streamwise velocity 

profiles agree well with the experimental measurements. Although the boundary layer does 

not undergo massive separation, the probability of the appearance of reverse flow is also 

well captured by the WMLES. Predicting the low-frequency unsteadiness potentially 

requires resolving large coherent streaks in the boundary layer that scale with the boundary-

layer thickness (Dolling 2001, Ganapathisubramani et al. 2007), which should be resolved 

by a WMLES. Bermejo-Moreno et al. (2014) considered a similar oblique shock/boundary-

layer interaction (Ma ≈ 2, Reθ ≈ 1.4 × 104) using an equilibrium wall model, but the flow is 

confined inside a rectangular cross-sectioned duct. The agreement of the vertical velocity 

components with the experimental measurements near the duct side walls suggests that the 

secondary corner flows present in the WMLES are well predicted. However, simulations of a 

shock-free, supersonic duct by Vane et al. (2014) using the same equilibrium wall model 

show a much stronger secondary corner flow compared to the experimental measurements 

and elevated shear stress predictions in the duct corners, suggesting that the locally one-

dimensional approximations introduced in the equilibrium wall model may be inadequate for 

the prediction of secondary flows. Similar conclusions are reached in studies of supersonic 

flows over a compression ramp where the rate of the wall-pressure rise is well predicted 

downstream of the corner but is initially delayed (Dawson et al. 2013).

The relative success of WMLES in predicting the momentum boundary layer in high-speed 

configurations is consistent with experience in SGS modeling in compressible flows, that is, 

scaling incompressible closure models to account for variable inertia (rather than true 

compressibility). The scaling of the incompressible closure models for the unresolved 

Reynolds stresses holds when the turbulent fluctuation Mach number is sufficiently small 

(Mt ≲ 0.2) (Lele 1994). In addition, in the modeled inner layer, the convective Mach number 

is greatly reduced as the velocity approaches that of a no-slip surface. Difficulties, however, 

may be encountered in the prediction of the thermal boundary layers (or wall heat transfer) if 

the strong Reynolds analogy is invalid. Following Morkovin (1962), this will be encountered 

if there are significant stagnation temperature variations across the boundary layer, which is 

true for strongly heated or cooled walls.

4.5. Wall Modeling in Multiphysics Large-Eddy Simulation

The discussion thus far has focused on the accuracy of wall models to provide an accurate 

wall stress or a prediction of near-wall or surface quantities of interest (e.g., skin friction or 

the mean or fluctuating surface pressure). In multiphysics simulations, the effect of the wall 

model may nonlinearly couple with additional physics to affect the macroscopic flow. One 

example has been WMLES of supersonic combustion in scramjet engines (Larsson et al. 

2015, Saghafian et al. 2015): Inlet air is heated and compressed by an oblique shock train in 

a long isolator duct, and the subsequent combustion occurs at supersonic Mach numbers. 
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Heating near the walls due to the viscous dissipation is substantial and is likely unresolved, 

as the location of the peak temperature scales with the inner viscous units. Modeling of the 

viscous heating and heat loss at the walls and prediction of the near-wall temperature is 

crucially important, as reaction rates of the subsequent combustion are exponentially 

dependent on the near-wall temperature. Simulations by Saghafian et al. (2015), for instance, 

demonstrate that the inclusion of wall modeling is necessary to predict the boundary-layer 

viscous heating necessary to stabilize the reaction upstream of the combustor cavity in the 

HIFiRE (Hypersonic International Flight Research and Experimentation) rig, which is 

consistent with experimental measurements (Hass et al. 2011). Similarly, Zhang et al. (2013) 

extended equilibrium wall models to account for radiative heat fluxes in the inner layer due 

to the presence of the wall, which results in particularly improved predictions of the mean 

temperature profiles in turbulent channel flows with heated walls.

Wall modeling is also crucial to the prediction of far-field noise radiated from flows at 

subsonic Mach numbers. Brès et al. (2015) performed LES of an isothermal, subsonic jet 

exhausting from a straight nozzle (Ma = 0.9, Rej = 106 quasi-laminar. Modeling of the 

experiment’s roughness patch used to trip the boundary layer was also vital in properly 

matching the boundary-layer thickness at the nozzle exit. The effect of wall modeling is 

even more pronounced at lower Mach numbers, where the prediction of the radiated sound is 

dependent largely on the surface pressure fluctuations. Kocheemoolayil & Lele (2014) 

computed the far-field noise from a NACA 0012 airfoil section (Rec = 1.5 × 106, Δxi
+ 40

near the wall) and found that the surface pressure fluctuations predicted by the LES lead to 

the far-field noise prediction agreeing with experimental measurements within <3 dB. 

However, this calculation required the rather fine wall-normal grid spacing (Δy+ ≲ 10), 

which may have reduced the relative impact of the applied wall model.

WMLES has also been applied to predicting distortions of optical signals by turbulent flows, 

which is important in airborne and ground laser systems for target detection and 

communication. Resolving optically relevant scales in high Re number flows does not 

significantly alter the cost of typical WRLES (Mani et al. 2008). However, in wall-modeled 

calculations, proper resolution of density fluctuations within boundary layers (which are 

directly responsible for optical distortion) requires a grid resolution beyond what is typically 

needed for obtaining accurate mean flow statistics. This is consistent with the finding of 

Park & Moin (2016b) that accurate prediction of the wall-pressure fluctuations in WMLES 

requires grid resolutions more stringent than that required for the mean velocity. With this 

consideration, Kamel et al. (2016) successfully carried out aero-optical LES computations of 

supersonic turbulent boundary layers (up to Reθ = 6.9 × 104) and subsonic separated flows 

over a cylindrical turret at ReR = 5.6 × 105 (based on the turret radius) using an equilibrium 

wall model.

5. CONCLUDING REMARKS AND FUTURE DIRECTIONS

Given the current and projected growth in computational power, the intractable Reynolds 

number scaling of the computational cost of DNS or WRLES necessitates wall-modeled 

approaches to LES. Advances made in the past decade are based on analysis of wall-stress 
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models obtained from the thin boundary-layer approximation and novel derivations of new 

approximate wall boundary conditions. These have facilitated the simulation of high–

Reynolds number flows with complex physics including but not limited to laminar–turbulent 

transition, flow separation, heat transfer, high-speed boundary layers, and multiphysics 

environments. Validation studies have shown favorable agreement with experimental 

measurements overall. In certain flow regimes where the wall-model assumptions are 

violated, the level of favorable agreement has been surprisingly encouraging. The derivation 

of the slip wall model does not invoke any inner-layer phenomenology, and it has also shown 

encouraging results. Continued WMLES calculations will likely elucidate the limits of the 

accuracy of existing models and their necessary resolution requirements. There are, however, 

some remaining challenges.

First, adequate resolution of the boundary-layer thickness that is presumed in wall-modeled 

approaches may not be tenable in many circumstances, including in thin, laminar boundary 

layers. The development of models that can adequately describe the growth of boundary-

layer instabilities, their receptivity to external perturbations, and their subsequent coupling 

to the downstream turbulent field will be necessary. Some initial attempts, based on the use 

of parabolized stability equations, to describe the laminar boundary layer coupled to a 

downstream simulation have been made (Lozano-Durán et al. 2016).

Second, the off-wall location, y*, where the LES is coupled to the wall model (with the 

exception of the slip wall model, which does not have this requirement) has been prescribed 

as a fraction of the local boundary-layer thickness. In flows around complex geometries, the 

boundary-layer thickness is not known a priori, and it would be difficult to smoothly map the 

off-wall location y* = y*(x) such that y*/δ remained at a constant fraction of the spatially 

developing boundary layer. Therefore, it will be necessary to construct wall models that 

behave robustly with respect to the placement of y* or do not require knowledge of δ. 

Similarly, most of the wall models presented in this review assume that the wall stress is 

aligned with the predominant streamwise direction identified at y = y*. This orientation can 

be difficult to identify in boundary layers with mean three-dimensionality (e.g., swept 

wings), and the assumption about the alignment of the wall stress with the LES velocity at 

y* may be invalid in a swirled or separated flow.

Third, additional validation of wall-model accuracy in flows with pressure gradients 

(especially boundary-layer separations due to mild, adverse pressure gradients) is still 

needed. Many of the investigations of separated flows that have been performed to date 

involve conditions that will robustly result in separation bubbles (e.g., bluff bodies or shock-

induced separation) or Re numbers that have not been sufficiently high upstream of the 

recirculation regions to warrant scale separation between the inner and outer layers. These 

additional validation cases will help clarify the need for, benefits of, and necessary 

improvements to nonequilibrium wall-model formulations.

Fourth, multiphysics applications will require a more detailed description of the flow near 

the boundaries, beyond the mean shear stress. Several applications presented in this review 

have demonstrated how the fluctuations in the inner layer or the presence of local extrema 

that are unresolved by the outer-layer LES nonlinearly affects the quantities of interest, such 
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as far-field noise, heat release in reacting flows, or wall heat transfer. The prediction of the 

wall-normal velocity fluctuations is also of interest in the transport of inertial particles that 

may settle near a wall, as well as in the deposition of liquid films on walls. The selection of 

validation cases for wall models should more readily consider these cases, as the accuracy of 

wall models may very well dominate the overall accuracy of the solutions to multiphysics 

problems.

Lastly, establishing confidence in wall-modeled calculations in the absence of validation 

data is not straightforward. To treat complex flows, many of the newly developed wall 

models have introduced additional complexity with accompanying empiricism (e.g., model 

coefficients, parameters, or other simplifying assumptions regarding the state of the 

boundary layer). This additional empiricism will, at best, introduce unquantified sensitivities 

into LES predictions and, at worst, limit the predictive capability in increasingly complex 

flows. Thus, additional efforts to develop fully dynamic wall models and to quantify the 

effect of wall modeling errors are needed.
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Figure 1. 
(a) Spanwise two-point autocorrelations of the streamwise velocity at y+ ≈ 15, y+ ≈ 100, and 

y/δ ≈ 0.7. (b) Mean velocity profile and streamwise fluctuations for a Reθ = 6,500 zero–

pressure gradient boundary layer. Data from Sillero et al. (2014).
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Figure 2. 
Schematic illustrating a typical wall-modeled grid resolution, chosen to resolve the energetic 

eddies in the outer portion of the boundary layer, whose size scales with δ. Contours 

visualized represent the instantaneous streamwise velocity in a turbulent channel flow (Reτ 
= 4,200). The contours range from U + = 6 (blue) to 18 (white). Data taken from the direct 

numerical simulation of Lozano-Durán & Jiménez (2014); reproduced with permission, 

courtesy of A. Lozano-Durán.
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Figure 3. 
Total stress (sum of viscous and Reynolds stress) versus wall-normal distance for Reθ = 

5,200 (red open circles) (DeGraaff & Eaton 2000), 7,500 (purple triangles) (Klebanoff 

1955), 13,100 (blue stars) (DeGraaff & Eaton 2000), 31,000 (dark yellow lines) (DeGraaff 

& Eaton 2000), and τ+ = 1 − 0.6y/δ (dashed gray line) (Spalart 1988). An estimate of the 

uncertainty is shown for the Reθ = 31,000 data.
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Figure 4. 
Compilation of the log-layer mismatch data from various wall-modeled large-eddy 

simulation (WMLES) calculations. Red dashed and solid lines are from the boundary layer 

WMLES of Kawai & Larsson (2012) with the first and third point matching, respectively 

(Ma = 1.7, Reθ = 5 × 104). The blue line with circular symbols is the Reτ = 4,000 channel 

WMLES with the first point matching (Templeton et al. 2006); the green line with square 

symbols is the Reτ = 2,000 channel WMLES with the first point matching (Lee et al. 2013); 

the gray dotted line is the reference log law.
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Figure 5. 
Cell count versus chord Reynolds number for spanwise-periodic airfoil simulations with an 

aspect ratio of 4; symbols denote the (scaled) cost of actual wall-modeled large-eddy 

simulation (WMLES) calculations of varying airfoils (NACA 0012, NACA 4412, 

Aerospatiale-A, NASA Common Research Model (CRM), and the MD 30P/30N), and lines 

denote Chapman’s cost estimates using nxnynz = 103 (green) and 203 (blue).
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Figure 6. 
(a) Skin friction coefficient predictions for an H-type transitional boundary layer. The red 

solid line represents a nonequilibrium wall model (Park & Moin 2014), the dark yellow 

dashed line represents a DNS of H-type transition (Sayadi et al. 2013), the magenta dashed 

line with dots represents a DNS of bypass transition (Wu & Moin 2009), the orange line 

with long dashes represents a WRLES (Schlatter et al. 2010), and the gray circles represent 

the empirical correlation (Fernholz & Finley 1996). Adapted from Park & Moin (2014). (b) 

Skin friction coefficient predictions for an oblique shock/boundary-layer interaction at Ma = 

1.7, β = 6°. The blue solid line represents a nonequilibrium wall model with linear κ(y) 

(Kawai & Larsson 2013), the purple dashed line represents a nonequilibrium wall model 

with constant κ = 0.4 (Balaras et al. 1996), and the gray circles represent the experiment 

(Souverein et al. 2010). Adapted from Kawai & Larsson (2013). Abbreviations: DNS, direct 

numerical simulation; WRLES, wall-resolved large-eddy simulation.
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Figure 7. 
(a) Surface pressure coefficients for a NACA 4412 airfoil at angle of attack (AoA) 13.8°. 

The dark blue line represents a dynamic slip wall model (Bose & Moin 2014); the gray 

hexagons represent the experiment (Wadcock 1978). (b) Surface pressure coefficients for the 

MD 30P/30N multi-element airfoil at AoA = 19°. The purple dashed and solid lines 

represent no wall model and an equilibrium wall model, respectively (Bodart & Larsson 

2011); the light blue squares represent the experiment (Chin et al. 1993). Panel a reproduced 

from Bose & Moin (2014). Panel b reproduced from Bodart & Larsson (2011).
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