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When a target talker speaks in the presence of competing talkers, the listener must not only segre-

gate the voices but also understand the target message based on a limited set of spectrotemporal

regions (“glimpses”) in which the target voice dominates the acoustic mixture. Here, the hypothesis

that a broad audible bandwidth is more critical for these sparse representations of speech than it is

for intact speech is tested. Listeners with normal hearing were presented with sentences that were

either intact, or progressively “glimpsed” according to a competing two-talker masker presented at

various levels. This was achieved by using an ideal binary mask to exclude time-frequency units in

the target that would be dominated by the masker in the natural mixture. In each glimpsed condi-

tion, speech intelligibility was measured for a range of low-pass conditions (cutoff frequencies

from 500 to 8000 Hz). Intelligibility was poorer for sparser speech, and the bandwidth required for

optimal intelligibility increased with the sparseness of the speech. The combined effects of glimps-

ing and bandwidth reduction were well captured by a simple metric based on the proportion of

audible target glimpses retained. The findings may be relevant for understanding the impact of

high-frequency hearing loss on everyday speech communication.
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I. INTRODUCTION

It is well accepted that the reduced audibility experienced

by listeners with hearing loss limits the intelligibility of speech.

As such, the primary goal of hearing-aid amplification is to

restore audibility towards normal sensation levels, and this is

generally done by providing frequency-dependent gain accord-

ing to the severity of the loss at each frequency (Dillon, 2012).

However, in addition to restoring audibility, prescriptive ampli-

fication must also deal with the somewhat conflicting goal of

maintaining a comfortable loudness level despite abnormal

growth of loudness with intensity (recruitment) in listeners

with sensorineural hearing loss. Thus, most prescriptions repre-

sent a compromise and do not lead to sensation levels equiva-

lent to those of normally hearing listeners. This is especially

true for higher frequencies, where hearing losses tend to be

more severe. This compromise often does not affect speech in

quiet, where a well-fitted hearing aid may support near-perfect

speech intelligibility. Part of the reason for this is that speech is

a highly redundant signal, and robust information in one fre-

quency region can counteract the loss of information in another

region. Moreover, band importance functions suggest that the

higher frequencies in speech (>4 kHz) contribute less to intelli-

gibility than mid frequencies (1–3 kHz; ANSI S3.5-1997).

Understanding the impact of audibility on speech intelli-

gibility in the presence of competing sounds is more compli-

cated. It is often reported that listeners with hearing loss—

even if it is a relatively mild loss—experience substantial

difficulties in the noisy situations they encounter in their every-

day lives (e.g., Gatehouse and Noble, 2004). Situations involv-

ing multiple people talking at once (parties, restaurants, etc.)

seem to be a particular problem. In these situations, where the

interfering sounds contain fluctuations in energy, there will be

moments when the speech of interest is masked to different

degrees by the interference and information is lost. However,

it is thought that listeners make use of other moments

(so-called “glimpses”) where the speech of interest dominates

the acoustic mixture. Much of our knowledge about this pro-

cess comes from studies that have used “interrupted” speech.

In these studies, intelligibility is measured for speech that is

periodically interrupted by silence or by noise (e.g., Miller and

Licklider, 1950; Howard-Jones and Rosen, 1993). It seems

that listeners use contextual information to fill in the missing

information, and that strong linguistic skills offer an advantage

(e.g., Benard et al., 2014). Listeners with hearing loss perform

more poorly than normally hearing listeners for interrupted

speech (e.g., Baskent et al., 2010), as do older listeners with

relatively good hearing (e.g., Bologna et al., 2018).

In competing-talker situations, listeners are faced with

two challenges. First, they must segregate the acoustic mix-

ture in order to isolate the speech spoken by the target talker.

This can be much more difficult when the interference is

speech than when it is noise, because the interference is
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more similar to the signal of interest, and often highly dis-

tracting. Historically, many studies have focused on this

aspect of the “cocktail party problem” (see review in Kidd

and Colburn, 2017). However, even if the different talkers

are successfully segregated, listeners are faced with a second

challenge, which is to understand the target message based

on an interrupted representation of the target speech. In this

case, unlike for many studies of interrupted speech, the inter-

ruptions are not periodic and may occur at different moments

in different frequency regions depending on the characteris-

tics of the competing talkers. Two recent studies focused on

this aspect of the problem, and tried to understand how the

use of target glimpses in speech mixtures affects listener per-

formance (Kidd et al., 2016; Best et al., 2017). In those stud-

ies, performance was compared for speech-on-speech

mixtures before and after the application of a “glimpsing

model” in which only the time-frequency regions dominated

by the target were retained. This procedure eliminates the

requirement for listeners to segregate the mixture, but cap-

tures their ability to make use of target glimpses. These stud-

ies found that for a population of young adult listeners (with

and without hearing impairment), those who had trouble in

speech-on-speech masking conditions tended to also have

trouble with glimpsed speech. This suggests that understand-

ing glimpsed speech, rather than the segregation of compet-

ing talkers, might be the critical problem in some cases.

Here, we extended that basic approach to examine the

importance of a broad audible bandwidth in speech mixtures.

Specifically, we tested the hypothesis that loss of audibility

in the high frequencies affects performance for sparse repre-

sentations of speech more than for intact speech. Because

sparse speech has less redundancy than intact speech, the

idea is that any loss of information will more dramatically

affect speech intelligibility. Alternatively, it might be that

glimpsed speech is as robust as intact speech to reductions in

bandwidth. Such an outcome would suggest that negative

effects of reduced audibility on performance in competing-

talker situations are related to the ability to segregate com-

peting talkers rather than to the ability to piece together

sparse glimpses of speech. Either way, the results were

expected to further our understanding of why hearing loss,

even if it is restricted to the high frequencies, can have such

a dramatic impact on performance in multitalker listening

situations.

II. METHODS

A. Participants

Ten adults (ages 19–39 years, mean age 25) participated

in experiment 1, and ten adults (ages 19–40 years, mean age

24) participated in experiment 2. Five participants were

common to both experiments, and completed experiment 1

first. The first author was a participant in both experiments,

and the second author was a participant in experiment 1. All

participants had normal hearing at audiometric frequencies

from 250 Hz to 8 kHz. External participants were paid for

their participation and gave informed consent. The proce-

dures were approved by the Boston University Institutional

Review Board.

B. Stimuli

Two experiments were conducted that differed only in

the speech materials used to measure intelligibility (closed-

set matrix sentences in experiment 1 and naturally spoken

open-set sentences in experiment 2). Experiment 2 was pri-

marily intended to provide a confirmation of the general pat-

tern of results of experiment 1. In addition, the use of two

different kinds of materials provided the potential for

insights into effects of bandwidth that apply quite broadly to

the perception of sentence-level speech versus those that

might be sensitive to the particular speech characteristics.

Experiment 1 used a corpus of monosyllabic words that

has been described previously (Kidd et al., 2008). This corpus

contains 40 words (eight in each of five word categories), and

is typically used to create matrix-style sentences by concatenat-

ing one word from each of the five word categories (e.g., “Sue

bought two red toys”). Stimuli for this experiment were created

by combining three different sentences (one target and two

maskers). On each trial, these three sentences were spoken by

three different female talkers (selected at random from a set of

eight).

Experiment 2 used meaningful open-set sentences from

the Harvard/IEEE corpus (Rothauser et al., 1969). This cor-

pus contains 720 unique sentences, each containing five key-

words (that are scored) and a number of connecting words

(that are not scored). An example is: “A large size in stock-

ings is hard to sell.” Stimuli for this experiment were created

by combining three different sentences (one target and two

maskers) from a single female talker (different from the talk-

ers used in experiment 1).

In both experiments, the target had a nominal level of

65 dB sound pressure level (SPL) (before any processing was

applied; see below), and the root-mean-square level of each

masker sentence was scaled relative to the target sentence to

achieve target-to-masker ratios (TMRs) of 0, �10, and

�20 dB. A condition was also included in which there were no

maskers present. All stimuli were presented diotically.

For each stimulus, a simple glimpsing model was

applied to estimate the sparse version of the target that is

potentially available given the TMR and the random draw of

the competing sentences. The model was based on the

approach of Wang (2005) and Brungart et al. (2006). In

brief, the signals were analyzed using 128 frequency chan-

nels logarithmically spaced between 80 Hz and 8 kHz, and

20-ms time windows with 50% overlap. Time-frequency

tiles in which the target energy exceeded the total masker

energy were assigned a mask value of 1, and the remaining

tiles were assigned a value of 0. The mask was then applied

to the clean target signal (the target signal with no maskers),

such that only the time-frequency regions containing a mask

value of 1 were retained before the signal was resynthesized.

Using this approach, the sparseness of the mask varies with

TMR (see Fig. 1) and in the resulting speech there are fewer

glimpses at poorer TMRs. It is worth noting that application

of the mask to the clean target differs from the more com-

mon approach of applying the mask to the mixture of target

and maskers. The difference is that the retained stimulus

contained no low-level masker components, allowing us to
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focus exclusively on the issue of sparseness in the target.

Also note that for the condition with no maskers, the glimps-

ing model was still applied but with an all-ones mask, result-

ing in “intact” speech.

After applying the glimpsing model, we adopted an

approach from Silberer and colleagues (2015) to characterize

the effect of bandwidth on performance in each of the

glimpsed conditions. The availability of high-frequency infor-

mation was systematically varied by low-pass filtering the

glimpsed stimuli at 13 different frequency cutoffs from 500 to

8000 Hz in third-octave steps. The low-pass filter was imple-

mented as a brick-wall filter in the frequency domain.

C. Procedures

Stimuli were controlled in MATLAB (MathWorks Inc.,

Natick, MA) and presented via a 24-bit soundcard (RME

HDSP 9632, Haimhausen, Germany) through a pair of head-

phones (Sennheiser HD280 Pro, Wedemark, Germany).

Participants sat in a double-walled sound-treated booth fitted

with a computer monitor, keyboard and mouse.

In experiment 1, participants were instructed to listen to

the sentence and to select one word from each of the five word

categories. Responses were given by selecting from a grid of

40 (five categories � eight options) presented on the monitor.

Correct-answer feedback was provided. Experiment 2 made

use of a self-scoring method originally introduced by Culling

and Colburn (2000). Participants heard the target sentence and

then were required to type their response into a text box on the

screen. After pressing enter, the correct transcript of the sen-

tence was displayed with keywords capitalized, and the partici-

pant scored their response by choosing 0–5 from a drop-down

menu. Participants were told that the precision of their typed

responses was less important than their selected score. They

were encouraged to type their responses rapidly (to limit mem-

ory effects) and not to worry about spelling errors and typing

errors. In determining their score, they were told that homo-

nyms should be counted as correct (e.g., “bear” instead of

“bare”), but that if they heard the wrong form of a word (e.g.,

“dog” instead of “dogs”) that should be counted as an error.

Transcripts of the responses given on each trial were stored

along with the scores, so that the experimenters could check

for any systematic problems with the accuracy of self-scoring

after each participant had completed testing.1

Each experiment was completed in a single session of

approximately two hours. The session began with one train-

ing block, followed by 52 blocks of testing. The training

block consisted of 10 trials of intact speech with the widest

bandwidth (8000 Hz) and was intended to familiarize partici-

pants with the stimuli and the response method. Each testing

block consisted of 10 trials in one of the 52 experimental

conditions (four glimpsed conditions � 13 cutoff frequen-

cies). The order of these blocks was randomized across par-

ticipants, as was the particular set of sentences used to test a

given condition.

D. Calculation of minimum bandwidth

The concept of the “minimum bandwidth” as described

by Silberer and colleagues (2015) was adopted to quantify

the point at which a loss of high-frequency information had

an impact on intelligibility. For each participant, in each of

the glimpsed conditions, the percentage of words correct

was calculated as a function of cutoff frequency. After log-

transforming the cutoff frequency axis, logistic functions

were fitted to these functions using the psignifit toolbox ver-

sion 2.5.6 for MATLAB which implements the maximum-

likelihood method described by Wichmann and Hill (2001).

The lower asymptote was set to chance performance (12.5%

for experiment 1; 0% for experiment 2) while the upper

asymptote was left as a free parameter representing optimal

performance (which fell at or near the 8 kHz performance

FIG. 1. Binary masks generated for an example target sentence in the presence of two masker sentences at a TMR of 0 dB (left), �10 dB (middle), and

�20 dB (right). Black regions indicate target-dominated time-frequency regions. This example uses stimuli from experiment 1 but would look qualitatively

similar for the stimuli of experiment 2.
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level). The minimum bandwidth was then defined as the low-

est cutoff frequency that produced performance equivalent

to optimal performance, operationalized as the cutoff fre-

quency corresponding to 0.9 of the dynamic range (from

chance to optimal performance) on the logistic function.

Minimum bandwidth estimates that fell above 8 kHz (mean-

ing that the function had not reached a plateau by 8 kHz)

were capped at 8 kHz.

E. Analysis of available speech information

A stimulus analysis was conducted to explore whether

the combined effects of glimpsing and low-pass filtering on

performance could be understood in terms of the available

speech information. Since both manipulations result in the

loss of portions of the target across the spectrotemporal

plane, we used a simple version of the “glimpse proportion”

metric proposed by Cooke and colleagues (Cooke, 2006;

Tang et al., 2016). Briefly, spectrotemporal excitation pat-

terns were generated for a given stimulus using 34 gamma-

tone filters (equally spaced on the ERB scale with center

frequencies from 100 to 7500 Hz) and 10-ms time windows

(as suggested by Tang et al., 2016). A threshold was applied

to the excitation pattern to exclude time-frequency units

below a certain level of audibility for an average normally

hearing listener [defined as 25 dB hearing level (HL) as per

Tang et al., 2016] and generate a binary representation of the

suprathreshold time-frequency units. This binary representa-

tion was created for the intact/unfiltered stimulus as well as

for the same stimulus after glimpsing and/or low-pass filter-

ing. Then, within each frequency channel, the proportion of

time bins retained in the glimpsed/filtered target was calcu-

lated. Finally, these proportions were weighted according to

the band importance function for “average speech” as

defined in the speech intelligibility index (ANSI S3.5-1997,

Table I) and summed. The result was a glimpse proportion

value that ranged from 0 (no glimpses retained) to 1 (all glimp-

ses retained). A stable estimate of the glimpse proportion for

each condition was obtained by applying it to 50 randomly

generated stimuli (separately for experiments 1 and 2).

III. RESULTS

Group means (and standard deviations) of the raw per-

cent correct data are plotted in Fig. 2 for experiment 1 (left

panel) and experiment 2 (right panel). The data are plotted

as a function of the low-pass cutoff frequency, and the four

lines represent the four glimpsed conditions. In experiment

1, focusing first on performance with the full bandwidth (8

kHz cutoff), the expected drop in performance with decreas-

ing TMR can be seen. Whereas scores for intact speech were

at ceiling (100%), there was a slight drop for TMRs of 0 and

�10 dB (99% and 91%) and a dramatic drop for the �20 dB

TMR condition (66%). More importantly, there were clear

differences across glimpsed conditions in both the slopes of

the functions and in the point at which performance began to

drop as the cutoff frequency was lowered. For intact speech,

performance stayed at ceiling for much of the range and then

dropped steeply when the cutoff frequency fell below about

1 kHz. As the TMR was reduced, resulting in sparser repre-

sentations of the sentences, best performance decreased as

expected, but also performance started to drop at a higher

cutoff frequency and with a shallower slope. Slope values in

experiment 1 ranged from 24% per third-octave step (intact)

to 7% per third-octave step (�20 dB TMR). In experiment 2,

a broadly similar pattern of performance was observed,

although scores were lower overall and the effects of glimps-

ing and filtering were more severe. For full-bandwidth

speech (8 kHz cutoff), performance dropped slightly from

intact speech (98%) to a TMR of 0 dB (94%) and then fell

dramatically for TMRs of �10 dB (57%) and �20 dB (14%).

Again, there were differences across glimpsed conditions in

FIG. 2. Group-mean performance in percent correct as a function of low-pass cutoff frequency for the four different glimpsed conditions (intact speech, and

glimpsed speech according to TMRs of 0, �10, and �20 dB). The dashed line for experiment 1 indicates chance performance. Error bars in both panels show

across-subject standard deviations.
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the pattern of performance as the cutoff frequency was low-

ered. For intact speech, performance dropped only for cut-

offs below about 2 kHz, whereas for the sparser conditions,

the decline began at higher cutoff frequencies and exhibited

a shallower slope. Slope values in experiment 2 ranged from

18% per third-octave step (intact) to 7% per third-octave

step (�20 dB TMR).

Figure 3 shows group-mean minimum bandwidths (cor-

responding to 0.9 of the dynamic range for that glimpsed

condition) that were extracted from the fits to individual

data. This representation confirms the observations made

above, that a wider bandwidth was required to maintain opti-

mal performance in the glimpsed conditions compared to the

intact condition. In Experiment 1, a bandwidth of 939 Hz

was sufficient for optimal performance with intact speech,

whereas for �20 dB glimpsed speech, the full bandwidth of

8 kHz was required. A repeated-measures analysis of vari-

ance (ANOVA) conducted on the minimum bandwidths con-

firmed that the effect of condition was significant [F(3,27)

¼ 159.435, p < 0.001)]. Post hoc comparisons (paired t tests

with Bonferroni correction) indicated that minimum band-

widths for each condition were significantly different from

the adjacent conditions. In experiment 2, a bandwidth of

1618 Hz was sufficient for optimal performance with intact

speech, whereas the full bandwidth of 8 kHz was required

for glimpsed speech at �10 and �20 dB TMR. A repeated-

measures ANOVA conducted on the minimum bandwidths

confirmed that the effect of condition was significant

[F(3,27) ¼ 80.892, p < 0.001)]. Post hoc comparisons indi-

cated that minimum bandwidths were significantly different

for intact vs 0 dB, and for 0 dB vs �10 dB (�10 dB and

�20 dB were both capped at 8 kHz for all listeners so that

comparison is not meaningful).

Figure 4 plots behavioral performance as a function of

glimpse proportion, separately for each experiment. Each

data point represents the combination of one glimpsed condi-

tion and one cutoff frequency (52 in total per experiment).

The percent correct value represents the across-subject mean

(from Fig. 2) and the glimpse proportion value represents the

mean value obtained from the simulation. The solid lines in

each panel show logistic fits to the data points (generated

using the psignifit toolbox). The metric appears to capture

the behavioral data reasonably well, with a mean absolute

error around the fit of 3.9 percentage points (experiment 1)

and 5.0 percentage points (experiment 2). Note that the map-

ping functions differ across the two experiments, with a

higher glimpse proportion needed for the same level of per-

formance in experiment 2. For example, a glimpse propor-

tion of 0.78 was needed for 50% correct performance in

experiment 2, whereas the same performance was reached in

experiment 1 with a glimpse proportion of only 0.62.2

IV. DISCUSSION

Previous studies have shown that low-pass filtering has an

impact on speech intelligibility in noise (e.g., Studebaker et al.,
1987) and in the presence of competing talkers (e.g., Kidd

et al., 2010). Moreover, Silberer and colleagues (2015) demon-

strated that the minimum bandwidth required for optimal intel-

ligibility is wider for speech in noise than speech in quiet. Our

results corroborate these previous findings. However, the nov-

elty in our approach is that we implemented the glimpsing

model to capture the sparseness of the target speech while

completely eliminating the interference. In this way, we are

able to attribute the effects we see directly to the availability

and use of target glimpses, rather than, for example, the ability

to segregate the target from the interference. We conclude that

a broad bandwidth of speech information becomes increasingly

important when the speech is sparsely represented as it is in

mixtures of competing talkers.

FIG. 3. Group-mean minimum bandwidth required for optimal performance in each of the glimpsed conditions. Error bars in both panels show across-subject

standard deviations.
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Our stimulus analysis showed that the combined effect

of glimpsing and low-pass filtering on performance could be

quite well described by a relatively simple measure of the

available speech information (the glimpse proportion). This

metric provides a useful framework for understanding why

performance starts to decline at a higher cutoff frequency for

glimpsed speech as compared to intact speech: when com-

peting sounds obscure enough of a target sound to reduce the

glimpse proportion below some critical level, then further

reductions in the glimpse proportion (such as those caused

by filtering) become relevant. The metric can also explain

the differences in slope observed in Fig. 2, i.e., why there is

a more gradual change in performance with changes in cut-

off frequency for glimpsed speech. Put differently, larger

changes in bandwidth are required to obtain equivalent

changes in performance, which makes sense if one considers

the fact that less information is added/subtracted for a given

change in bandwidth with glimpsed speech. Note that

although we focused here on high-frequency information,

because of its relevance to the most common kind of hearing

loss, we would expect similar patterns of performance for

other kinds of bandwidth reduction. For example, the basic

sparseness-bandwidth tradeoff should apply to high-pass fil-

tered stimuli just as it does to low-pass filtered stimuli. This

is a prediction that could be explicitly tested in future stud-

ies. It would also be interesting to explore the influence of

the glimpse proportion parameters (e.g., spectral and tempo-

ral resolution) which were simply fixed here using published

values from Tang et al. (2016).

One compelling aspect of these results was that the

glimpse proportion metric was able to account quite well for

performance across two experiments that used very different

kinds of speech materials. This is possible simply by assum-

ing different mapping functions from glimpse proportion to

speech intelligibility. While comparisons across the two

experiments should be made with caution due to the fact that

the participant groups were not identical, Fig. 4 suggests that

a larger glimpse proportion was required for the same level

of intelligibility with open-set as compared to closed-set

materials. This parallels the well-known speech intelligibil-

ity index [ANSI S3.5-1997; and see Kryter (1962)], where

the function relating the value of the index to performance

depends on the nature of the message that is being conveyed

(including context, predictability, set-size, etc.). The general

idea that restraining the response set reduces the speech

information required for equivalent levels of performance is

entirely consistent with earlier studies showing effects of set

size on speech reception thresholds in noise (e.g., Miller

et al., 1951). For the purposes of this study, the important

point is that a loss of bandwidth, in combination with a

sparse representation of speech, may have a particularly dra-

matic effect for realistic, open-set speech materials. Two

previous studies are relevant here, which reported large

effects of low-pass filtering on the intelligibility of periodi-

cally interrupted open-set sentences (Lacroix et al., 1979;

Bhargava and Baskent, 2012). On the other hand, it is worth

keeping in mind that real-world speech stimuli are often

accompanied by lip-reading cues, which provide redundant

information and may lower the acoustic bandwidth required

for good intelligibility (Silberer et al., 2015). Future experi-

ments using naturalistic speech materials that also incorpo-

rate visual cues, competing talkers, and other kinds of noise,

may help to better estimate the bandwidth requirements of

real-world communication situations.

While low-pass filtering is an extremely crude analog of

the loss of audibility experienced by listeners with hearing

loss, our results suggest that reductions in high frequency

audibility have a dramatic impact on the intelligibility of

sparse speech like that which is available in multitalker lis-

tening situations. The implication of this is that reduced

audibility in this region, even if it stems from relatively mild

hearing losses or from the tradeoffs associated with

FIG. 4. Performance as a function of glimpse proportion. Each data point represents mean performance for one combination of glimpsed condition and cutoff

frequency (52 in total) and the solid line shows a logistic fit to the data points.
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prescribing hearing-aid gain, may be functionally important.

Consistent with this are the results of several studies that

have shown beneficial effects of extending the bandwidth of

amplification for listeners with hearing loss (Moore et al.,
2010; Levy et al., 2015) or systematically increasing the

amount of amplification in the high-frequency region (Glyde

et al., 2015) in mixtures containing competing talkers at dif-

ferent spatial locations. Taken together, these results suggest

that a complete picture of the difficulties experienced by lis-

teners with hearing loss in their everyday lives may require a

closer consideration of the audibility of high-frequency

information (see related discussions in Monson et al., 2014;

Moore, 2016).
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