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ABSTRACT

Objective: The study sought to evaluate how availability of different types of health records data affect the accu-

racy of machine learning models predicting suicidal behavior.

Materials and Methods: Records from 7 large health systems identified 19 061 056 outpatient visits to mental

health specialty or general medical providers between 2009 and 2015. Machine learning models (logistic regres-

sion with penalized LASSO [least absolute shrinkage and selection operator] variable selection) were developed to

predict suicide death (n¼1240) or probable suicide attempt (n¼24 133) in the following 90 days. Base models

were used only historical insurance claims data and were then augmented with data regarding sociodemographic

characteristics (race, ethnicity, and neighborhood characteristics), past patient-reported outcome questionnaires

from electronic health records, and data (diagnoses and questionnaires) recorded during the visit.

Results: For prediction of any attempt following mental health specialty visits, a model limited to historical

insurance claims data performed approximately as well (C-statistic 0.843) as a model using all available data (C-sta-

tistic 0.850). For prediction of suicide attempt following a general medical visit, addition of data recorded during the

visit yielded a meaningful improvement over a model using all data up to the prior day (C-statistic 0.853 vs 0.838).

Discussion: Results may not generalize to setting with less comprehensive data or different patterns of care.

Even the poorest-performing models were superior to brief self-report questionnaires or traditional clinical

assessment.

Conclusions: Implementation of suicide risk prediction models in mental health specialty settings may be less

technically demanding than expected. In general medical settings, however, delivery of optimal risk predictions

at the point of care may require more sophisticated informatics capability.
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INTRODUCTION

Suicide mortality rates in the United States have increased by 25%

since 2000, now accounting for over 45 000 deaths per year.1

Nonfatal suicide attempts lead to almost 500 000 emergency depart-

ment visits and 200 000 hospitalizations annually.2 Half of people

dying by suicide and two-thirds of people surviving suicide attempts

received some mental health diagnosis or treatment during the prior

year.3,4 Outpatient mental health visits, therefore, are a potential

occasion for preventive interventions.5

Effective secondary or selective prevention depends on accurate

identification of people at risk. Unfortunately, traditional clinical

detection of suicide risk is hardly better than chance.6 While self-

report measures (eg, the Patient Health Questionnaire-9 [PHQ-9]

depression questionnaire) can accurately identify people at increased
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risk,7,8 those tools have only moderate sensitivity and moderate

accuracy for identifying those at highest risk.

Several recent efforts have used health records data to develop

models predicting suicide attempt or suicide death.9–14 Some of

these models have achieved overall classification accuracy (C-statis-

tic) exceeding 80%, significantly improving on both traditional clin-

ical assessments and self-report questionnaires in both sensitivity

and ability to accurately predict high risk. Use of risk prediction

tools to inform outreach programs is underway in the Veterans

Health Administration15 and planned in several civilian integrated

health systems.

These prediction models have typically been developed in inte-

grated health systems with access to comprehensive insurance claims

and, in some cases, data from electronic health records (EHRs).

Developing models using the richest possible data aims to maximize

accuracy of prediction, but it may impede widespread implementa-

tion. Some healthcare systems hoping to use risk prediction models

to direct or prompt preventive interventions may lack some data

elements included in these prediction models. Some health systems

with access to data on the full range of predictors may lack the ca-

pacity to update risk predictions using real-time data.

We report here secondary analyses from previously published

research16 examining the contributions of specific data types to ac-

curacy of models predicting suicidal behavior following outpatient

visits. We examine how accuracy of prediction might vary depend-

ing on availability of specific data sources (ie, insurance claims alone

vs claims plus data available only from EHRs) and timeliness of

data (ie, including or excluding data recorded during a visit for

which a prediction is generated). Questions regarding the added

value of real-time data are especially relevant to visit-based preven-

tion efforts—delivering prompts or decision support to providers

during outpatient visits.

MATERIALS AND METHODS

The study sample and methods for development and validation of risk

prediction models are described in detail elsewhere16 and summarized

here. A public repository (www.github.com/MHResearchNetwork)

includes specifications and code for defining predictor and outcome

variables, a data dictionary and descriptive statistics for analytic data-

sets, code for variable selection and calibration steps, resulting model

coefficients and confidence limits, and comparison of model perfor-

mance in training and validation samples.

The 7 health systems participating in this research (HealthPart-

ners; Henry Ford Health System; and the Colorado, Hawaii, North-

west, Southern California and Washington regions of Kaiser

Permanente) provide insurance coverage and comprehensive health

care (including general medical and specialty mental health care) to

defined member populations enrolled through employer-sponsored

insurance, individual insurance, capitated Medicaid or Medicare,

and subsidized low-income programs. All systems recommend using

the PHQ-9 depression questionnaire17 at mental health visits and

general medical visits for depression, but implementation was in

progress during the study period and varied across health systems.

As members of the Mental Health Research Network, each

health system maintains a research data warehouse following the

Health Care Systems Research Network Virtual Data Warehouse

model.18 This resource combines data from insurance claims, EHRs,

state mortality records, and census-derived neighborhood

characteristics. Responsible institutional review boards for each

health system approved use of these de-identified data for this re-

search.

The study sample included outpatient visits between January 1,

2009 and June 30, 2015, by members 13 years of age or older, either

to a specialty mental health provider or a general medical provider

when a mental health diagnosis was recorded.

Potential predictors extracted from health system records for up

to 5 years prior to each visit included demographic characteristics

(age, sex, self-reported race, self-reported ethnicity, source of insur-

ance, and neighborhood income and educational attainment), cur-

rent and past mental health and substance use diagnoses (organized

in 12 categories), past suicide attempts, other past injury or poison-

ing diagnoses, dispensed outpatient prescriptions for mental health

medication (organized in 4 categories), past inpatient or emergency

department mental health care, general medical diagnoses (by Charl-

son Comorbidity Index19 categories), and recorded scores on the

PHQ-9 (including response to Item 9 regarding suicidal ideation and

responses to items 1-8 regarding other symptoms of depression).17

Diagnosis, prescription, and service use predictors were represented

as dichotomous indicators representing presence or absence of spe-

cific visit diagnosis groups, medication groups, and utilization types

during specific time periods: on the day of the index visit, during the

prior 90 days, during the prior year, and during the prior 5 years.

To represent temporal patterns of prior PHQ-9 item 9 scores, 24

variables were calculated for each encounter to represent number of

recorded PHQ-9 scores, maximum values, and modal values during

3 overlapping time periods (previous 90 days, previous 183 days,

and previous 365 days). The final set of potential predictors for each

encounter included 149 variables and 164 possible interactions (ie,

interaction of prior suicide attempt diagnosis with sex).

Diagnoses of self-harm or probable suicide attempt were ascer-

tained from injury or poisoning diagnoses recorded in EHRs and in-

surance claims accompanied by an International Classification of

Diseases-Ninth Revision cause of injury code indicating intentional

self-harm (E950-E958) or undetermined intent (E980-E989). Data

supporting the sensitivity and positive predictive value of this defini-

tion are described in a previous publication.16

Suicide deaths were ascertained from state mortality records.

Following common recommendations20,21 all deaths with an Inter-

national Classification of Diseases-Tenth Revision diagnosis of self-

inflicted injury (X60-X84) or injury or poisoning with undetermined

intent (Y10-Y34) were considered probable suicide deaths. Inclusion

of injury and poisoning deaths with undetermined intent increases

ascertainment of probable suicide deaths by 5%-10%.7

Prediction models were developed separately for mental health

specialty and general medical visits, with a 65% random sample of

each used for model training and 35% set aside for validation.

Within each setting, separate models were estimated for any suicide

attempt (fatal or nonfatal) and for suicide deaths. Models included

multiple visits per person to accurately represent changes in risk

within patients over time. For each visit, analyses considered any

outcome in the following 90 days, regardless of a subsequent visit in

between. In the initial variable selection step, separate models pre-

dicting risk of suicide attempt and suicide death were estimated us-

ing logistic regression with penalized LASSO (least absolute

shrinkage and selection operator) variable selection.22 The LASSO

penalization factor selects important predictors by shrinking coeffi-

cients for weaker predictors toward zero, excluding predictors with

estimated zero coefficients from the final sparse prediction model.

To avoid overfitting models to idiosyncratic relationships in the

training samples, variable selection used 10-fold cross-validation23
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to select the optimal level of tuning or penalization, measured by the

Bayesian information criterion.24 In the second calibration step,

generalized estimating equations25 with a logistic link re-estimated

coefficients in the training sample, accounting for both clustering of

visits under patients and bias toward the null in LASSO coefficients.

In the final validation step, logistic models derived from the above

2-step process were applied in the 35% validation sample to calcu-

late predicted probabilities for each visit. Variable selection analyses

were conducted using the GLMNET26 and Foreach27 packages for

R statistical software, version 3.4.0 (R Foundation for Statistical

Computing, Vienna, Austria). Confidence intervals for C-statistics

were calculated via bootstrap with 10 000 replications. Results are

reported as receiver-operating characteristic curves28 with C-statis-

tics29,30 along with observed rates in prespecified strata of predicted

probability.

For each of the 4 prediction scenarios (suicide attempt following

mental health visit, suicide death following mental health visit, sui-

cide attempt following general medical visit with mental health diag-

nosis, suicide death following general medical visit with mental

health diagnosis) we developed, calibrated, and validated 4 models

using increasingly detailed data. Model 1 included only age, sex,

and data regarding diagnoses, prescriptions, and utilization prior to

the day of the index visit—reflecting data typically available to an

insurer or health plan. Model 2 added data regarding patient race,

ethnicity, and neighborhood income and educational attainment—

reflecting data that might be available to an insurer or health plan

with linkage to available external resources. Model 3 added any

available PHQ-9 data prior to the day of the index visit—reflecting

data typically available in an integrated health system with access to

insurance claims and EHR data. Model 4 added diagnosis and

PHQ-9 data recorded on the day of the index visit—reflecting data

that might inform predictions in an EHR environment capable of

real-time calculation or updating of risk scores.

All technical materials (code for defining predictors and out-

comes from standard data model, data dictionary, code for fitting

and validating models, detailed model performance data) are avail-

able through our online repository (https://github.com/MHRe-

searchNetwork/MHRN-Predicting-Suicide-Supplement)

RESULTS

The eligibility criteria previously identified 19 961 056 visits by

2 960 929 unique patients, including 10 275 853 mental health spe-

cialty visits and 9 685 203 general medical visits with mental health

diagnoses. Characteristics of sampled visits are shown in Table 1.

Health system records and state mortality data identified 24 133

probable suicide attempts and 1240 probable suicide deaths in the

study sample during the 90-day follow-up period. Among mental

health specialty visits, 63 805 (0.02%) visits were followed by a

probable suicide attempt, and 2383 (0.6%) visits were followed by a

probable suicide death. Among general medical visits, 24 993

(0.3%) visits were followed by a probable suicide attempt, and 1301

(0.01%) visits were followed by a probable suicide death.

Receiver-operating characteristic curves in the 4 panels of Fig-

ure 1 illustrate classification performance of alternative models in

each of the 4 prediction scenarios. Corresponding C-statistics or

areas under the curves with 95% confidence limits are shown in

Table 2. For prediction of suicide attempt following a mental health

specialty visit, model 1 limited to data typically available to an in-

surer or health plan (age, sex, and historical utilization) had overall

classification accuracy approximately equivalent to subsequent

models allowed to include richer and richer data. For prediction of

suicide death following a mental health specialty visit, inclusion of

race, ethnicity, and neighborhood socioeconomic data (model 2)

meaningfully improved prediction over model 1 limited to tradi-

tional insurance claims information. Including additional informa-

tion from EHRs did not meaningfully improve prediction. For

prediction of suicide attempt following a general medical visit with

mental health diagnosis, a model 1 limited to data typically available

to an insurer had overall classification accuracy equivalent to subse-

quent models allowed to consider additional sociodemographic in-

formation (model 2) or questionnaire data from EHRs (model 3).

However, overall classification accuracy was significantly improved

when available data were expanded to include diagnoses and ques-

tionnaire responses entered during the index visit (model 4). For pre-

diction of suicide death following a mental health specialty visit,

accuracy of classification improved slightly with each additional

level of data availability. C-statistics reflect classification perfor-

mance across the entire range of risk. More detailed analyses fo-

cused on calibration and classification performance at the upper end

of the risk spectrum.

Calibration performance refers to accurate prediction of ob-

served risk. Table 3 displays observed rates of suicide attempt and

suicide death in different strata of predicted risk for each model in

each of the 4 prediction scenarios. These percentages are analogous

to positive predictive value, but for strata rather than dichotomous

cutpoints. Improved performance would be indicated by agreement

between predicted and observed rates within any stratum and by

greater separation of rates across strata. Regarding prediction of sui-

cide attempt following mental health specialty visits, performance

was generally similar across different levels of data availability. Re-

garding prediction of suicide death following mental health specialty

visits, performance improved meaningfully with addition of race,

ethnicity, and socioeconomic data (model 1 to model 2) and was

similar at subsequent steps. Regarding prediction of suicide attempt

following general medical visits, performance improved moderately

with addition of data from the index visit (model 3 to model 4). Re-

garding prediction of suicide death following general medical visits,

performance improved slightly with each additional level of data

availability. Positive predictive value percentages for dichotomous

cutpoints are presented in Supplementary Table S3.

Classification performance refers to accurate sorting of high and

low risk. Table 4 displays proportion of all events (suicide attempts

or suicide deaths) occurring in different strata of predicted risk for

each model in each of the 4 prediction scenarios. These percentages

are analogous to sensitivity, but for strata rather than dichotomous

cutpoints. Improved performance would be indicated by a larger

proportion of events occurring after visits with highest scores or a

smaller proportion of events occurring after visits with lowest

scores. The pattern of results was similar to that described above for

calibration performance. Regarding prediction of suicide attempt

following mental health specialty visits, performance was generally

similar across different levels of data availability. Regarding predic-

tion of suicide death following mental health specialty visits, perfor-

mance improved moderately with addition of race, ethnicity, and

neighborhood socioeconomic data (model 1 to model 2). Using a

percentile threshold of 90%, model 2 would identify 62% of events

compared with 58% for model 1. Regarding prediction of suicide at-

tempt following general medical visits, performance improved mod-

estly with addition of data from the index visit (model 3 to model

4). Using a percentile threshold of 90%, model 4 would identify

61% of events compared with 59% for model 3. Regarding
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prediction of suicide death following general medical visits, perfor-

mance was not meaningfully different at different levels of data

availability.

Raw data regarding model performance (sensitivity, specificity,

negative predictive value, positive predictive value) across all

possible cutpoints are provided in our online repository (https://

github.com/MHResearchNetwork/MHRN-Predicting-Suicide-Sup-

plement).

Supplementary Table S1a-d lists individual predictors selected

for each of the 4 models for each of the 4 prediction scenarios. For

prediction of suicide attempt following a mental health specialty

visit (Supplementary Table S1a), variables selected regarding age,

sex, diagnosis history, medication history, and utilization history

were generally similar across the different levels of data availability.

Coefficients or weights assigned to each predictor were also gener-

ally similar. Models 3 and 4 did select variables representing PHQ-9

responses at prior visits, and model 4 did select additional variables

representing PHQ-9 responses at the index visit—but most of these

were assigned relatively small coefficients or weights. In contrast,

for prediction of suicide attempt following a general medical visit

(Supplementary Table S1c), variables selected and estimated coeffi-

cients were generally similar for models 1, 2, and 3. However, model

4 selected several variables representing PHQ-9 responses at the in-

dex visit, and some of those predictors were assigned moderate

weight in the final prediction model.

Supplementary Tables S2a-l show the cross-classification of risk

score categories for adjacent models in each of the 4 prediction sce-

narios (ie, model 1 percentile categories vs model 2 percentile cate-

gories for prediction of suicide attempt following mental health

specialty visit). In general, shifting among categories was greater for

models predicting suicide death (Supplementary Tables S2d-f and

j-l) than for models predicting suicide attempt (Supplementary

Tables S2a-c and g-i). Shifting among categories was also greater

when additional data elements yielded meaningful improvement in

prediction (ie, Supplementary Table S2d comparing prediction of

suicide death after mental health specialty visit for models including

and not including data regarding race, ethnicity, and neighborhood

characteristics) than when additional data had minimal effect on ac-

curacy of prediction (ie, Supplementary Table S2a comparing pre-

diction of suicide attempt after mental health specialty visit for

models including and not including data regarding race, ethnicity,

and neighborhood characteristics).

DISCUSSION

Using data from a sample of approximately 20 million visits from

7 large healthcare systems, we examined how accuracy of machine

learning-derived suicide risk prediction models varied according to

availability and timeliness of health records data. For prediction of

suicide attempts following mental health specialty visits, we found

that models limited to data typically available to an insurance car-

rier (ie, historical claims data) performed approximately as well as

models also using up-to-the-minute diagnosis and patient-reported

outcome questionnaire data from EHRs. For prediction of suicide

death following mental health specialty visits, we found that mod-

els using historical claims data and basic sociodemographic infor-

mation (race, ethnicity, and neighborhood characteristics)

performed approximately as well as models using all available

EHR data. For prediction of suicide attempts or suicide deaths fol-

lowing general medical visits, we found that use of EHR data, in-

Table 1. Characteristics of sampled visits to specialty mental health and general medical providers

Mental health

specialty visits

General medical

visits

Visits followed by

suicide death

Visits followed by

suicide attempt

(n¼ 10 275 853) (n¼ 9 685 203) (n¼ 3684) (n¼ 88 798)

n % n % n % n %

Female 6 397 210 62.3 5 956 354 61.5 1337 36.3 58 251 65.6

Age

13-17 y 1 031 932 10.0 385 948 4.0 48 1.3 16 872 19.0

18-29 y 1 721 536 16.8 1 265 442 13.1 519 14.1 22 466 25.3

30-44 y 2 684 135 26.1 2 058 564 21.3 958 26.0 21 489 24.2

45-64 y 3 775 495 36.7 3 793 229 39.2 1695 46.0 22 555 25.4

65 or older 1 062 755 10.3 2 182 023 22.5 468 12.7 5417 6.1

Diagnoses in prior 5 years

Depressive disorder 7 602 628 74.0 5 276 619 54.5 3142 85.3 78 320 88.2

Bipolar disorder 1 371 412 13.3 561 209 5.8 866 23.5 27 083 30.5

Schizophrenia spectrum disorder 373 860 3.6 161 950 1.7 173 4.7 7903 8.9

Other psychotic disorder 518 380 5.0 275 313 2.8 409 11.1 13 142 14.8

Substance use disorder 2 955 856 28.8 1 822 479 18.8 1742 47.3 47 596 53.6

Prior self-harm diagnoses

In prior year 241 512 2.4 69 719 0.7 626 17.0 21 480 24.2

In prior 5 y 423 227 4.1 161 088 1.7 742 20.1 27 965 31.5

PHQ-9 item 9 score recorded

At index visit 1 012 916 9.9 480 634 5.0 523 14.2 12 432 14.0

At any visit in past year 1 781 713 17.3 723 685 7.5 833 22.6 21 578 24.3

Length of enrollment prior to visit

1 y or more 8 767 230 85.3 8 049 100 83.1 3135 85.1 74 857 84.3

5 y or more 5 803 088 56.5 5 448 230 56.3 2089 56.7 45 731 51.5

PHQ-9: Patient Health Questionnaire-9.
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Figure 1. Receiver-operating characteristic curves illustrating model performance in validation dataset for prediction of suicide attempts and suicide deaths within

90 days of visit in 7 health systems. MH: mental health; PC: primary care; PRO: patient-reported outcome; SES: socioeconomic status.

Table 2. Overall classification accuracy for alternative models predicting suicidal behavior following outpatient visits

Model 1 Model 2 Model 3 Model 4

AUC 95% CI AUC 95% CI AUC 95% CI AUC 95% CI

Suicide attempt within 90 days of mental

health specialty visit

0.843 (0.841-0.846) 0.843 (0.841-0.846) 0.847 (0.844-0.849) 0.850 (0.848-0.853)

Suicide death within 90 days of mental

health specialty visit

0.836 (0.822-0.849) 0.859 (0.845-0.871) 0.860 (0.846-0.873) 0.861 (0.847-0.874)

Suicide attempt within 90 days of general medical visit 0.836 (0.832-0.841) 0.838 (0.833-0.843) 0.838 (0.833-0.843) 0.853 (0.848-0.857)

Suicide death within 90 days of general medical visit 0.819 (0.799-0.838) 0.821 (0.801-0.842) 0.822 (0.800-0.842) 0.833 (0.812-0.852)

Model 1 selects predictors from data regarding age, sex, and past diagnoses, prescriptions, and utilization. Model 2 selects predictors from all variables consid-

ered in model 1 and additional data regarding race, ethnicity, and neighborhood characteristics. Model 3 selects predictors from all variables considered in model

2 and additional data regarding past depression questionnaires from electronic health records. Model 4 selects predictors from all variables considered in model 3

and additional data regarding diagnoses and questionnaire responses from the index visit.

AUC: area under the receiver-operating characteristic curve; CI: confidence interval.
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Table 3. Calibration performance (ie, accurate prediction of observed risk) for models using alternative data sources

Risk Score Percentile Model 1 Model 2 Model 3 Model 4

Training Validation Training Validation Training Validation Training Validation

Suicide attempt following mental health specialty visit

>99.5th 12.57 12.22 12.77 12.35 12.54 12.54 13.02 12.72

99th to 99.5th 8.83 8.66 8.55 8.64 8.75 8.31 8.47 8.12

95th to 99th 4.00 4.01 4.03 4.03 4.07 4.13 4.09 4.18

90th to 95th 1.82 1.83 1.83 1.81 1.88 1.83 1.91 1.85

75th to 90th 0.85 0.85 0.85 0.86 0.85 0.85 0.86 0.86

50th to 75th 0.3 0.33 0.33 0.33 0.32 0.32 0.32 0.32

<50th 0.11 0.11 0.11 0.11 0.10 0.10 0.10 0.10

Suicide death following mental health specialty visit

>99.5th 0.60 0.62 0.87 0.91 0.65 0.74 0.65 0.66

99th to 99.5th 0.53 0.53 0.28 0.25 0.61 0.55 0.64 0.59

95th to 99th 0.15 0.16 0.16 0.17 0.16 0.17 0.16 0.17

90th to 95th 0.07 0.06 0.08 0.08 0.07 0.08 0.07 0.09

75th to 90th 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03

50th to 75th 0.01 0.02 0.01 0.01 0.01 0.02 0.01 0.01

<50th <0.01 <0.01 0.01 <0.01 <0.01 <0.01 <0.01 <0.01

Suicide attempt following general medical visit with mental health diagnosis

>99.5th 8.48 7.79 8.51 7.87 8.56 7.91 8.65 7.96

99th to 99.5th 3.88 3.98 3.75 3.93 3.80 3.98 4.16 4.19

95th to 99th 1.54 1.55 1.55 1.54 1.55 1.53 1.61 1.60

90th to 95th 0.63 0.64 0.65 0.66 0.65 0.67 0.65 0.66

75th to 90th 0.30 0.30 0.30 0.30 0.30 0.31 0.31 0.31

50th to 75th 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13

<50th 0.05 0.05 0.05 0.05 0.05 0.05 0.04 0.04

Suicide death following general medical visit with mental health diagnosis

>99.5th 0.28 0.19 0.48 0.42 0.48 0.42 0.54 0.44

99th to 99.5th 0.33 0.35 0.20 0.18 0.20 0.20 0.18 0.20

95th to 99th 0.09 0.08 0.08 0.08 0.08 0.07 0.09 0.08

90th to 95th 0.04 0.04 0.095 0.05 0.05 0.04 0.04 0.04

75th to 90th 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02

50th to 75th 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01

<50th <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.01

Cells display observed rates of suicide attempts and suicide deaths in different risk strata in training and validation samples.

Table 4. Classification performance (ie, accurate sorting of high and low risk) for models using alternative data sources

Risk score percentile Model 1 Model 2 Model 3 Model 4 Model 1 Model 2 Model 3 Model 4

Suicide attempt following mental health specialty visit (%) Suicide death following mental health specialty visit (%)

>99.5th 9.9 10.0 10.1 10.4 11.5 17.0 13.7 12.3

99th to 99.5th 7.0 7.0 6.6 6.4 10.0 4.7 10.3 10.8

95th to 99th 25.6 25.8 26.5 26.7 24.2 25.2 26.0 25.1

90th to 95th 14.7 14.5 14.7 14.8 11.8 15.6 14.1 16.0

75th to 90th 20.5 20.7 20.6 20.8 17.8 17.0 15.0 16.3

50th to 75th 13.4 13.4 13.2 12.9 14.5 13.5 14.1 13.6

<50th 8.9 8.7 8.3 7.9 10.2 7.1 7.0 6.0

Suicide attempt following general medical visit (%) Suicide death following general medical visit (%)

>99.5th 14.9 15.1 15.1 15.3 6.3 13.9 13.7 14.4

99th to 99.5th 7.6 7.6 7.7 8.1 11.5 6.1 6.5 6.5

95th to 99th 24.1 23.8 23.6 24.7 22.0 18.4 18.4 22.2

90th to 95th 12.5 12.8 13.0 12.8 11.7 14.6 14.2 12.6

75th to 90th 17.5 17.6 17.7 18.2 22.5 22.7 22.9 19.1

50th to 75th 12.8 12.7 12.5 12.2 15.7 12.8 12.8 15.5

<50th 10.6 10.4 10.3 8.6 10.3 11.5 11.5 9.7

Cells display observed proportion of suicide attempts or suicide deaths occurring in different risk strata in training and validation samples.
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cluding same-day diagnoses and questionnaire responses, yielded

meaningfully more accurate predictions.

Limitations
Our measures of suicide attempt and suicide death are subject to

error. As discussed previously, mortality records may not capture a

significant minority of true suicide deaths. Use of recorded self-harm

diagnoses to identify probable suicide attempts probably involves

both false positive and false negative errors.

We only consider visits to mental health providers or visits to

general medical providers with a recorded mental health diagnosis.

Consequently, these models could not identify the one-third to

one-half of suicide attempts and suicide deaths not preceded by any

mental health diagnosis or treatment.3,4

Our data are all derived from integrated health systems with

comprehensive records regarding receipt of general medical and

mental health care, filled prescriptions for all categories of medica-

tions, and diagnoses of definite or possible self-harm in any

healthcare setting. We do find that prediction models for mental

health specialty care do not suffer a significant loss of performance

if questionnaire data or same-day data are not available. But results

may not apply to settings in which historical data are not available

across all healthcare settings (primary and specialty care; outpatient,

inpatient, and emergency department care) or where patients fre-

quently receive care outside the health system.

Diagnoses assigned by real-world primary care and mental

health providers are certainly subject to error and underascertain-

ment, and more systematic or accurate diagnoses (eg, those by struc-

tured assessments or research clinicians) might yield different

results.

Our findings also may not generalize to other health systems

or healthcare settings with different patterns of diagnosis and treat-

ment. For example, the associations between risk of suicidal behav-

ior and diagnoses of mood or substance use disorder seen in most

models might not be seen in settings with lower rates of recognition,

diagnosis, or treatment.

Context
Consideration of more detailed or diverse predictors might lead to

more accurate stratification of risk. The discrete data easily

extracted from health system records do not reflect many important

risk factors for suicidal behavior, including both long-term vulner-

abilities (eg, adverse childhood experiences) and more proximate

stressors (eg, bereavement or job loss). More systematic assessment

and standardized recording of those important risk factors should

be a priority for health systems hoping to accurately identify people

at risk for self-harm. Analyses of full-text medical records might

improve identification of standard risk factors or reveal details of

providers’ clinical impressions or sentiments.12,31

We should strongly caution against any use of these findings to

infer causal relationships. Caution is especially important regarding

observed associations between medication use and subsequent

suicidal behavior. For example, an association between use of

second-generation antipsychotic medication use and subsequent sui-

cide attempt could reflect either a causal association (antipsychotic

medication increases risk of suicide death) or, more likely, con-

founding (patients at higher risk of suicide death are more likely

to be prescribed antipsychotic medication). Neither our data nor

any other simple observational design can distinguish those 2 very

different pathways.

More frequent use of the PHQ-9 might increase the gap between

predictions limited to insurance claims data and predictions also in-

cluding questionnaire data from EHRs, especially for general medi-

cal visits. We find that the impact of excluding PHQ-9 data was

negligible for mental health specialty visits, in which such data were

available for approximately 17% of encounters in our sample. In

contrast, access to PHQ-9 data moderately improved prediction for

general medical visits, in which such data were only available for

7.5% encounters in our sample. We suspect that the higher value of

PHQ-9 data regarding general medical visits reflects sparser histori-

cal data regarding mental health diagnoses and treatment for

patients seen in general medical settings. Even though PHQ-9 data

were more often available regarding mental health specialty visits,

those data did not add meaningfully to predictions based on richer

historical data regarding diagnoses, utilization patterns, and medica-

tion use.

Even the poorest-performing models we evaluated were still

superior to many of the existing risk prediction tools available. For

example, prediction of suicide death following a mental health spe-

cialty visit was significantly improved by availability of data regard-

ing race, ethnicity, and neighborhood characteristics. But a model

limited to historical claims data only still yielded a C-statistic of

0.836. Using that model, observed risk of suicide death following

visits with scores above the 99.5th percentile was over 50 times

greater than after visits with scores below the 50th percentile. And

visits with scores above the 95th percentile by that model accounted

for over 45% of all suicide deaths. That performance far exceeds the

accuracy of brief self-report questionnaires6 or traditional clinical

assessments.7,8

Implications
Implementation of suicide risk prediction models in mental health

specialty clinics may be less technically demanding than expected.

Our findings indicate that data typically available to an insurer or

health plan (age, sex, prior diagnoses, and prior utilization patterns)

can accurately predict suicide attempt or suicide death over 90 days

following an outpatient visit to a specialty mental health provider.

Models limited to those historical data perform well in terms of

both overall classification accuracy (ie, C-statistic), sensitivity, and

accurate identification of patients at highest risk. Adding question-

naire information from EHRs or diagnoses recorded at the index

visit did not add significant value by any of those metrics. Conse-

quently, health plans could consider using models developed using

traditional insurance claims data to inform population-based out-

reach or care management programs, as already implemented

by the Department of Veterans Affairs.15,32 Healthcare delivery

systems or EHR vendors could consider providing risk predictions

to providers at the time of a clinical encounter, without the added

complexity of recalculating risk predictions to include up-to-the-

minute data.

In general medical settings, however, delivery of optimal risk

predictions at the point of care may require more sophisticated EHR

capability. Prediction was meaningfully improved by addition of

PHQ-9 data and mental health diagnoses recorded during the index

visit. Realizing that additional accuracy would require capacity to

update risk predictions and deliver decision support in real time.
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