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Abstract: The aim of the present study was to better understand the interaction of face and voice processing
when identifying people. In a S1-S2 crossmodal priming fMRI experiment, the target (S2) was a disyllabic
voice stimulus, whereas the modality of the prime (S1) was manipulated blockwise and consisted of the
silent video of a speaking face in the crossmodal condition or of a voice stimulus in the unimodal condition.
Primes and targets were from the same speaker (person-congruent) or from two different speakers (person-
incongruent). Participants had to classify the S2 as either an old or a young person. Response times were
shorter after a congruent than after an incongruent face prime. The right posterior superior temporal sulcus
(pSTS) and the right angular gyrus showed a significant person identity effect (person-incongruent>per-
son-congruent) in the crossmodal condition but not in the unimodal condition. In the unimodal condition, a
person identity effect was observed in the bilateral inferior frontal gyrus. Our data suggest that both the
priming with a voice and with a face result in a preactivated voice representation of the respective person,
which eventually facilitates (person-congruent trials) or hampers (person-incongruent trials) the processing
of the identity of a subsequent voice. This process involves activation in the right pSTS and in the right angu-
lar gyrus for voices primed by faces, but not for voices primed by voices. Hum Brain Mapp 38:2553–2565,
2017. VC 2017 Wiley Periodicals, Inc.
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INTRODUCTION

Human faces and voices are the most important sources
of person information such as identity, emotion, age, and
gender. Their recognition is essential for us to act adequately
in social interactions. In everyday life, we typically encoun-
ter crossmodal stimulation as we see a face while simulta-
neously hearing the corresponding voice.

It has long been known that facial and vocal cues interact
during speech perception [reviewed in Campbell, 2008;
Navarra et al., 2012]. For instance, it has been demonstrated
that seeing a talker’s facial movements can facilitate auditory
speech perception [Sumby and Pollack, 1954] and that incon-
gruent visual lip movements can create illusionary auditory
percepts [e.g. McGurk effect, McGurk and MacDonald, 1976].
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Much later it has been documented that faces and voices inter-
act extensively during the processing of person information.
Voice recognition has been observed to be facilitated when a
face with the same identity was simultaneously presented
with the voice [Schweinberger et al., 2007, 2011] or prior to the
voice [Ellis et al., 1997; F€ocker et al., 2011; Stevenage et al.,
2012]. Moreover, the learning of face-voice associations in com-
parison with voice-name associations has been reported to sig-
nificantly enhance subsequent voice recognition [von
Kriegstein and Giraud, 2006; Sheffert and Olson, 2004].

Traditional models of person perception have assumed
that faces and voices are processed in separate brain path-
ways and integration occurs only in postperceptual process-
ing stages [Bruce and Young, 1986]. However, more recent
findings have suggested that faces and voice interact at early
sensory processing stages during the integration of person
information [Chandrasekaran et al., 2013; F€ocker et al., 2011;
Gonz�alez et al., 2011; Joassin et al., 2004; Schall et al., 2013;
Schweinberger et al., 2011;]. Moreover, voice recognition has
been shown to elicit activation in classical face-processing
areas of the fusiform gyrus [von Kriegstein et al., 2005, 2008;
von Kriegstein and Giraud, 2004, 2006; Schall et al., 2013].

Different experimental approaches have been employed to
study the interactions between faces and voices with func-
tional magnetic resonance imaging (fMRI). One is to com-
pare brain activation elicited by unimodal stimuli (faces,
voices) with brain activation elicited by bimodal stimuli (i.e.
faces and voices are presented simultaneously) [Joassin
et al., 2011; Watson et al., 2014a]. Using this approach, Joas-
sin et al. [2011] reported person identity related activation in
a cerebral network consisting of classical face-sensitive areas
of the fusiform gyrus, of voice-sensitive areas along the mid-
dle superior temporal sulcus (STS), and of high-level supra-
modal brain regions such as the angular gyrus and the
hippocampus. In contrast, Watson et al. [2014a] did not
observe evidence for the integration of person-related infor-
mation in lower-level visual or auditory areas, but identified
the right posterior STS (pSTS) as an audiovisual region
which specifically seemed to integrate person-related infor-
mation. Interestingly, during emotion perception, the pSTS
has repeatedly been reported to respond with a higher
BOLD signal to the presentation of bimodal emotional stim-
uli (e.g. happy face paired with laughter) in comparison
with purely auditory (e.g. laughter, scream) or face stimuli
[Klasen et al., 2011; Kreifelts et al., 2007; Robins et al., 2009].

Experimental designs comparing unimodal stimulation
with bimodal stimulation cannot always be unambiguous-
ly interpreted: on the one side, it is not clear whether the
measured BOLD response is caused by genuine multisen-
sory neurons or by a mixture of unisensory neurons selec-
tively responding to different senses within the voxel
[Goebel and van Atteveldt, 2009; Love et al., 2011]. On the
other side, common activity arising for each stimulation
condition enters the left side of the equation A 1 V 5 AV
twice resulting in differences in activation which do not
reflect genuine multisensory integration [see Gondan and

R€oder, 2006; James and Stevenson, 2012; Teder-S€alej€arvi
et al., 2002]. Therefore, different paradigms controlling for
these factors need to be employed.

For instance, bimodal emotionally congruent stimuli
(e.g., happy face paired with laugh) have been compared
with bimodal emotionally incongruent stimuli (e.g. happy
face paired with scream, [Dolan et al., 2001; Klasen et al.,
2011; M€uller et al., 2011]), assuming that only semantically
congruent stimuli can be successfully integrated into one
percept [Doehrmann and Naumer, 2008]. Bimodal emo-
tionally incongruent stimuli elicited a higher BOLD signal
than emotionally congruent stimuli in the angular gyrus,
in the cingulate and in prefrontal areas [Klasen et al., 2011;
M€uller et al., 2011].

Another alternative are priming paradigms: It is a well-
established finding that the repeated presentation of the
same stimulus (or of the same stimulus attribute) causes the
fMRI signal to decline in brain regions that process that
stimulus or that stimulus attribute [Grill-Spector et al., 2006;
Henson, 2003; Schacter and Buckner, 1998]. Priming effects
for crossmodal prime-target combinations have previously
been explored with fMRI [Adam and Noppeney, 2010;
Blank et al., 2015; Noppeney et al., 2008; Tal and Amedi,
2009; Watson et al., 2014b], but the effects of face primes on
voice recognition have not yet been investigated.

In the present study, we employed a S1-S2 priming par-
adigm to study multisensory interactions during person
recognition. The S2 stimulus (the target) was a human
voice in all conditions. The S1 stimulus (the prime) preced-
ed the target stimulus and was a dynamic face (video) in
the crossmodal condition and a human voice in the unim-
odal condition. We further manipulated the congruency
between the prime and the target, that is, whether the
prime and the target belonged to the same speaker (per-
son-congruent) or to different speakers (person-incongru-
ent). Based on the previous literature, we expected in the
crossmodal condition a decrease in activation in same-
speaker (person-congruent) compared with different-
speaker (person-incongruent) trials in face-sensitive areas
of the fusiform gyrus [Grill-Spector et al., 2004; Shah et al.,
2001] and in voice-sensitive areas along the STS [Andics
et al., 2013b; Joassin et al., 2011; Latinus et al., 2011] and
the inferior frontal gyrus (IFG, [Andics et al., 2013a,b; Lat-
inus et al., 2011]). We further predicted a similar decline
of the BOLD signal in supramodal brain regions which
have been previously reported to be activated during the
integration of human faces and voices, specifically the
pSTS [Blank et al., 2011; Joassin et al., 2011; Klasen et al.,
2011; Watson et al., 2013, 2014a,b] and the angular gyrus
[Joassin et al., 2011; Klasen et al., 2011; M€uller et al., 2011].

MATERIALS AND METHODS

Participants

Nineteen university students participated in this study.
Due to exceptional slow reactions times (more than three

r H€olig et al. r

r 2554 r



standard deviations above the mean of the remaining partic-
ipants), the data of one participant (male, 23 years, right-
handed) was excluded from all analyses. All participants in
the final sample (eight women, mean age: 24 years, age
range: 19–31 years, 17 right handed) reported normal or
corrected-to-normal vision and hearing. Written informed
consent was given by each participant prior to the beginning
of the experiment and all participants received monetary
compensation for their participation. This study was
approved by the ethic committee of the medical association
of Hamburg.

Experimental Design

Stimulus material

Stimulus material was the same as in F€ocker et al. [2011]
and consisted of disyllabic German pronounceable pseudo-
words (baba, dede, fafa, lolo, sasa, wowo, babu, dedu, fafi,
lolu, wowe) presented either visually (silent video of a
speaking face) or auditorily (voice). We used pseudowords
in order to single out voice identity effects by minimizing
possible confounds related with real words (e.g. semantic
associations, valence, familiarity). Dynamic (videos) instead
of static faces were presented because of their higher ecolog-
ical validity (in naturalistic settings, we see moving faces).
Previous research has additionally demonstrated that voice
recognition benefits more from simultaneously presented
dynamic than static same identity faces and is significantly
impaired by dynamic but not by static faces of other people
[Schweinberger et al., 2007]. Moreover, in unimodal
research, it has been shown that facial motion contributes
significantly to the processing of face identity [Knappmeyer
et al., 2003].

The pseudowords were spoken by 12 professional actors:
three young women (mean age: 25 years, range: 23–27
years), three young men (mean age: 28 years, range: 26–29
years), three old women (mean age: 63 years, range: 61–64
years) and three old men (mean age: 66 years, range: 56–79
years). Each talker spoke all pseudowords. Talker’s utteran-
ces were recorded in a sound-attenuated recording studio
(Faculty of Media Technology at the Hamburg University of
Applied Sciences) with a Neumann U87 microphone. Sound
material was digitally sampled at 16 bit and offline equated
for root mean square at 0.2 for presentation inside and at
0.025 for presentation outside the MR scanner. The mean
duration of the auditory stimuli was 1,044 ms (range: 676
ms–1,406 ms). To guarantee a smooth onset of the voice
stimulus, a 50 ms period of silence was added before the
actor’s voicing began. Actors were filmed with frontal view,
outer facial features including hair and ears were covered
(see example in Fig. 1). The video signal was digitally sam-
pled at 16.66 frames per second with 24-bit resolution at 720
3 480 pixels. Videos were presented in grey scale. The mean
duration of the video stimuli was 2,285 ms (range: 1,740 ms
to 2,880 ms). A video file started with a motionless face for
720 ms (12 frames) before the face started moving while

uttering the disyllabic pseudoword. It ended again with an
image without any facial movements (closed mouth, 300 ms,
five frames).

Procedure

Experiment

Within a S1-S2 paradigm (Fig. 1), we presented succes-
sively (1) the silent video of a speaking face and a voice
stimulus (crossmodal condition) or (2) two voice stimuli
(unimodal condition). Each trial began with a warning
sound (550 Hz, duration 5 100 ms). After 500 ms, the first
stimulus was presented (S1, a silent video of a speaking
face in the crossmodal condition, a voice in the unimodal
condition) and after an interstimulus interval (ISI) of 700
ms, the second stimulus (S2, a voice in all conditions). The
trial ended with the response of the participant, maximal
1,000 ms after the offset of the S2 voice. Each trial was
followed by a 4 to 12 s rest period (mean: 8 s, uniform
distribution). A white fixation cross was presented
throughout scanning except during the presentation of the
face stimuli.

As the S1 voice stimuli were of shorter duration than
the S1 face stimuli (see Stimulus Material), periods of
silence were added before and after the presentation of
each S1 voice stimulus. The difference in duration was cal-
culated individually for each face-voice pair. Of that time
difference, 450 ms were added at the offset of the S1 voice
stimulus; and the remaining time before the onset of the
S1 voice stimulus (mean: 729 ms, range: 386–1,389 ms).

In 50% of the trials, S1 and S2 belonged to the same speaker
(person-congruent trials); in the other 50% of the trials, S1 and
S2 belonged to different speakers (person-incongruent trials)
(Fig. 1). Participants indicated whether the S2 voice was from
an old or from a young person. An orthogonal task instead of
an explicit speaker identity matching task was used in order
to dissociate the effect of person identity incongruency from
response incongruency. Orthogonal tasks have been success-
fully employed in previous priming studies [Ellis et al., 1997;
Henson, 2003; Noppeney et al., 2008]. Participants responded
by pressing one of two buttons on a keypad with the index or
the middle finger of the right hand. Response key assign-
ments were counterbalanced across participants. In both
modality conditions (unimodal and crossmodal), 48 person-
congruent and 48 person-incongruent trials were presented
resulting in 96 trials per modality and in a total number of
192 trials (standard trials). To guarantee attention to the S1
stimulus, 12 additional trials with deviant S1 stimuli (deviant
trials, 11.1% of trials) were interspersed in each modality con-
dition. Participants had to detect a deviant stimulus by press-
ing the button which was assigned to the index finger. The
experiment was presented in four sessions (two crossmodal
and two unimodal sessions); uni- and crossmodal sessions
alternated. Half of the participants started with a unimodal
session, the other half with a crossmodal session.
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In standard trials, six pseudowords in which the first and
second syllable were identical were presented (baba, dede,
fafa, lolo, sasa, wowo). Deviant S1 voice stimuli (unimodal
condition) consisted of pseudowords with two different syl-
lables (babu, dedu, fafi, lolu, wowe) and deviant S1 face
stimuli (crossmodal condition) of non-speaking faces (with-
out any lip movements). To avoid physically identical voice
pairs in the unimodal person-congruent condition (voice-
voice), different pseudowords were used as S1 and S2 in all
conditions, e.g. “baba” as S1 and “dede” as S2. Stimuli were
presented in a pseudo-randomized order so that the same
actor was never presented in two consecutive trials and
deviant stimuli were separated by at least two standard
stimuli. Overall, each actor was presented equally often as
S1 and as S2 in both conditions. In person-incongruent trials,

each speaker was paired once with a different speaker of the
same age and gender, once with a different speaker of the
same age but a different gender, once with a different speak-
er of a different age but the same gender and once with a dif-
ferent speaker of a different age and a different gender.
Consequently, 50% of person-incongruent trials (i.e. 25% of
the total trials) were gender-congruent (S1 and S2 same
gender) and 50% (i.e. 25% of the total trials) were gender-
incongruent (S1 and S2 different gender). Similarly, 50%
of person-incongruent trials were age-congruent (S1 and S2
same age) and 50% were age-incongruent (S1 and S2
different age). Note that age-congruent trials were response-
congruent (i.e. S1 primed response to S2) and age-
incongruent trials response-incongruent (i.e. S1 did not
prime response to S2). This procedure enabled us to

Figure 1.

Illustration of the experimental design. (A) Timing and tasks of the

experiment. Two stimuli (disyllabic pseudowords) were succes-

sively presented. The second stimulus (S2) was always a voice.

Participants indicated whether the S2 voice was from an old or

from a young person. Additionally, participants had to detect devi-

ant S1 stimuli (11.1% of all trials). ITI 5 intertrial-interval. (B) Con-

ditions of the experiment. Two factors (prime modality, person

identity) were manipulated within participants. Prime modality: the

S1 stimulus was either a silent video of a speaking face (crossmodal

condition) or a voice stimulus (unimodal condition). Person identi-

ty: in 50% of the trials, S1 and S2 belonged to the same speaker

(person-congruent); in the other 50%, S1 and S2 belonged to

different speakers (person-incongruent). To avoid physically

identical voice pairs in the unimodal person-congruent condition

(voice-voice), different pseudowords were used as S1 and S2 in all

conditions, e.g. “baba” as S1 and “dede” as S2.
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disentangle the effect of person identity from the effects of
age, gender, and response.

Training

Prior to the experiment, participants were familiarized
with all face and voice stimuli presented in standard trials
in multiple two hour training sessions. The training proce-
dure was the same as in F€ocker et al. [2011]. Initially, all
stimuli were introduced and associated with a disyllabic
proper name for each actor. In each trial, participants lis-
tened to an auditorily presented name which was followed
by (1) the face or (2) one of six voice stimuli or (3) the
bimodal face-voice combination of the corresponding
actor. Participants were instructed to memorize all name-
voice and name-face associations.

The main training consisted of two phases: a person
identity training phase and a person identity matching
phase. In the training phase, a face or a voice stimulus
was presented and participants were asked to respond
with the correct name of the actor. Feedback was provided
after each response. Each training sequence consisted of 36
randomly presented stimuli (24 voices and 12 faces), in
which each actor was presented three times. This training
phase ended as soon as the participant reached the criteri-
on of 85% correct responses (21 out of 24 voices, 10 out of
12 faces) in at least three consecutive training sequences.

In the matching phase, face and voice stimuli were pre-
sented within a S1-S2 paradigm. Each matching sequence
consisted of 30 face-voice or voice-voice pairs of which
50% were person-congruent and 50% person-incongruent.
In contrast to the main experiment, participants explicitly
indicated whether the two stimuli belonged to the same or
two different persons and received feedback after each
response. Participants had to reach a criterion of 85% correct
classifications in two successive blocks (26 out of 30 trials) to
successfully terminate this training phase.

On the day of scanning, person identity recall and person
identity matching performance were assessed again outside
the scanner. Furthermore, participants were familiarized
with the experiment prior to scanning.

Data Acquisition

Functional magnetic resonance imaging (fMRI) data were
acquired on a 3 T MR scanner (Siemens Magnetom Trio, Sie-
mens, Erlangen, Germany) equipped with a 12-channel stan-
dard head coil. Thirty-six transversal slices (3 mm thickness,
no gap) were acquired in each volume. A T2*-sensitive gradi-
ent echo-planar imaging (EPI) sequence was used (repetition
time: 2.35 s, echo time: 30 ms, flip angle: 808, field of view: 216
3 216, matrix: 72 3 72). A three-dimensional high-resolution
(1 3 1 3 1 mm3 voxel size) T1-weighted structural MRI was
acquired for each subject using a magnetization-prepared
rapid gradient echo (MP-RAGE) sequence. Face stimuli were
projected onto a screen visible to the participant via a mirror
mounted on the top of the head coil. Voice stimuli were

presented via MR-compatible electrodynamic headphones
(MR confon GmbH, Magdeburg, Germany, http://www.mr-
confon.de). Sound volume was adjusted to a comfortable lev-
el for each participant prior to the experiment. This ensured
that stimuli were clearly audible for all participants. Task pre-
sentation and recording of behavioral responses were con-
ducted with Presentation software (www.neurobs.com).

Data Analysis

Behavioral data

On the day of scanning, we assessed for each participant
the recognition rates for voices and faces (in %) and the
response accuracy during crossmodal and unimodal
person identity matching (in %). Means were statistically
compared between modalities by paired t-tests.

In the main experiment, reaction times (RTs) were ana-
lyzed relative to the onset of the S2 voice stimulus for stan-
dard stimuli and relative to the onset of the S1 voice
stimulus for deviant stimuli. Trials with incorrect responses
or exceptionally fast (before voice onset) or slow responses
(more than three standard deviations above a subject’s mean
in the respective condition) were excluded from all further
analyses. For each participant, mean RTs and mean response
accuracies were calculated separately for unimodal person-
congruent trials, for unimodal person-incongruent trials, for
unimodal deviant trials, for crossmodal person-congruent
trials, for crossmodal person-incongruent trials and for
crossmodal deviant trials. Conditions differences in reac-
tions times and response accuracies were analyzed with two
2 3 2 ANOVA with the repeated measurement factors per-
son identity (person-congruent vs. person-incongruent) and
modality (unimodal vs. crossmodal) in standard trials.
Mean response accuracies and RTs for deviants trials were
statistically compared between modalities by two paired
t-tests.

Additional analyses within person-incongruent trials
were performed for each modality in order to investigate the
effects of age and gender priming. Mean RTs and response
accuracies were calculated separately for age-congruent and
age-incongruent and likewise for gender-congruent and
gender-incongruent trials for each participant and then
compared by paired t-tests within each group and modality.

fMRI data

Image processing and statistical analyses were performed
with statistical parametric mapping (SPM 8 and SPM 12
software, Wellcome Department of Imaging Neuroscience,
London, www.fil.ion.ucl.ac.uk/spm). The first five volumes
of each session were discarded to allow for T1 saturation
effects. Scans from each subject were realigned using the
mean scan as a reference. Movement-by-susceptibility arte-
facts were corrected with the deformation fields implemented
in the “realing and unwarp” function in SPM 8 [Andersson
et al., 2001]. The structural T1 image was coregistered to the
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mean functional image generated during realignment. The
coregistered T1 image was then segmented into gray matter,
white matter and CSF using the unified segmentation
approach provided with SPM8 [Ashburner and Friston,
2005]. Functional images were subsequently spatially normal-
ized to Montreal Neurological Institute space using the nor-
malization parameters obtained from the segmentation
procedure, resampled to a voxelsize of 2 3 2 3 2 mm3, and
spatially smoothed with a 8 mm full-width at half-maximum
isotropic Gaussian kernel.

Statistical analysis was performed within a general line-
ar model (GLM). S1 and S2 stimuli were modeled at the
onset of their presentation separately for the four condi-
tions (crossmodal person-incongruent, crossmodal person-
congruent, unimodal person-incongruent, unimodal
person-congruent; only correct trials were included). The
statistical model further included deviant trials and trials
with incorrect responses (errors) as regressors of no inter-
est. The duration of conditions was set to the length of the
stimulus (in s) for face videos and to 0 s for voice record-
ings. All regressors were convolved with a hemodynamic
response function (HRF). Potential baseline drifts in time
series were corrected by applying a high-pass frequency
filter (128 s). To analyze age and gender priming effects
within person-incongruent trials, we set up two more
models which were identical to the model described above
except that we split the S2 person-incongruent regressor into
a gender-congruent and a gender-incongruent regressor
(model gender priming) and into an age-congruent and an
age-incongruent regressor (model age priming).

In order to assess the effect of person identity within
each modality, we compared brain responses in person-
incongruent with brain responses in person-congruent trials
(S2 person-incongruent> S2 person-congruent) separately
for the crossmodal and the unimodal condition. We then
tested for modality differences in the congruency effect with
a modality (face prime> voice prime) 3 person identity
(person-incongruent>person-congruent) interaction analy-
sis. Additionally, we analysed the effect of prime modality
independent of the factor person identity separately for
prime (S1) and target (S2) stimuli, modality unspecific
effects of person identity (S2 person-incongruent> S2
person-congruent), and age and gender priming effects
within each region of interest.

For all reported analyses, we created appropriate con-
trasts at the subject level within SPM. Population-level
inferences were based on a random-effects model that esti-
mated the second-level t-statistic at each voxel. Activations
at the group level were corrected for multiple comparisons
using a family-wise error rate approach (FWE, P < 0.05).
This approach was applied at the peak level on the whole
brain volume or, for a priori defined regions of interest, on
spherical volumes centered on coordinates reported in pre-
vious studies. In particular, spherical volumes consisted of
a 15 mm radius sphere centered on [x 5 40, y 5 246,
z 5 222] for the fusiform gyrus [Grill-Spector et al., 2004;

Shah et al., 2001] and on 10 mm radii spheres centered on
[x 5 60, y 5 222, z 5 22] for the middle STS [Andics
et al., 2013b; Latinus et al., 2011], on [x 5 56, y 5 248,
z 5 4] for the pSTS [Klasen et al., 2011], on [x 5 44, y 5 22,
z 5 16] for the IFG [Andics et al., 2013a,b; Latinus et al.,
2011], and on [x 5 52, y 5 250, z 5 34] for the angular
gyrus [Klasen et al., 2011; M€uller et al., 2011]. Spherical
volumes for all regions of interests were combined into a
single mask for the small volume correction. Spatial refer-
ences are reported in MNI standard space. Statistical maps
are displayed on the MNI template thresholded at P <

0.05 (FWE) adjusted for the search volume.

RESULTS

Behavioral Data

On the day of scanning, mean recognition rates for both
faces and voices were above 90% and higher for faces than
for voices (faces: 99.5 6 0.2% (mean 6 SEM); voices:
91.8 6 1.3%, t(17) 5 5.80, P < 0.001). Response accuracies in
the person identity matching task were above 95% and did
not differ between crossmodal and unimodal trials (cross-
modal trials: 96.5 6 0.9%; unimodal trials: 97.0 6 1.1%,
t(17) 5 0.77, P 5 0.454).

In the main experiment, response accuracies were above
90% in all conditions (Fig. 2B). In both modalities, partici-
pants responded more accurately (F(1,17) 5 6.00, P 5 0.025)
and faster (F(1,17) 5 36.92, P < 0.001, Fig. 2A) in person-
congruent than in person-incongruent trials. The RT differ-
ence between person-incongruent and person-congruent
trials was larger in the unimodal than in the crossmodal
condition (Fig. 2A, Modality by Person Identity interaction,
F(1,17) 5 8.00, P 5 0.012). RTs in person-incongruent trials
did not differ between crossmodal and unimodal trials
(t(17) 5 0.07, P 5 1), but RTs in person-congruent trials
were significantly faster in the unimodal condition than in
the crossmodal condition (t(17) 5 3.55, P 5 0.005). The main
effect of Modality showed a trend to significance for RTs
(F(1,17) 5 3.06, P 5 0.098). No effects of Modality were
observed for response accuracy (main effect of Modality:
F(1,17) 5 0.84, P 5 0.371; Modality by Person Identity inter-
action: F(1,17) 5 2.67, P 5 0.121).

The detection rate of S1 deviants was above 95% in both
modalities and significantly higher for S1 face deviants
(mean detection rate of 99.6 6 0.4%) than for S1 voice devi-
ants (mean detection rate of 96.9 6 1.2; t(17) 5 2.16, P 5

0.045). Participants responded faster to S1 voice deviants
(mean RT of 1337 6 41 ms) than to S1 face deviants
(1908 6 105 ms; t(17) 5 6.28, P < 0.001).

To control for gender and age priming effects, we directly
compared response accuracies and RTs between age-
congruent and age-incongruent and between gender-
congruent and gender-incongruent trials within person-
incongruent trials. Both comparisons revealed no significant
differences, neither in the unimodal condition (age RTs:
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t(17) 5 2.05, P 5 0.056, age response accuracy: t(17) 5 0.30, P 5

0.767; gender RTs: t(17) 5 1.44, P 5 0.167, gender response
accuracy: t(17) 5 0.84, P 5 0.412), nor in the crossmodal con-
dition (age RTs: t(17) 5 0.51, P 5 0.615, age response accura-
cy: t(17) 5 0.35, P 5 0.730, gender RTs: t(17) 5 0.60, P 5 0.557,
gender response accuracy: t(17) 5 0.12, P 5 0.908).

fMRI Data

In the crossmodal condition, but not in the unimodal
condition, person-incongruent S2 voices elicited a higher

BOLD signal than person-congruent S2 voices in the right
pSTS (peak coordinates x y z in mm: 64 242 4, z 5 3.75, P
5 0.044, FWE corrected for small volume) and in the right
angular gyrus (58 250 36, z 5 3.74, P 5 0.044, FWE cor-
rected for small volume) (Fig. 3A). These results were con-
firmed by a significant Modality by Person Identity
interaction in the right pSTS (60 250 2, z 5 3.60, P 5 0.024,
FWE corrected for small volume) and a marginally signifi-
cant Modality by Person Identity interaction in the right
angular gyrus (58 250 36, z 5 3.35, P 5 0.0505, FWE cor-
rected for small volume). The interaction was driven by per-
son identity priming within the crossmodal condition: there
was no significant activation for the contrast person-
congruent>person-incongruent in the unimodal condition.

In the unimodal condition, but not in the crossmodal
condition, person-incongruent S2 voices elicited a higher
BOLD signal than person-congruent S2 voices in the bilat-
eral IFG (pars triangularis, right peak: 54 32 14, z 5 5.52, P
5 0.002; left peak: 254 24 18, z 5 4.83, P 5 0.044, both
FWE corrected for the whole brain; Fig. 3B). However, the
Modality by Person Identity interaction did not reveal any
significant activation in the IFG or any other brain region.

We further analysed the effect of prime modality on the
processing of the target voice, irrespective of whether
prime and target matched with regard to person identity.
The BOLD signal following crossmodal S2 voices (i.e. voi-
ces primed by faces) was significantly higher than after
unimodal S2 voices (i.e. voices primed by a voice) in the
bilateral auditory cortex, in the right pSTS, in bilateral pri-
mary visual areas and in the right angular gyrus (Table I,
Fig. 4A). The BOLD response following unimodal S2 voi-
ces was significantly higher than after crossmodal S2 voi-
ces in the bilateral fusiform gyrus, in primary visual areas
(both due to a deactivation of the BOLD signal after cross-
modal S2 voices) and in the right IFG (Table I, Fig. 4B).

Irrespective of prime modality, brain responses to person-
incongruent S2 stimuli compared to person-congruent S2
stimuli were enhanced in the right IFG (52 28 18, z 5 5.67,
P 5 0.001 FWE whole brain corrected). There were no signif-
icant voxels for the reverse contrast (person-congruent>
person-incongruent). The comparison between S1 faces and
S1 voices revealed modality-specific effects in sensory areas
involved in the perceptual processing of visual and auditory
information (Table II, Fig. 5). None of our regions of interest
showed effects of gender or age priming.

DISCUSSION

The aim of the present study was to identify the neural
mechanisms of multisensory person identity processing.
Voices primed by faces of the same person were faster
and more accurately categorized as old or young than voi-
ces primed by faces of another person. Person identity
processing elicited a higher BOLD response in the pSTS
and in the angular gyrus after a crossmodal but not after a
unimodal prime.

Figure 2.

Behavioral data. (A) Mean response times and (B) mean

response accuracies are shown for each modality (crossmodal:

face prime, unimodal: voice prime) and separately for person-

congruent and person-incongruent trials. Response times were

recorded from S2 onset onwards. Error bars indicate the stan-

dard error of the mean. In both modalities, participants

responded faster and more accurately in person-congruent than

in person-incongruent trials.
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Our behavioral results replicate findings from two earli-
er studies using similar designs [Ellis et al., 1997; F€ocker
et al., 2011]. Behavioral priming effects of voice primes on
face targets [Blank et al., 2015; Ellis et al., 1997] and face
identity aftereffects caused by voice adaptors [Hills et al.,
2010] have previously been reported, indicating bidirec-
tional multisensory interactions. Crossmodal behavioral
priming effects were further not restricted to the domain
of person identity processing as they have been shown
during the processing of audiovisual affective person
information as well [Skuk and Schweinberger, 2013; Wat-
son et al., 2014b].

Our results show an effect of face primes on voice iden-
tity processing in the pSTS and in the angular gyrus,
which have both been shown to respond to different
modalities in various tasks. The pSTS has been demon-
strated to be involved in the integration of audiovisual
information for a broad variety of stimuli [Beauchamp
et al., 2004; Calvert et al., 2000; van Atteveldt et al., 2004;]
including affective [Kreifelts et al., 2013; Watson et al.,
2014b] and identity information [Joassin et al., 2011;

Watson et al., 2014a] from faces and voices. Animal
research has shown that the STS is directly connected with
auditory and visual cortices [Seltzer and Pandya, 1994];
and comprises multisensory neurons which respond to
both, auditory and visual stimulation [Barraclough et al.,
2005; Perrodin et al., 2014]. In humans, activation in the
pSTS has been observed during the processing of unimo-
dally presented face stimuli [Baseler et al., 2014; Haxby
et al., 2000] or voice stimuli [Andics et al., 2010]. Two
studies have provided evidence for direct connections
between FFA and pSTS [Baseler et al., 2014; Blank et al.,
2011]. Based on these findings, we hypothesize that the
pSTS receives information from face processing regions of
the fusiform gyrus during the processing of face primes.

In contrast, there is no evidence for the angular gyrus to
receive direct input from neither visual nor auditory cortices;
and the angular gyrus has been shown to be anatomically
connected mainly with other association areas [Binder et al.,
2009; Seghier, 2013]. However, this region has been described
to be responsive to multiple sensory modalities [Downar
et al., 2001, 2002] and to be involved in the audiovisual

Figure 3.

(A) In the crossmodal condition (face primes), activation in the

right pSTS and in the right angular gyrus was significantly higher

in response to person-incongruent S2 stimuli than to person-

congruent S2 stimuli. (B) In the unimodal condition (voice

primes), activation in the bilateral IFG was significantly higher in

response to person-incongruent S2 stimuli than to person-

congruent S2 stimuli. The mean percent signal change of the

peak voxel is plotted for each condition. Error bars indicate the

standard error of the mean. Crossmodal 5 face prime, unimo-

dal 5 voice prime, person-congruent 5 S1 and S2 same speaker,

person-incongruent 5 S1 and S2 different speakers, L 5 left,

R 5 right. [Color figure can be viewed at wileyonlinelibrary.com]
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Figure 4.

(A) The BOLD signal was significantly enhanced in temporal auditory

regions, in primary visual areas, and in the right angular gyrus for S2

faces compared with S2 voices. (B) The fusiform gyrus showed a sig-

nificant decrease in activation in response to S2 voices primed by

faces compared with S2 voices primed by voices. The mean percent

signal change of the peak voxel is plotted for each condition. Error

bars indicate the standard error of the mean. Crossmodal 5 face

prime, unimodal5 voice prime, person-congruent 5 S1 and S2 same

speaker, person-incongruent 5 S1 and S2 different speakers, L 5 left,

R 5 right. [Color figure can be viewed at wileyonlinelibrary.com]

TABLE I. Activation maxima for the comparison of crossmodal and unimodal S2 voices, irrespective of whether

prime and target matched with regard to person identity

MNI coordinates

z-value
P < 0.05,

FWE correctedRegion x y z

S2 primed by faces> S2 primed by voices
R Heschl Gyrus 42 220 4 6.07 Whole brain
L Heschl Gyrus 246 214 12 6.03 Whole brain
R temporal sulcus 56 220 6 5.44 Whole brain
L calcarine 24 294 8 5.01 Whole brain
R calcarine 4 294 14 4.99 Whole brain
R angular gyrus 48 258 30 3.97 Small volume
R angular gyrus 52 260 34 3.90 Small volume

S2 primed by voices> S2 primed by faces
L fusiform gyrus 236 264 214 5.78 Whole brain
R fusiform gyrus 30 246 220 5.66 Whole brain
R fusiform gyrus 38 264 214 5.31 Whole brain
L calcarine 210 298 26 4.88 Whole brain
R calcarine 22 288 28 4.82 Whole brain
R inferior frontal gyrus 52 22 22 4.47 Small volume

Coordinates are denoted by x, y, z in mm (MNI space) and indicate the peak voxel. Strength of activation is expressed in z-scores. Only
activations with P < 0.05 FWE corrected are listed.
L 5 Left, R 5 right.
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integration of speech [Bernstein et al., 2008] and person infor-
mation [Joassin et al., 2011]. The angular gyrus is connected
with the pSTS via the middle longitudinal fasciculus [Frey
et al., 2008; Makris et al., 2009]. This opens the possibility that
multisensory processing within the angular gyrus might be
mediated by the pSTS. It might be further speculated that the
angular gyrus, which is thought to play a role in knowledge
retrieval [Binder et al., 2009; Binder and Desai, 2011], medi-
ates the retrieval of the semantic representation of the person.

Our data suggest that both the priming with a voice and
with a face results in the preactivation of the voice repre-
sentation of the respective person. If the S2 voice stimulus
matches the preactivated voice representation (person-
congruent trial), the processing of the identity of the S2
voice stimulus seems to be facilitated (as suggested by the
fastened response times and a reduced BOLD signal in
person-congruent trials compared with in person-
incongruent trials). This interpretation of the data is in
accordance with the predictive coding framework [Egner

et al., 2010; Friston, 2010; Rao and Ballard, 1999]. Predic-
tive coding models suggest that the brain does not only
passively processes incoming information but actively
forms expectations about the nature of an incoming stimu-
lus. These expectations, generated primarily in higher-
level cortical areas, are thought to be compared with the
actual sensory input. The difference is called “prediction
error” and is coded in the brain response: the higher the
difference between the expectation and the sensory infor-
mation the higher is the BOLD signal. In the current study,
the expectation may be reflected in the preactivated voice
representation. The brain signal may be consequently
enhanced for trials in which the S2 voice stimulus differs
from the preactivated voice representation. Specifically the
angular gyrus has recently been implicated in predictive
coding to account for its multiple functions [Geng and
Vossel, 2013; Seghier, 2013]. Supporting evidence comes
from studies observing angular gyrus activation during
predictive motor coding [Jakobs et al., 2009], during

TABLE II. Activation maxima for the comparison of S1 faces and S1 voices, irrespective of whether prime and tar-

get matched with regard to person identity

MNI coordinates

z-value
P < 0.05

FWE correctedRegion x y z

S1: faces>voices
R fusiform gyrus 42 268 216 6.26 Whole brain
L fusiform gyrus 238 268 214 6.08 Whole brain
R inferior occipital gyrus 26 288 24 5.47 Whole brain
L caudate 212 0 24 5.12 Whole brain
L fusiform gyrus 228 244 216 4.99 Whole brain
R middle occipital gyrus 32 288 12 4.92 Whole brain
R parahippocampal gyrus 30 224 216 4.91 Whole brain
L caudate 220 24 24 4.87 Whole brain
R parahippocampal gyrus 34 230 214 4.87 Whole brain
L calcarine 24 294 28 4.84 Whole brain
L fusiform gyrus 232 254 216 4.83 Whole brain
L fusiform gyrus 222 296 4 4.83 Whole brain

S1: voices> faces
R Heschl Gyrus 48 216 8 7.20 Whole brain
L Heschl Gyrus 238 226 8 6.85 Whole brain
R temporal sulcus 64 214 26 6.75 Whole brain
L insula 230 24 0 5.90 Whole brain
R calcarine 32 262 4 5.40 Whole brain
R thalamus 8 220 2 5.38 Whole brain
R temporal sulcus 56 238 4 5.32 Whole brain
L thalamus 28 220 22 5.23 Whole brain
R cerebellum 8 274 224 4.98 Whole brain
R cerebellum 22 254 228 4.84 Whole brain
L inferior frontal operculum 244 18 14 4.84 Whole brain
R insula 30 28 24 4.80 Whole brain
R inferior frontal gyrus 44 22 6 3.82 Small volume
R inferior frontal gyrus 44 18 8 3.70 Small volume
R inferior frontal gyrus 48 24 22 3.70 Small volume

Coordinates are denoted by x, y, z in mm (MNI space) and indicate the peak voxel. Strength of activation is expressed in z-scores. Only
activations with P < 0.05 FWE corrected are listed.
L 5 Left, R 5 Right.

r H€olig et al. r

r 2562 r



testing whether sensory input is relevant to one’s own
body [Tsakiris et al., 2008], during the violation of memory
expectations [O’Connor et al., 2010], and during audiovi-
sual incongruency processing [Klasen et al., 2011; M€uller
et al., 2011; Noppeney et al., 2008]. For example, emotional
incongruent information (e.g. happy face paired with
scream) elicited more activation than emotional congruent
information (e.g. happy face paired with laugh) in the
right angular gyrus [Klasen et al., 2011; M€uller et al.,
2011]. There is additional evidence for the STS to be impli-
cated in predictive coding during audiovisual incongru-
ency processing [Arnal et al., 2011; Lee and Noppeney,
2014]. For example, auditory leading and visual leading
asynchronous speech compared to synchronous speech eli-
cited activation in the STS [Lee and Noppeney, 2014].

Further evidence for this interpretation is provided by
data from the unimodal condition. If voices were primed
by voices, priming effects were observable in the IFG.
Besides its relevance for voice identity processing [Andics
et al., 2013a,b; Latinus et al., 2011; von Kriegstein and
Giraud, 2004], the IFG has been reported to be involved in
semantic retrieval [Badre et al., 2005; Badre and Wagner,
2007; Wagner et al., 2000] and cognitive control [Miller

and Cohen, 2001]. Moreover, it has been shown to be
modulated by stimulus expectations about voice identity
[Andics et al., 2013a].

Taken together, we hypothesize that the BOLD signal dif-
ference between trials with person-congruent and person-
incongruent primes might reflect the comparison between
the preactivated voice representation and the actual sensory
information. Our data suggest that this analysis involves
activation in the pSTS and in the angular gyrus for voices
primed by faces, but not for voices primed by voices. These
findings indicate that the pSTS and the angular gyrus play
an important role in mediating interactions between faces
and voices during person recognition.
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Figure 5.

(A) The BOLD signal was significantly increased in the fusiform gyrus

and other regions of the occipital cortex for S1 faces compared with S1

voices. (B) Auditory regions in the temporal cortex showed significantly

enhanced activation for S1 voices compared with S1 faces. The mean

percent signal change of the peak voxel is plotted for each condition.

Error bars indicate the standard error of the mean. Crossmodal 5 face

prime, unimodal5 voice prime, person-congruent5 S1 and S2 same

speaker, person-incongruent5 S1 and S2 different speakers, L5 left,

R5 right. [Color figure can be viewed at wileyonlinelibrary.com]
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