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Abstract: The ability to inhibit responses is a central sensorimotor function but only recently the
importance of sensory processes for motor inhibition mechanisms went more into the research focus.
In this regard it is elusive, whether there are differences between sensory modalities to trigger
response inhibition processes. Due to functional neuroanatomical considerations strong differences
may exist, for example, between the visual and the tactile modality. In the current study we examine
what neurophysiological mechanisms as well as functional neuroanatomical networks are modulated
during response inhibition. Therefore, a Go/NoGo-paradigm employing a novel combination of visual,
tactile, and visuotactile stimuli was used. The data show that the tactile modality is more powerful
than the visual modality to trigger response inhibition processes. However, the tactile modality loses
its efficacy to trigger response inhibition processes when being combined with the visual modality.
This may be due to competitive mechanisms leading to a suppression of certain sensory stimuli and
the response selection level. Variations in sensory modalities specifically affected conflict monitoring
processes during response inhibition by modulating activity in a frontal parietal network including the
right inferior frontal gyrus, anterior cingulate cortex and the temporoparietal junction. Attentional
selection processes are not modulated. The results suggest that the functional neuroanatomical net-
works involved in response inhibition critically depends on the nature of the sensory input. Hum Brain
Mapp 38:1941–1951, 2017. VC 2017 Wiley Periodicals, Inc.
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INTRODUCTION

The ability to inhibit responses is a central sensorimotor
function that has intensively been investigated [Aron
et al., 2004; Bari and Robbins, 2013; Diamond, 2013]. How-
ever, only recently the importance of perceptual processes
for motor inhibition mechanisms went more into research
focus [Huster et al., 2010; Shedden and Reid, 2001; Stock
et al., 2015; Verbruggen et al., 2006]. Related to the ques-
tion of the importance of perceptual processes for response
inhibition is the question, whether sensory modalities dif-
fer in their efficiency to trigger response inhibition pro-
cesses. For response inhibition processes, a frontostriatal
network including inferior frontal cortices and medial
frontal cortices as well as the supplementary motor area
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(SMA) is important [Bari and Robbins, 2013]. Interestingly,
the SMA and the superior frontal cortex show strong axo-
nal connections to somatosensory associations cortices
[Borich et al., 2015; Fang et al., 2005], which has also been
shown in neuroanatomical studies in macaques [Luppino
et al., 1993]. Furthermore, parietal somatosensory regions
show strong connections to posterior parietal areas [Borich
et al., 2015] which are important for sensory motor inte-
gration [Andersen and Buneo, 2002] and have recently
been shown to be involved during response inhibition
[Dippel et al., 2016]. Finally, changes in somatosensory
functions have a direct effect on motor cortical areas and
the control of responses [Borich et al., 2015]. Due the out-
lined functional neuroanatomical considerations it is possi-
ble that the somatosensory modality is particularly
powerful to trigger response inhibition processes. Such a
short connection from primary sensory areas to functional
neuroanatomical areas important for response inhibition is
not evident for the visual modality. The visual cortex does
not show direct structural anatomical connections to the
SMA and adjacent areas in the superior frontal cortex
[Hagmann et al., 2008]. In fact, the data by Hagmann et al.
[2008] shows that the visual cortex shows strongest struc-
tural connections to the parietal cortex [Hagmann et al.,
2008]. There are only indirect connections via different
hub regions in the inferior and superior parietal cortex
[Hagmann et al., 2008]. We therefore hypothesize that
response inhibition processes are better when being trig-
gered by tactile stimuli than by visual stimuli.

However, unlike conventional views of primary sensory
areas several lines of evidence suggest that the (primary)
somatosensory cortex is able to perform multisensory inte-
gration processes [Borich et al., 2015; Driver and Noesselt,
2008] and is involved in merging multimodal information,
e.g. from the visual modality [Borich et al., 2015]. This is
of importance, because recent results suggest that multi-
sensory information has a strong impact on efficient
response inhibition processes [Chmielewski et al., 2015].
For example, in line with co-activation models [Gondan
et al., 2010; Miller et al., 2004], it has been shown that the
combination of auditory and visual stimuli to signal the
need to inhibit a response leads to better response inhibi-
tion performance than a single visual or auditory stimulus
[Chmielewski et al., 2015]. It may therefore be further
hypothesized that visual stimuli, combined with tactile
stimuli may be even more potent to trigger response inhi-
bition processes, than single visual or tactile stimuli. This
may be possible because the primary somatosensory cortex
is able to perform multisensory integration processes [Bor-
ich et al., 2015; Driver and Noesselt, 2008]. Yet, it has also
been suggested that the suitability of co-activation models
to explain the effects of multisensory input on response
inhibition may depend on the nature of the stimuli [Gon-
dan et al., 2010]. It is therefore also possible that there is
no better response inhibition performance when combin-
ing visual and tactile stimuli.

In the current study we examine in how far there are
differences between sensory modalities and a combination
of sensory modalities (i.e. visuotactile stimuli) to trigger
response inhibition processes and what neurophysiological
mechanisms as well as functional neuroanatomical net-
works are involved. Therefore, we combine electrophysio-
logical (EEG) with source localization techniques. The
advantage of electrophysiological (EEG) techniques and
event-related potentials (ERPs) in particular is that using
these techniques different cognitive-neurophysiological
subprocesses involved during information processing (and
response inhibition) can be isolated on the basis of their
temporal occurrence. In combination with source localiza-
tion techniques this makes it possible to examine the func-
tional neuroanatomical network related to these
subprocesses that is modulated by the experimental
manipulations. Concerning response inhibition processes it
is possible to distinguish two subprocesses that are
reflected by distinct ERPs: the Nogo-N2 and the Nogo-P3.
It has repeatedly been shown that a frontal-midline Nogo-
N2 event-related potential (ERP) reflects processes like
conflict monitoring or updating of the response program
during response inhibition, while a Nogo-P3 ERP reflects
evaluative processing of the successful outcome of the
inhibition [Beste et al., 2009, 2010, 2011, 2016; Huster et al.,
2013], or the inhibition itself [Wessel and Aron, 2015]. It is
likely that these processes are modulated when being trig-
gered by tactile, compared to visual stimuli, or combined
visuotactile stimuli. If the tactile modality is more efficient
to trigger response inhibition this may be due to lower
response conflicts during inhibition, which should be
reflected in a smaller Nogo-N2. However, it is also possi-
ble that motor inhibition processes (Nogo-P3) become
stronger, which should then lead to a higher Nogo-P3
when tactile stimuli are used. Very likely, modulations in
these processes are due changes in frontal brain areas like
the right inferior frontal gyrus (IFG) and medial as well
superior frontal areas. This because these regions are
involved in response inhibition processes [Bari and Rob-
bins, 2013]. However, also parietal areas may be modulat-
ed as these are known to be involved in sensory-motor
integration processes [Andersen and Buneo, 2002] and
updating of internal representations based on new sensory
information to initiate task-appropriate actions [Geng and
Vossel, 2013], i.e. the inhibition of responses [Dippel et al.,
2016]. Yet, it has also been shown that perceptual and atten-
tional selection processes are important to consider during
response inhibition, which are also reflected by distinct ERPs
components; i.e. the P1 and N1 ERP [Bonnefond et al., 2010;
Chmielewski et al., 2015; Staub et al., 2014; Stock et al., 2015].

MATERIALS AND METHODS

Participants

This study includes N 5 24 healthy, right handed partici-
pants between 18 and 29 years of age (mean age
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24.06 6 3.17; 16 females). All participants had normal or
corrected-to-normal vision and were free of any psychiat-
ric and neurological symptoms. Informed consent was
obtained from all individual participants included in the
study. The study was approved by the institutional review
board of the Medical faculty of the TU Dresden.

Task

A Go/NoGo-paradigm was used employing a novel
combination of visual, tactile and visuotactile stimuli in
separate experimental conditions to examine the effects of
stimulus modality on response inhibition processes. The
experimental paradigm is outlined in Figure 1.

In all conditions the participants sat in front of a com-
puter screen and were instructed to press a button with
their right hand upon the presentation of the Go-stimulus.
Participants were instructed to respond as fast as possible.
Go and Nogo trials were presented in a pseudorandom
order. The experiment was divided into three blocks with
400 trials each (1,200 trials in total). The three blocks refer
to the visual, tactile and visuotactile condition. Between
the blocks the subjects were allowed to take a break. The
order of the blocks was counterbalanced across the N 5 24

subjects. In the visual and visuotactile condition the word
“DR €UCK” (German for “press”) was the Go stimulus and
the word “STOPP” (German for “stop”) the Nogo stimu-
lus. In the tactile modality a short air puff on the right
elbow served as the Go stimulus and the same air puff on
the right dorsum of the hand served as the Nogo stimulus
(refer Fig. 1). The locations for Go and Nogo stimulus pre-
sentations were counterbalanced across subjects. The dif-
ferent sites used for the tactile stimuli were used to ensure
high discriminability of the Go and Nogo conditions. In
the visuotactile condition the tactile Go and Nogo stimuli
were presented simultaneously with the visual Go and
Nogo stimuli. The tactile and visual information was given
in a compatible manner (Visual Go and tactile Go, visual
Nogo and tactile Nogo). In the tactile Go/Nogo conditions
no visual stimuli were presented and participants were
asked to look on a blank computer screen. The experiment
began with a standardized instruction and an exercise of
10 trials. Every trial started with showing the Go and
Nogo stimuli for 200 ms and was followed by a blank
screen during response (for details, see Fig. 1). For a cor-
rect response on targets, the participants were asked to
push a button with their right hand within 2,000 ms after
the onset of target presentation. The intertrial interval (ITI)
was jittered between 700 and 1,100 ms to avoid

Figure 1.

Schematic illustration of the Go/Nogo paradigm. The Figure shows the visual condition (left), the

tactile condition (middle) and the visual-tactile condition (right). In the visual-tactile condition,

the visual and tactile stimulus in Go and Nogo conditions was presented simultaneously. At the

bottom of the figure, the timing of the stimuli, response deadlines and ITI is shown.
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preparation effects. Stimulus presentation terminated
whether the response was correct or not. To avoid repeti-
tion effects, the order of the Go and Nogo trials changed
in a pseudorandomized manner; 70% of the trials applied
to a Go-stimulus and 30% to a Nogo-stimulus.

EEG Recording, Analysis and Source

Reconstruction

The EEG was recorded with a sampling rate of 500 Hz
using a 60-channel system (BrainAmp, Brain Products
Inc.) and electrode impedances were kept under 5 kX. We
used LECTRON III-10 (EasyCap Inc.) electrode gel. Passive
Ag/AgCl-electrodes (60 recording electrodes) were
mounted in an elastic cap (EasyCap Inc.) and arranged in
equidistant positions approximating the positions of the
10/20 system. The ground and reference electrode were
placed at coordinates h 5 58, u 5 78 and h 5 90, u 5 90,
respectively. After recording, data were down-sampled to
256 Hz and filtered (band-pass filter from 0.5 to 20 Hz,
with a slope of 48 dB/oct each) using the BrainVision
Analyzer 2 software package (BrainProducts Inc.). In a
manual inspection of the data, technical artifacts were
removed. Subsequently, horizontal blinks, pulse artifacts
and vertical eye-movements were corrected using indepen-
dent component analysis (ICA, infomax algorithm). Then,
the data was segmented for Go and Nogo trials in the
three different experimental conditions (visual, tactile,
visuotactile). Go trials were only included, if a correct
response was given in a time window of 1,200 ms after
stimulus presentation. Nogo trials were only included, if
there was no response within 1,200 ms after stimulus
onset. The segment length of trials was 1,400 ms, starting
200 ms before stimulus presentation (i.e. time point 0).
Afterwards, an automated artifact rejection procedure was
applied. In this procedure a maximal value difference of
200 lV in a 100 ms interval and an activity below 0.5 lV
in a 100 ms period were used as rejection criteria. All EEG
epochs in which one or both of these criteria were fulfilled
were discarded from further data analysis. In order to
eliminate the reference potential from the data a current
source density (CSD) transformation [Nunez and Pilgreen,
1991] was applied to re-reference the data. The resulting
CSD values are stated in lV/m2. The CSD-transformation
was employed since it additionally serves as a spatial filter
[Nunez and Pilgreen, 1991]. This makes it possible to iden-
tify electrodes that best reflect activity related to cognitive
processes. Thereafter, a baseline correction from 2200 ms
to 0 ms (i.e. target onset) was applied. Averages of every
participant and grand averages for each condition (Visual,
tactile, visual-tactile) and stimuli (Go/Nogo) were calculat-
ed. The P1 on Go and Nogo trials was quantified at elec-
trodes P9 and P10 between 80 and 120 ms. The N1 on Go
and Nogo trials was quantified at electrodes P9 and P10
between 180 and 220 ms. The N2 on Go and Nogo trials
was quantified at electrode FCz between 250 and 310 ms.

The P3 on Go and Nogo trials was quantified at electrode
FCz, C3 and C4 between 350 ms and 430 ms. The above-
given time ranges are search windows. The quantification
of peaks (amplitudes) and the latencies of these peaks
were done semiautomatically. Since all of these search
intervals were rather extended, peaks were manually relo-
cated, if necessary. Doing so, for each participants and
each ERP of interest the peak amplitude and latency was
measured. The choice of electrodes by visual inspection
including the selected time windows for data quantifica-
tion was validated using statistical methods [M€uckschel
et al., 2014]: For each ERP component a search interval
was defined (noted above), in which the ERP component
is expected to be maximal. After this, we extracted the
mean amplitude within each of these search intervals at
each of the 60 electrode positions. This was done for the
Nogo trials (which are the most important ones in a
response inhibition study) and after CSD-transformation of
the data, because the CSD-transformation has the effect of
a spatial filter that accentuates scalp topography (Nunez
and Pilgreen, 1991). Subsequently, we compared each elec-
trode against an average of all other electrodes using
Bonferroni-correction for multiple comparisons (critical
threshold P 5 0.0007). Only electrodes that showed signifi-
cantly larger mean amplitudes (i.e., negative for (No)go-
N2 potentials and positive for the (No)go-P3 potentials)
than the remaining electrodes were chosen.

Source localization was conducted using sLORETA
(standardized low resolution brain electromagnetic tomog-
raphy; [Pascual-Marqui, 2002], which provides is a single
linear solution for the inverse problem without localization
bias [Marco-Pallar�es et al., 2005; Sekihara et al., 2005].
sLORETA reveals high convergence with fMRI data [Seki-
hara et al., 2005]. Evidence from EEG/TMS further con-
firm the validity of the sources estimated with sLORETA
[Dippel and Beste, 2015]. In sLORETA, the standardized
current density at each voxel is calculated in a realistic
head model [Fuchs et al., 2002] using the MNI152 tem-
plate. The voxel - based sLORETA images (6239 voxels at
5 mm spatial resolution) of the intracerebral volume were
compared between the conditions. The regularization
parameter was kept constant for the different comparisons.
For comparing the voxel-based images, the sLORETA-
built-in-voxel-wise randomization test with 2,000 permuta-
tions was used (based on statistical nonparametric map-
ping, SnPM). Voxels with significant differences (P< 0.01,
corrected for multiple comparisons) between contrasted
conditions were located in the MNI brain (www.unizh.ch/
keyinst/NewLORETA/sLORETA/sLORETA.htm)

Statistical Analysis

Behavioral data, i.e. Go reaction times (RTs) and rate of
Go hits was analyzed using repeated measures ANOVAs
using “condition” (visual, tactile, and visuotactile) as
within-subject factors. The same was done for the rate of
Nogo false alarms (i.e., button presses on the different
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Nogo trials). For the neurophysiological data (i.e. ampli-
tudes and latencies), the factor “Go/Nogo,” “condition,”
and the factor “electrode site” were modeled as within-
subject factors. Separate models were calculated for the
amplitude and latency parameters. For all analyses
Greenhouse-Geisser correction was applied wherever
appropriate and all post hoc tests and pair-wise compari-
sons were Bonferroni-corrected to correct for the number
of tests performed e.g. on the values of the quantified ERP
amplitudes or RT etc. All variables analyzed were normal
distributed (all z< 0.12; P> 0.2), as indicated by
Kolmogorov-Smirnov tests. For the descriptive data, the
mean and standard error of the mean (SEM) are given.

RESULTS

Behavioral Data

An analysis of the RTs on Go trials using a repeated
measures ANOVA revealed a main effect condition
[F(2,46) 5 4.52; P 5 0.03; g2 5 0.164] showing that RTs were
faster on visual-tactile trials (351.93 6 7.02) (P< 0.01), com-
pared to the other conditions (visual: 376.22 6 5.73; tactile:
378.43 6 13.96), which did not differ from each other
(P> 0.8) as indicated by Bonferroni-corrected pair-wise
comparisons. There was no difference between conditions
in the rate of missed go trials [F(2,46) 5 1.63; P 5 0.206].
Overall 0.79% 6 0.60 Go trials were missed.

The analysis of RTs on Nogo trials (i.e. the RT was
defined as the onset of stimulus presentation and the onset

of the erroneous button press in a given Nogo trial)
revealed a main effect of condition [F(2,46) 5 5.00, P 5

0.030; g2 5 0.179] showing that RTs increased from the
visual-tactile condition (305.59 6 11.39) to the visual condi-
tion (335.38 6 10.98) to the tactile condition
(370.67 6 32.67). Bonferroni-corrected pair-wise compari-
sons revealed that visual trials differed from visual-tactile
trials (P 5 0.02) and that tactile trials differed from visual-
tactile trials (P 5 0.049), while tactile and visual trails did
not significantly differ (P> 0.4). However, the rate of false
alarms (FA) is the most important behavioral parameter in
Go/Nogo tasks. The ANOVA revealed a main effect of
“condition” [F(2,46) 5 3.71, P 5 0.033; g2 5 0.139].
Bonferroni-corrected, pair-wise comparisons showed that
the rate of false alarms was lower in the tactile condition
(15.63 6 2.67) (P 5 0.043), compared to the other conditions
and did not differ between the visual-tactile condition
(20.25 6 2.45) and the visual condition (21.21 6 1.47)
(P 5 0.653). The inclusion of an additional between-subject
factor “sex” in the analyses did not change the pattern of
results (P> 0.3).

Neurophysiological Data

Perceptual and attentional processes

For all ERPs, peak to baseline amplitudes were entered
into the repeated measures ANOVAs. The P1 and N1 are
shown in Figure 2.

There was a trivial main effect of “condition”
[F(2,46) 5 32.05, P< 0.001; g2 5 0.582] with the P1 over

Figure 2.

The P1 and N1 event related-potentials shown at electrode P9

and P10. The y-axis denotes lV/m2 and the x-axis denotes time

in ms. Time point zero denotes the time point of Go or Nogo

stimulus presentation. Blue lines denote the ERPs in the visual,

red in the tactile and green in the visual-tactile condition; darker

and brighter shading of these colours denote Nogo or Go trials,

respectively. The scalp topography plots for Go and Nogo con-

ditions are shown for the P1 and N1 ERPs in each experimental

condition. Warm colors indicate positive and cold colors denote

negative amplitudes. [Color figure can be viewed at wileyonlineli-

brary.com]
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occipital electrode leads and on tactile trials (8.43 6 1.89)
being smaller than on visual (27.19 6 3.48) and visual-
tactile trials (33.03 6 3.44) (all P< 0.001). No other main or
interaction effects reached the level of significance (all
F< 1.87, P > 0.185).

Concerning the N1 amplitudes over occipital electrode
leads, a main effect of condition [F(2,46) 5 28.11, P< 0.001;
g2 5 0.550] revealed a trivial effect that the N1 was smaller
in the tactile (212.62 6 1.58) than in the other conditions
(P< 0.001). The visual (242.42 6 5.47) and the visual-tactile
(243.92 6 5.74) condition did not differ in N1 amplitudes
(P> 0.9). The main effect “Go/Nogo” was significant
[F(1,23) 5 10.12; P 5 0.004; g2 5 0.306] showing higher ampli-
tudes on Nogo (235.35 6 4.02) than on Go trials
(230.62 6 3.71). The main effect “electrode” [F(1,23) 5 4.35;
P 5 0.048; g2 5 0.159] revealed that the N1 was larger at
electrode P9 (236.85 6 4.86) than at electrode P10
(229.12 6 3.47). The only significant interaction was an
interaction “condition x electrode” [F(2,46) 5 7.57; P 5 0.007;
g2 5 0.248]. It is shown that there was no N1 amplitude
difference between electrodes in the tactile condition
(P> 0.9), while in the other conditions the N1 was larger
at electrode P9 than at P10 (P< 0.01). There were no laten-
cy effects for the P1 and N1 (all F< 0.3, P > 0.7).

Response inhibition subprocesses

The N2 and P3 ERPs are shown in Figure 3.
For the N2, peak to peak amplitudes were calculated as

the preceding P2 peak showed strong variations between
conditions (refer also Fig. 4)1. The repeated measures
ANOVA revealed a main effect of “condition”
[F(2,46) 5 11.00, P< 0.001; g2 5 0.324] with smaller N2s on
visual (219.31 6 1.94) and tactile (223.06 6 2.64) than
visual-tactile trials (229.00 6 2.59) (all P< 0.004). The main
effect “Go/Nogo” [F(1,23) 5 72.63, P< 0.001; g2 5 0.759]
showed more negative amplitudes on Nogo
(240.30 6 3.56) than on Go trials (7.28 6 1.89). Importantly,
there was a significant interaction “condition x Go/Nogo”
[F(2,46) 5 6.60, P 5 0.003; g2 5 0.223]. Post hoc tests for this
interaction revealed no N2 amplitude differences between
the conditions on Go trials (P > 0.7). However, on Nogo
trials the tactile condition revealed the smallest Nogo-N2
(223.33 6 1.55) differing from the visual (232.12 6 3.55)
and visuotactile condition (239.22 6 4.11). The visual and
the visuotactile condition did not differ in their Nogo-N2
amplitudes (P > 0.2). Using sLORETA we examined what
functional neuroanatomical structures relate to the
observed effects for the Nogo-N2 amplitudes; i.e. the
sLORETA comparison was performed for the time point
of the Nogo-N2 peaks. The results of the sLORETA analy-
ses are shown in Figure 4. Only significant (P< 0.01) acti-
vation differences are shown in the sLORETA maps (Fig.

4), which were corrected for multiple comparisons using
randomization test with 2000 permutations based on statis-
tical nonparametric mapping, SnPM.

Contrasting the visual and the tactile condition (Fig. 4A)
it is shown that areas in the right posterior parietal cortex
including the right angular gyrus (BA39) and right inferior
parietal lobe (BA7, BA39) and hence the right temporopar-
ietal junction (TPJ) are stronger activated in the tactile con-
dition than in the visual condition. However, the
sLORETA analysis further revealed that areas in the mid-
dle (MFG) and superior frontal gyrus (SFG) (BA6), as well
as the right inferior frontal gyrus (IFG) (BA44) showed
weaker activation in the tactile than in the visual condi-
tion. Contrasting the visuotactile and the tactile condition
(Fig. 4B) it is shown that activation differences were seen
in the left anterior cingulate cortex (ACC) (BA32) and the
left medial frontal gyrus (BA9) with the tactile condition
showing weaker neuronal activity in this area compared to
the visuotactile condition.

Concerning the P3 amplitudes, a main effect “electrode”
[F(2,46) 5 16.79, P< 0.001; g2 5 0.425] revealed that the P3
was larger at electrode C3 (17.02 6 2.51) than electrode C4
(7.65 6 2.29) and electrode FCz (20.335 6 1.70) (all
P< 0.019). The main effect “Go/Nogo” [F(1,23) 5 84.99,
P< 0.001; g2 5 0.787] revealed higher amplitudes on Nogo
(12.67 6 1.57) than on Go trials (3.55 6 1.30). The only sig-
nificant interaction was an interaction “electrode x Go/
Nogo” [F(2,46) 5 41.91, P< 0.001; g2 5 0.646]. On Go trials
the P3 amplitude was significantly larger at electrode C3
than on the other electrodes, while electrode C4 was larger
than electrode FCz (all P< 0.001). The P3 amplitudes on
Nogo trials were larger at electrode C3 than on electrode
FCz (P 5 0.046) and electrode C4 (P 5 0.001). No other
main or interaction effects reached the level of significance
[all F< 3.07, P > 0.056]; i.e. there were no amplitude dif-
ferences between visual (8.13 6 1.63), tactile (7.98 6 1.43),
and visual-tactile trials (7.99 6 1.67). There were no latency
effects for the Nogo-N2 and Nogo-P3 (all F< 0.9, P > 0.2).
As with the behavioral data, the inclusion of an additional
between-subject factor “sex” in the analyses did not
change the pattern of results (P > 0.4).

DISCUSSION

In the current study we examined the question in how
far sensory modalities (i.e. the tactile and the visual) differ
in their efficiency to trigger response inhibition processes.
This was motivated by functional neuroanatomical
considerations.

The results show that response inhibition processes are
better when being triggered by the tactile modality, com-
pared to the visual modality, because the rate of false
alarms was lower in tactile than in the visual modality.
However, when tactile and visual stimuli were presented
simultaneously, performance in response inhibition (as
indicated by the false alarm data), was comparable to the

1However, the same results were for the N2 were obtained when the
statistics were calculated of the peak to baseline amplitudes.
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level when using single visual stimuli. This shows that
even though two modalities are combined, which has been
shown to foster response inhibition processes [Cavina-Pra-
tesi et al., 2001; Chmielewski et al., 2015; Gondan et al.,
2010], this does not necessarily lead to better response
inhibition performance (refer false alarm data). The results
obtained regarding response inhibition performance (false
alarm data) in the current study are therefore not in line
with co-activation models stating that a similar multisen-
sory input facilitates subsequent cognitive processes [Mil-
ler et al., 2004]. Effects of multisensory (visual-auditory)
information on performance in Go/Nogo tasks can be
interpreted with co-activation models [Chmielewski et al.,
2015; Gondan et al., 2010]. However, Gondan et al. [2010]
suggests that the suitability of co-activation models to
explain the effects of multisensory input on response inhi-
bition may depend on the nature of the stimuli. The cur-
rent results are in line with this. It seems that for the
tactile modality the co-activation account is not suitable
when response inhibition processes are concerned—as oth-
erwise the false alarm rate shall be better than in the single
visual or single tactile condition. Yet, the RT data on Go
trials is in line with co-activation models. Together, the
behavioral data on response inhibition, and especially the
false alarm data, suggest that even though the tactile
modality is more efficient to trigger response inhibition
processes than the visual modality it loses this property
when being combined with the visual modality. Another
explanation for the increased rate of false alarms in the
visuotactile condition relates to the increase in the speed
of responding on Go trials. False alarm rates are not inde-
pendent from reaction times [Gondan et al., 2010]. As the
Go process has, on average, become faster in the visuotac-
tile condition, and the no-go process has still the same
speed it cannot “catch up.” As a result, more false alarms
are committed. The fact that subjects respond significantly
faster during Go trials in the visuotactile condition than in
the tactile condition supports this alternative hypothesis.
The neurophysiological data provides insights into the
mechanisms that relate to these processes:

Response inhibition processes are reflected by the Nogo-
N2 and Nogo-P3 [Huster et al., 2013]. For the Nogo-N2 it
has been suggested that it reflects either a conflict between

Figure 3.

The N2 and P3 event related-potentials shown at electrode

FCz, C3, and C4. The y-axis denotes lV/m2 and the x-axis

denotes time in ms. Time point zero denotes the time point of

delivering Go or Nogo stimuli. Blue lines denote the ERPs in

the visual, red in the tactile and green in the visual-tactile condi-

tion; darker and brighter shading of these colours denote Nogo

or Go trials, respectively. The scalp topography plots for Go

and Nogo conditions are shown for each experimental condi-

tion. Warm colors indicate positive and cold colors denote neg-

ative amplitudes. [Color figure can be viewed at

wileyonlinelibrary.com]
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executing or to inhibiting a particular response [Nieuwen-
huis et al., 2004]. For the (Nogo)-N2 the results show that
in the visual condition the N2 amplitude was larger on
Nogo than on Go trials, which is well in line with the liter-
ature [Huster et al., 2013]. In the tactile condition, howev-
er, this pattern was reversed since the N2 amplitude was
stronger on Go than on Nogo trials. In the visuotactile con-
dition no amplitude difference between Go and Nogo tri-
als was observed. Interestingly, the Nogo-N2 amplitude in
the tactile condition was smaller than in the visual and
visuotactile condition. The Nogo-N2 amplitude was there-
fore smallest in the condition with best response inhibition
performance. This pattern of results is in line with the
functional interpretation of the (Nogo)-N2 to reflect a
response conflict [Nieuwenhuis et al., 2004]. When being
triggered by the tactile modality, the conflict to execute or
inhibit a response may be smaller which leads to better
response inhibition performance (i.e. fewer false alarms).
Of note the sLORETA analyses (Fig. 4A), showing under-
lying sources using randomization tests and SnPM, sug-
gest that posterior parietal areas including the angular

gyrus (BA39) and inferior parietal lobe (BA7, BA39) and
hence the temporoparietal junction (TPJ) are stronger acti-
vated in the tactile condition than in the visual condition.
It has been suggested that the functional role of the TPJ
relates to “contextual updating” in the sense that the TPJ
updates internal representations based on new sensory
information to initiate task-appropriate actions [Geng and
Vossel, 2013]. This role has recently been shown to be
important for response inhibition [Dippel et al., 2016]. It is
seems that the tactile modality is more powerful to update
internal representations and to initiate task-appropriate
actions, which leads to the better response inhibition per-
formance. Critically, the sLORETA analysis further sug-
gests that when compared to the visual condition, areas in
the middle (MFG) and superior frontal gyrus (SFG) (BA6),
right inferior frontal gyrus (IFG) (BA44) showed weaker
activation in the tactile than in the visual condition. Areas
including the MFG and especially the SFG are known to
be modulated by the degree of cognitive conflict [Rush-
worth et al., 2004]. The lower activations seen in these
regions in the tactile condition is in line with the above

Figure 4.

(A) Results from the sLORETA analysis contrasting the Nogo visual against the Nogo tactile con-

dition for the time point of the Nogo-N2 peaks. The differences in activations are located in the

right hemisphere. (B) Results from the sLORETA analysis contrasting the Nogo tactile against

the Nogo visuotactile condition. The images show critical t-values. [Color figure can be viewed

at wileyonlinelibrary.com]
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interpretation of a reduced cognitive conflict. However,
these areas and the rIFG have moreover frequently been
implicated to mediate response inhibition processes [Bari
and Robbins, 2013]. The lower activation of brain regions
known to constitute a response inhibition network togeth-
er with better behavioral response inhibition performance
suggests that response inhibition networks become more
efficient when being triggered by the tactile modality.
Interestingly the identified brain regions showing weaker
activation in the tactile than in the visual condition, espe-
cially the SFG (BA6), have been shown to yield strong
structural neuroanatomical connections to somatosensory
association cortices [Borich et al., 2015; Fang et al., 2005]. It
may be speculated that this structural neuroanatomical
property is important for the effects observed in the SFG
and MFG in the tactile experimental condition. Yet, not
only cortico-cortical, but also subcortico-cortical connec-
tions could be important in response inhibition processes
because there are direct projections from e.g. visual corti-
ces via tectal and thalamic structures to the basal ganglia
[Coizet et al., 2009; Redgrave et al., 2010] and hence
fronto-striatal circuits, which play an important role in
response inhibition [Bari and Robbins, 2013]. Future stud-
ies shall evaluate in how far one of these possible pathway
may be involved.

When comparing the tactile with the visuotactile condi-
tion activation differences were seen in the anterior cingu-
late cortex (ACC) (BA32) and the medial frontal gyrus
(BA9) with the tactile condition showing weaker neuronal
activity in this area compared to the visuotactile condition
(Fig. 4B). Using source localization, the ACC has repeated-
ly been shown to underlie modulations in the Nogo-N2
[Huster et al., 2013; Kropotov et al., 2011; Pandey et al.,
2012]. The behavioral data clearly shows that in the visuo-
tactile condition response inhibition performance (cf. false
alarm data) was worse compared to the tactile condition
and at the same level as in the visual condition. It there-
fore appears that there is a multisensory conflict despite
the information conveyed via the visual and tactile modal-
ity was identical. There is thus no gain by redundant
information, but rather costs of redundant visuotactile
information when it comes to response inhibition process-
es. Such redundancy costs emerge when stimuli compete
for neural representation, suppressing the encoding of any
single modality. Competitive mechanisms are common to
sensory processes where competition leads to suppression
of certain sensory stimuli [Desimone and Duncan, 1995].
However, it has been shown that such perceptual conflicts
also modulate medial frontal regions including the ACC
[Labrenz et al., 2012; Westerhausen et al., 2010]. The
results suggest that there is a multisensory conflict or com-
petition in the ACC that compromises response inhibition
performance (cf. false alarm data). It may be speculated
that the visual information wins this competition in medial
frontal areas and determines response inhibition processes,
because performance in the visuotactile condition was

comparable to the condition with pure visual stimuli to
trigger response inhibition.

Because it was especially the Nogo-N2 which was differ-
entially modulated across conditions, the data suggest that
the effect of stimulus modality on response inhibition
emerge at the level of conflict monitoring processes during
inhibitory control. In fact, the results are quite specific
since no specific modulations of Go and Nogo trials were
observed for the (Nogo)-P3 and hence processes related to
the evaluative processing of the successful outcome of the
inhibition [Beste et al., 2009, 2010, 2011; Huster et al.,
2013], or the inhibition itself [Wessel and Aron, 2015]. For
perceptual and attentional selection processes (i.e. P1 and
N1 potentials) only trivial effects were obtained showing
that these potentials measured over occipital leads were
smaller in the tactile than in the other conditions including
visual stimuli. This suggests that attentional selection pro-
cesses are not relevant for the effects of stimulus modality
on response inhibition processes.

The results of this study have clinical implications for
neurological disorders like Tourette’s Syndrom, showing a
hypersensitivity of the somatosensory system. These
somatosensory areas as well medial frontal regions with
the ACC are involved in Tic generation and premonitory
perceptions [Bohlhalter et al., 2006]. It is therefore likely
that the dependence of inhibitory control processes by sen-
sory modalities may be useful to understand peculiarities
in sensory as well as executive control functions neuropsy-
chiatric disorders. Furthermore, future studies may investi-
gate the effects of age, because white matter and their
impact on structural connectivity is subject to considerable
maturational effects.

A limitation of the study is that we have not included a
condition using visual Go trials and tactile Nogo trials, or
a condition using visual Nogo trials and tactile Go trials.
However, the main focus of this study was on the impact
of different sensory modalities on response inhibition pro-
cesses and not generally on a bias towards the tactile sys-
tem. Regarding this, a Go-tactile/Nogo-visual condition as
well as a Go-visual/Nogo-tactile are not too central,
because the visual and the tactile dimension variation on
Nogo trials has been incorporated in the paradigm.

In summary, the study shows that sensory modalities
differ in their efficiency to trigger response inhibition pro-
cesses. The tactile modality is more powerful than the
visual modality. However, the tactile modality loses this
efficacy when being combined with the visual modality.
This may be due to competitive mechanisms leading to a
suppression of certain sensory stimuli. Variations in the
sensory modality specifically affected conflict monitoring
processes during response inhibition, but not perceptual
and attentional selection processes, resource allocation and
the motor inhibition process per se. The data shows that
differences between modalities and combined visuotactile
stimuli are due to processing changes in a frontoparietal
network encompassing middle and superior frontal areas,
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the right inferior frontal gyrus and the temporoparietal
junction. This suggests that the functional neuroanatomical
networks involved is response inhibition critically depends
on the nature of the sensory input.
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