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Abstract: The ability to inhibit behavior is crucial for adaptation in a fast changing environment
and is commonly studied with the stop signal task. Current EEG research mainly focuses on the
N200 and P300 ERPs and corresponding activity in the theta and delta frequency range, thereby
leaving us with a limited understanding of the mechanisms of response inhibition. Here, 15 func-
tional networks were estimated from time–frequency transformed EEG recorded during processing
of a visual stop signal task. Cortical sources underlying these functional networks were recon-
structed, and a total of 45 features, each representing spectrally and temporally coherent activity,
were extracted to train a classifier to differentiate between go and stop trials. A classification accu-
racy of 85.55% for go and 83.85% for stop trials was achieved. Features capturing fronto-central del-
ta- and theta activity, parieto-occipital alpha, fronto-central as well as right frontal beta activity
were highly discriminating between trial-types. However, only a single network, comprising a fea-
ture defined by oscillatory activity below 12 Hz, was associated with a generator in the opercular
region of the right inferior frontal cortex and showed the expected associations with behavioral
inhibition performance. This study pioneers by providing a detailed ranking of neural features
regarding their information content for stop and go differentiation at the single-trial level, and may
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further be the first to identify a scalp EEG marker of the inhibitory control network. This analysis
allows for the characterization of the temporal dynamics of response inhibition by matching electro-
physiological phenomena to cortical generators and behavioral inhibition performance. Hum Brain
Mapp 38:1333–1346, 2017. VC 2016 Wiley Periodicals, Inc.
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INTRODUCTION

The ability to stop behavior or cognitive processes is
considered crucial for the adaptation to a fast changing
environment [Aron, 2007, 2011]. The stop-signal task is a
common method to study this ability: participants have to
respond to a go signal yet have to withhold their response
to a less often occurring stop signal that might follow a go
signal. This task enables the computation of the stop-
signal reaction time [SSRT; Band et al. 2003], which esti-
mates the speed of the inhibitory process. Although the
SSRT varies across paradigms and subject populations, it
usually seems to fall within the range of 200–300 ms rela-
tive to stop stimulus onset. Then again, studies using
transcranial magnetic stimulation of the motor cortex sug-
gest the onset of inhibitory effects at about 150 ms post
presentation of the stop stimulus [Badry et al., 2009;
Coxon, 2006; van den Wildenberg et al., 2010], leaving us
with a critical period of about 50–150 ms during which the
exertion of successful inhibitory control is to be expected.

Electroencephalography (EEG) is a common tool used to
investigate response inhibition. Here, the N200 and P300
event-related potentials (ERPs), both of which are more pro-
nounced in successful stop as opposed to go trials, are
probably the most extensively studied phenomena [e.g.,
Huster et al., 2013]. When subjected to time-frequency
transforms, these ERPs roughly correspond to activity in
the theta and delta frequency bands, respectively [e.g., Hus-
ter et al., 2013; Schmiedt-Fehr and Basar-Eroglu, 2011].
More recent work also investigated the relevance of activity
in other frequency bands for behavioral stopping. Swann
et al. [2009, 2011], utilizing intracranial recordings, reported
increased beta band activity and coherence with successful
stop trials in the right inferior frontal gyrus (IFG) and pre-
supplementary motor areas (preSMA). Similarly, Alegre
et al. [2008] found increases in beta-band activity with suc-
cessful stopping over frontal electrode sites. At the same
time, Kr€amer et al. [2011] and Lavallee et al. [2014] reported
beta band activity with local maxima over the motor
regions. Lavallee et al. [2014] found that this beta activity
was differently modulated in bimanual as opposed to
unimanual stopping. Activity in the same frequency band
also correlated highly with response times in go-trials.
Thus, it is unclear whether these different reports on beta
band activity refer to the same neural region or system, or
whether they reflect dissociable neural phenomena. This
issue is further complicated by the fact that there might not

always be a direct correspondence between intracranial and
scalp EEG recordings, and in fact a direct mapping of IFG
and preSMA activity to distinct EEG events is still illusive
[Huster et al., 2013]. At last, a few studies also reported
stop/no-go versus go differences in the alpha band [Beng-
son et al., 2012; Huster et al., 2014; Tallet et al., 2009], but it
is unclear if these alpha-effects are at all associated with
response inhibition, or whether they merely reflect the proc-
essing of the task stimuli and potential differences thereof.

Studies linking behavioral performance measures (such as
SSRT and accuracy) to EEG phenomena would be helpful to
expose potential EEG fingerprints of inhibitory control, yet
current evidence is sparse. Some studies reported correla-
tions of SSRTs with features associated with the P300
though. Recently, we found that activity of an independent
component that also explained most of the variance of the
P300, and correspondingly exhibited elevated activity in the
delta frequency range, showed significant correlations with
the SSRT at around 200 ms post presentation of the stop
stimulus [Huster et al., 2014]. This finding was conceptually
replicated by Wessel and Aron [2015], who found that the
latency of the P300 onset, with an average of 225.3 ms, corre-
lated positively with the SSRT. It still needs to be determined
though whether any of these P3-related effects directly reflect
inhibition itself or rather its outcome. The late occurrence of
this effect rather suggests the latter, since myographic record-
ings at effector muscles indicate inhibitory influences as early
as 150 ms stop stimulus presentation [e.g., van den Wilden-
berg et al., 2010]. Data from our lab further revealed the
behavioral relevance of other neural processes such as
parieto-occipital alpha depletion at about 150 ms post stimu-
lus presentation, which correlated with individual SSRTs
[Huster et al., 2014]. Given its spatial, temporal, and spectral
features, this alpha-related effect points to the relevance of
early visual processing for successful inhibition, yet seems as
well rather unlikely to directly reflect inhibition proper.

Hence, an unequivocal electrophysiological indicator of a
genuine inhibition process still needs to be identified. Also,
this quest has been hindered by the strong focus on rather
few electrophysiological phenomena, such as the N200 and
P300 or narrowly defined effects in selected frequency
bands. Potentially reflecting this limited focus, EEG activity
patterns that could with high reliability be traced back to
the right IFG or preSMA are not known yet [Huster et al.,
2013]. Altogether, this leaves us with a severely limited
understanding of the entirety of processes driving success-
ful inhibition, with many electrophysiological features
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potentially undetected that may be of relevance for success-
ful inhibition or response adaptation.

This study set out to characterize electrophysiological
features associated with response inhibition tasks in their
entirety. To this means we developed a pipeline of consec-
utive analysis steps where we (i) computed time-
frequency representations of the single-trial EEG data, (ii)
estimated coherent functional networks and their spatio-
spectral activity patterns, (iii) identified features reflecting
differences in network activity between go and stop trials
in specific frequency bands and time frames, and (iv)
applied a single-trial classification to identify and rank
these features in accordance with their contribution to the
classifier’s performance. We furthermore computed corre-
lations of neural feature values with behavioral measures
to highlight features of relevance for neural and behavioral
stopping performance. This procedure allowed us to assess
not only evoked activity, as reflected in ERPs, but also
induced activity, that is, neural activity not strictly time-
locked to certain events. Further, we would disentangle
activity patterns otherwise showing strong spatio-temporal
overlap, thereby dissociating multifaceted phenomena as
seen in the beta band, presumably comprising oscillatory
activity of at least inferior frontal and motor regions.
Although our procedure was developed to specifically dis-
cover EEG characteristics that would remain undetected
with conventional analyses, we of course also expected to
detect networks already implicated in response inhibition
tasks. As such, it was expected that fronto-central delta
and theta activity would excel as strong predictors of the
trial type, but also that the relevance of parieto-occipital
activity could be replicated. We further expected an disso-
ciation of beta band activity according to frontal and rath-
er motoric patterns, and also that at least one of the
corresponding networks would be associated with activity
of the inferior frontal and pre-supplementary cortices.

METHODS

Participants

Seventeen healthy volunteers participated in the study.
Datasets of three participants were excluded from further
analysis, due to an insufficient number of artifact-free tri-
als in at least one condition. The final sample consisted of
14 healthy participants (7 female; mean age 5 24.83 6 2.83
years). All participants were right-handed and had normal
or corrected-to-normal vision. Volunteers participated in
return for payment and gave written informed consent
prior to study participation. The study was approved by
the ethics committee of the University of Oldenburg.

Stimuli, Task and Behavioral Data Analysis

Participants performed a modified stop signal task while
seated in an electrically shielded and sound attenuated cabin.

Stimuli were presented on a 2400 TFT screen placed behind an
electrically shielded window. Viewing distance to the screen
was 100 cm such that the visual angle of stimuli was about
1.78. Task presentation and performance was controlled using
the Presentation software (version 14.08, Neurobehavioral
Systems). Responses were given via a dedicated button box.

Stimuli consisted of centrally presented arrows pointing to
the left or the right. On a go trial, the target arrow was dis-
played in purple and subjects had to indicate the direction
the arrow was pointing via button press. On stop trials, the
color of a given target would change from purple to orange,
instructing the participants to withdraw from responding.
Stimulus-color assignments were counterbalanced across sub-
jects. The delay between the onset of target presentation and
color change (stop signal delay, SSD) was tracked and
adapted by an algorithm according to a staircase procedure,
used to achieve a response rate of approximately 50%. SSD
values were adapted as increments or decrements in steps of
50 ms depending on whether a subject’s response on the last
stop trial was correct (successful inhibition) or not (failed
inhibition), respectively [Band et al., 2003]. SSD adaptations
were tracked separately for left- and right-hand responses.
The presentation time for stimuli was the same for go and
stop stimuli (with respect to the relevant hand). In stop trials,
go stimuli were presented for the length of the SSD. Stop
stimuli immediately followed the go stimuli and were pre-
sented for 216 ms. Total presentation time of go stimuli in
go trials was determined by the SSD plus 216 ms. Whenever
none of the previously described stimuli was presented, a
fixation cross was shown in the middle of the screen instead.

Trials were grouped in blocks of 30 with an average trial
duration of 1,360 ms. Each block contained 20 go and 10 stop
trials and feedback on the participant’s performance was giv-
en after each block, instructing subjects to respond faster or
more accurately when detecting average response times larger
than 550 ms or a rate of failed stops of more than 50% with
stop signal trials, respectively. Participants completed a total
of 30 blocks with self-paced breaks after every fifth block.

To assess the behavioral performance of the participants,
the mean reaction time (RT) to go stimuli, the percentage
of failed stop trials (unsuccessful inhibition), as well as the
stop signal reaction time (SSRT) were calculated. The SSRT
was computed by subtracting the average stop signal
delay (SSD), that is, the time between the presentation of
the go and the stop stimuli in stop trials, from the mean
RT on valid go-trials [SSRTmean according to Band et al.,
2003]; thus, shorter SSRTs indicate faster or more efficient
inhibitory processing. Since no statistically significant dif-
ferences between response hands were observed, behavior-
al data were averaged across response hands.

EEG: Recording and Preprocessing

EEG data from 31 channels were recorded using a Brai-
nAmp (Brainproducts, M€unchen, Germany). Electrodes
were mounted in a flexible lycra-electrocap according to
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the 10–10 system for electrode placement [easycap, Falk
Minow Services, Munich, Germany; Chatrian et al., 1985].
In addition, the electrooculogram (EOG) was recorded
from one channel placed below the left eye. EEG and EOG
recordings were taken continuously from 0.01 up to 1,000
Hz at a sampling rate of 2,500 Hz. Impedances were kept
below 5 kX and matched for homologous sites with a
maximum deviation of 500 X. All data were recorded
against a reference-electrode positioned on the tip of the
nose. A ground electrode was placed on the forehead. Off-
line, data were filtered from 0.1 to 75 Hz and re-sampled
to 500 Hz. Ocular, muscular, as well as technical artifacts
were rejected by computing an ICA for every subject’s
data, rejecting those components representing artifactual
sources and back-projecting the thereby cleaned data.

Correct go and successful stop trials were extracted,
aligned to go stimuli with go trials and to stop stimuli
with stop trials, from 1.5 seconds pre- to 1.5 seconds post-
stimulus presentation. To further control for artifacts, trials
with amplitudes higher than 80 mV were automatically
rejected. The EEGLAB software package was used for pre-
processing of the data [version 9.0.8; Delorme and Makeig,
2004]. Please refer to Figure 1 for an overview over the
whole processing pipeline.

EEG: Trial Selection, Time-Frequency Transform,

and Multiplexing

After preprocessing and segmentation of the EEG, an
adjusted number of go and stop trials was randomly

Figure 1.

Schematic of the processing workflow. This figure depicts the main stages of the EEG processing pipeline

divided into three major stages: EEG preprocessing, functional connectivity analysis using group-level

data decomposition, and the single-trial classification procedure. Data formats and their organization are

highlighted in large rectangles, with the transformatory processing steps in-between. [Color figure can

be viewed at wileyonlinelibrary.com]
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selected from each subject’s available data, since the num-
ber of trials per condition has to be same for each subject
in order to compute a group ICA. This is, because the data
sets of single subjects later get vertically concatenated pri-
or to a group-wise data reduction step, meaning that these
data sets get stacked in the dimension containing electro-
des/components [for details see Eichele et al., 2011; Huster
et al., 2015]. To this means, a randomized selection of 176
trials from each subject (44 go and 44 stop trials for each
the left and right hand conditions) was drawn and it was
ensured that the resulting averages were representative for
the neural responses prior to trial selection. That is, the
go- and stop-ERPs derived after trial selection did not sta-
tistically differ from those ERPs computed from all trials;
this was assessed by means of point-wise two-tailed t-tests
while utilizing a false discovery rate (FDR) correction for
multiple comparisons.

For each of these trials a time-frequency decomposition
using Morlet wavelet convolution was computed. A
frequency-range from to 30 Hz was covered in 100 fre-
quency steps. Increasing numbers of cycles were used,
starting with 1 cycle for the lowest frequency up to a max-
imum of 15 cycles for 30 Hz. Then, frequency-specific log-
transformed power values for each time bin were divided
by the mean power of a baseline from 21,000 to 2100 ms,
resulting in the so-called event-related spectral perturba-
tion [ERSP, in dB; Delorme et al., 2004]. Time-frequency
transforms were computed using EEGLAB’s newtimef-
function.

For each subject the data were restructured to a two-
dimensional matrix with rows corresponding to channels
and columns corresponding to the multiplexed time-
frequency bins. Multiplexing (or muxing) refers to the
mixing of several signals into a single or lower number of
signals. Since the data matrices after time-frequency trans-
form are 4-dimensional ([channels 3 frequency 3 time 3

trials]), yet standard ICA and PCA work on 2-dimensional
matrices. This is perfectly valid since PCA and ICA do not
rely on any specific ordering of samples along the main
dimension for data decomposition (in EEG usually time).
The resulting multiplexed EEG matrix per subject was of
size [channels 3 (frequency * time * trials)].

Functional Connectivity Analysis: Concept

To identify functionally coherent networks from the
EEG data, a group-level independent component analysis
(ICA) was set up. ICA is a powerful machine learning
algorithm that blindly decomposes EEG data into statisti-
cally independent sources [Hyv€arinen and Oja, 2000]; as
such, it is a commonly used method for the estimation
functional connectivity in functional magnetic resonance
imaging and EEG [e.g., Bastos and Schoffelen, 2016; Joel
et al., 2011]. In context of ICA, connectivity is based on the
estimation of statistical dependencies across electrodes
caused by the common activity of a source, that is, a single

cortical area, a network of brain regions, or other genera-
tors of physiological activity (e.g., muscles or eye move-
ments). Mostly, ICA is applied on a single subject level
but the resulting components and their order are not nec-
essarily similar across subjects, impeding further infer-
ences on a group level. Recently, group ICA approaches
have been developed that are able to overcome these limi-
tations by identifying a single set of independent compo-
nents for all subjects. We applied a self-implemented
group ICA approach, adapted after Eichele et al. [2011]
and Huster et al. [2015]. In short, group ICA as used here
relies on a combination of two steps for data reduction,
one at the level of individual subjects and a second
applied to an aggregate data matrix built from the output
of the previous subject-specific reduction. Lastly, ICA is
applied to the output of the second or group-level data
reduction. Resulting group independent components cor-
respond to statistically independent sources representative
for the sample as a whole.

Functional Connectivity Analysis: Whitening and

Data Reduction

Whitening (i.e., zero-meaning, variance homogenization,
decorrelation) and data reduction are common preprocess-
ing steps prior to the actual application of ICA to reduce
the complexity of the problem and render its solution for
large amounts of data feasible. The combination of PCA
and z-standardization of the input data are procedures
commonly applied to achieve this preprocessing. A PCA
computes decorrelated components from the input data
and inherently ranks them in descending order according
to their variance explanation. Data reduction usually then
corresponds to the extraction of the first x components,
with x being lower than the number of input channels.
The number of selected principal components can, for
example, be based on the decision to account for a total of
80% or 90% of the variance. A channel-wise z-transforma-
tion, that is, a unification of the scaling across channels,
prior to PCA not only completes the whitening procedure,
but may further help to retain smaller effects that other-
wise may not contribute much to the overall variance
(such as small amplitude fluctuations in higher frequen-
cies) and may otherwise get lost during data reduction. As
mentioned earlier, data reduction in context of group ICA
is conducted consecutively both at the level of single sub-
jects as well as the group-level.

First, the single-subject data sets containing the multi-
plexed single-trial and time-frequency transformed EEG
separately undergo channel-wise z-transformation and
data reduction via PCA, leaving us with a data matrix of
size [components 3 (frequency * time * trials)] for every
subject. The first 15 components were extracted from each
of these data sets for further processing because on aver-
age the first 15 principal components (PCs) explained
about 90% of the total variance.
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Then, the selected principal components of all subjects
got concatenated vertically to build an aggregate data
matrix containing the extracted PCs; the resulting matrix
thus generally is of size [(subjects * components) 3 (fre-
quency * time * trials)]. This necessitates that the subject-
specific data sets are of the same size, that is, they contain
the same number of trials, and that the order of trials with
respect to the conditions they belong to is consistent across
data sets as well. A second PCA is computed on this
concatenated data matrix after a component-wise z-trans-
form, which provides us with group-level PCs. Of these
group-level PCs, again the first 15 orthogonal components
were extracted and z-standardized.

Functional Connectivity Analysis: ICA, Single-

Subject Reconstruction

Ultimately, the selected group-level PCs were subjected
to extended infomax ICA as implemented in EEGLAB
[Lee et al., 1999]. This resulted in 15 group-level indepen-
dent components (ICs) representing time-frequency pat-
terns that capture activations coherently expressed across
subjects.

The single-subject activations corresponding to these 15
ICs were reconstructed by matrix multiplication of the
weight matrices that resulted from the two PCAs and the
ICA, and the original multiplexed time-frequency-
transformed single-trial data of each subject. Note that this
is easily possible since the first PCA coefficient matrix,
coding for the transformation from EEG to PCs, is subject-
specific, and the second group-level PCA coefficient matrix
can be partitioned into subject-specific divisions coding
the transformation of the subject-specific PCs to the group-
level PCs. The ICA coefficient matrix, coding the transform
of group-level PCs to ICs, naturally is invariant across sub-
jects. These matrices and their inverses further define the
scalp mapping of ICs, that is, their contributions to the
electrodes in every subject. Further details can be found in
Eichele et al. (2011) or Huster et al. (2015).

Source Analysis of IC Topographies

Brain sources were computed for those group ICs that
stood out as containing highly predictive features, that is,
features with high absolute weights as determined in the
final training used for model estimation (see description of
the classification procedure below). The scalp maps of
these ICs were computed by averaging the individual IC
scalp topographies across subjects and subjecting these
averaged IC topographies to inverse modeling. Source
reconstructions were estimated according to the Bayesian
approach for distributed source modeling as implemented
in SPM12 (www.fil.ion.ucl.ac.uk/spm). Head compartment
meshes for the scalp as well as the outer and inner scull
were generated using the template T1-image provided
with SPM12. Electrode locations were defined and

integrated in the head model based on a standard label
matching procedure. A forward model was set up based
on the coregistration of the head compartment meshes and
three spherical shells. The source space was confined to a
segmented representation of the cortex with 8,196 vertices
computed from the T1-weighted template image. Sources
were reconstructed for a time window of 20 ms centered
at a component’s peak activity, with source orientations
being normal to the cortical surface. The statistical maps
containing the normalized Maximum Intensity Projection
(MIP), that is, the spatial source activity profiles, were
used to determine the local maxima for selected ICs. Fur-
ther details on the procedures for source reconstruction as
implemented in SPM can, for example, be found in Litvak
et al. [2011].

Feature Generation and Single-Trial

Classification

To generate and select meaningful features for single-
trial classification, clusters of time-frequency bins within
each group IC were identified that differed significantly
between stop and go trials. First, IC data were averaged
across trials for each subject and paired t-tests comparing
stop- and go-related activity were calculated for each time-
frequency bin, that is, every combination of time and fre-
quency. An FDR correction was applied on the resulting
P-values to correct for multiple comparisons. Then, clus-
ters concurrently spanning larger ranges in time and fre-
quency were defined as groups of adjacent time-frequency
bins with significant differences between conditions; that
is, all significant bins that could be connected through a
path uninterrupted by a non-significant bin would belong
to the same cluster (e.g., IC 2 in Figure 2 shows three clus-
ters; the clusters are separated by non-significant time-fre-
quency bins that are masked green). In addition, a cluster
had to encompass a minimum of 100 adjacent and signifi-
cant bins. A total of 45 clusters were extracted according
to this procedure, and each cluster would correspond to a
feature for the single-trial classification.

To derive the feature vectors for every single trial, a
mask was computed from each cluster and the mean activ-
ity (i.e., the mean event-related spectral perturbation)
within each of these clusters was extracted from all trials
and subjects. Thus, every trial was characterized by a vec-
tor (the feature vector) containing 45 values (thus 45 fea-
tures), each corresponding to the mean activity within a
cluster. In addition, the values of each feature were linear-
ly scaled to the range [21, 11] to correct for amplitude
differences across frequencies.

A Support Vector Machine (SVM) was used for the clas-
sification of go and stop trials based on the trials’ feature
vectors and their labels (either go or stop). SVM classifica-
tion is a method that constructs a hyperplane in a multidi-
mensional space that maximizes the margin between
classes of data. Here, C (or type 1) Support Vector
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Figure 2.

Group independent components and significant clusters for the stop-go difference. Features can

be identified by the combination of the component’s and the cluster’s number (e.g., 1–5 5 first

component, cluster number five). [Color figure can be viewed at wileyonlinelibrary.com]
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Classification (C SVC) with a linear kernel was used as
implemented in the LIBSVM software package for MAT-
LAB interfacing [Version 3.14, Chang and Lin, 2011]. The
training and test data for SVC comprised 88 go- and 88
stop-trials from fourteen subjects, that is, 2,464 trials in
total, and 45 features for each of these trials along with
labels, indicating whether the trial was a go or stop trial.

Initially, a grid search was conducted to estimate the
best-fitting value for parameter C, which determines the
penalty for classification errors during training. The
parameter was fixed to the value providing the best classi-
fication accuracy as estimated using a 10-fold cross-valida-
tion; that is, the available trials were divided into 10 non-
overlapping samples and the elements of each sample
were predicted from a classifier trained on the trials of the
remaining 9 samples. The parameter showing the best
classification accuracy (i.e., the highest percentage of cor-
rect classifications) was then used in a leave-one-out cross-
validation, in which every trial once gets predicted from
the training sample containing all other trials. The final
classification accuracies for go and stop trials were derived
from this cross-validation procedure. This procedure is
well-established for the evaluation of a classifier’s perfor-
mance providing an almost unbiased estimate of the gen-
eralization error while being computationally feasible [e.g.,
Hsu et al., 2010; Theodoridis and Koutroumbas, 2008]. At
last, the SVM classifier was trained on all available trials,
and from this final linear SVM model a weight vector with
one weight for each feature was derived. Comparable to
regression weights, this weight vector provides informa-
tion about the relevance of each feature for classification
[Chang and Lin, 2008]. Hence, the resulting feature
weights were ranked in descending order of their absolute
size, thereby providing us with a feature list ordered
according to the relative relevance of the features.

Post-Hoc Assessment of Brain-Behavior

Associations

To further test for the potential behavioral relevance of
the extracted features, averaged activity of the ten best
predicting features across trials were computed for every
subject. Go- and stop-related mean feature values were
then correlated with go-RT and SSRT, respectively, and
resulting p-values were corrected for multiple comparisons
using the false discovery rate procedure.

RESULTS

Behavioral Data

Participants demonstrated a mean RT in go trials of
594.4 ms (std 5 152.2) and committed errors in only 3.7%
(std 5 3.9) of all go trials. In 46% of the stop trials
(std 5 10) participants failed to successfully inhibit their
responses. The average SSRT was estimated to be 220.2 ms
(std 5 51.1). Hence, behavioral performance measures were
well within the range of values expected with this kind of
stop signal paradigm.

Functional Connectivity and Feature Extraction

Each of the 15 components estimated from the multi-
subject EEG data is characterized by its topography and
time-frequency profile. Figure 2 depicts independent com-
ponent topographies and the outcome of the contrast of
the stop versus go comparison. Based on this contrast, 45
features were derived, each constituting a cluster of adja-
cent and connected time-frequency bins significantly dif-
fering between the two conditions.

Figure 3.

Color-coded feature weights with colors also indicating the direction of the stop-go difference.

The ranks of the 10 best predictors are added on top of the color-coding (indicating the best

predictor). [Color figure can be viewed at wileyonlinelibrary.com]
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Single-Trial Classification

The single-trial prediction based on a support vector
machine with a linear kernel received an average accuracy
of 84.7%. Of the go trials, 85.55% were correctly identified,
whereas 14.45% were wrongly classified as stop trials. Of
the stop trials, 83.85% were correctly assigned a stop label,
whereas 16.15% were assigned the incorrect go label. An
overview of all features with their color-coded weights can
be found in Figure 3, which also denotes the 10 best pre-
dicting features as ranked by their absolute weights. These
ten features contributing highest to single-trial classifica-
tion will shortly be highlighted at this point, by providing
concise descriptions of spatial, spectral, and temporal char-
acteristics; condition-specific local maxima and minima
will be mentioned only if they deviate from the go versus
stop contrast as depicted in Figure 2. Table I lists the local
maxima of source reconstructions for those seven compo-
nents that provided the 10 strongest predictors, and Figure
4 depicts the source reconstructions for five components
with focus on the inferior frontal region. At last, Figure 5

provides an overview of the 10 best predictors, ordered by
their temporal evolution and spectral content.

#1: IC 1 contributed two features that were ranked as
first and fourth best predictors. Feature 1 was ranked first
and captured much of the power in delta and theta fre-
quency bands that was stronger in stop than go trials with
a stop-related maximum at 273 ms at 3.4 Hz. Based on its
topography and spectral composition, it is likely that this
feature captures much of the fronto-central N200 and P300
ERPs. In accordance with an association with the P300,
this component seems to be generated in a widely distrib-
uted network of parietal and temporal regions. Its activity
in the go condition correlated negatively with response
times (r 5 20.57).

#2: IC 14 feature 1 was characterized by a marked
parieto-occipital topography, and correspondingly showed
the expected effects in the lower frequency ranges includ-
ing alpha and theta frequencies. Activity of this feature
was lower in stop trials, with a maximum difference at
212 ms and 7 Hz. The local minimum in the stop condi-
tion was found at 8.5 Hz and 432 ms though.

#3: IC 7 feature 4 was characterized by more negative
activity in stop than in go trials, and a local maximum in
stop trials at 12.7 Hz at 700 ms. Driven by a widely dis-
tributed network of regions including inferior and middle
frontal, postcentral, as well as occipital regions, its promi-
nent late activity difference between conditions may indi-
cate an adaptive function for attentional and behavioral
adaptation.

#4: IC 1 also contributed its feature 2, which showed
lower activity in the delta and theta band in stop as com-
pared with go trials after 600 ms, thereby possibly corre-
sponding to some rebound in the delta/theta frequency
range causing this inversion relative to feature 1 of the
same component.

#5: Feature 3 of IC 12, characterized by increased beta
band activity in stop relative to go trials with a maximum
difference at 25.2 Hz and at 602 ms, was scored fifth best
predictor. Sources were located in the right precentral
region and the opercular area of the inferior frontal cortex.

#6: Feature 2 of IC 5 not only was a high ranking pre-
dictor, but its go-related activity also correlated significant-
ly with reaction times (r 5 0.86). It seems that differences
between go and stop conditions of this feature were driv-
en by a stronger depletion of go-related activity in the
higher theta and lower alpha band at around 273 ms, with
a local minimum at 224 ms and 5.6 Hz. Correspondingly,
more negative going activity in the go condition was asso-
ciated with faster responses. Dominant sources for this
component were found in the right inferior frontal (trian-
gularis) area and temporal regions.

#7: IC 10 feature 1 was driven by lower activity in the
delta frequency band in go as compared with stop trials
between 200 and 300 ms post stop-stimulus presentation.
The topography, which showed a central to frontal transi-
tion with a shift from negative to positive potential

TABLE I. Local maxima of independent component

source reconstructions

IC X Y Z Region BA

1 216 254 68 Left precuneus 5
18 256 68 Right superior parietal 5

258 23 6 Left superior temporal 48
51 211 14 Right rolandic operculum 48

249 250 225 Left inferior temporal 37
248 3 235 Left inferior temporal 20

43 3 237 Right inferior temporal 20
3 230 28 46 Left middle frontal 9

39 46 11 Right middle frontal 45
51 36 4 Right inferior frontal (triangularis) 45
63 211 222 Right middle temporal 21

258 214 223 Left middle temporal 21
5 51 38 2 Right inferior frontal (triangularis) 45

52 212 236 Right inferior temporal 20
7 32 28 41 Right middle frontal 9

43 214 35 Right postcentral 3
242 214 34 Left postcentral 3
220 295 5 Left middle occipital 18

23 292 4 Right calcarine 18
249 34 24 Left inferior frontal (orbitalis) 47

51 36 4 Right inferior frontal (triangularis) 45
10 216 58 20 Left superior frontal 10

273 216 22 Left postcentral 48
250 32 0 Left inferior frontal (triangularis) 47

12 13 225 68 Right precentral 4
53 13 12 Right inferior frontal (opercularis) 48

14 240 226 37 Left inferior parietal 3
51 36 4 Right inferior frontal (triangularis) 45
43 223 38 Right postcentral 3

261 229 8 Left middle temporal 22
60 235 7 Right middle temporal 22

239 288 24 Left middle occipital 19
41 266 0 Right middle temporal 37
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amplitudes, reflects the activity of a left-hemispheric net-
work with generators in superior and inferior frontal as
well as postcentral cortices.

#8: IC 3 feature 1 also was driven by delta band activity
with differences between conditions occurring already
before presentation of the stop stimulus. Here, however,
stop-related activity was more pronounced than that of go
trials. Generators were estimated to reside in bilateral mid-
dle frontal and temporal, as well as the right inferior fron-
tal cortex.

#9: Stop-related activity of feature 2 of IC 12 correlated
with SSRTs (r 5 0.57). This feature was characterized by
lower activity in stop trials predominantly spanning a fre-
quency range from lower alpha to the delta band, and a
temporal window between 200 and 650 ms. Its local maxi-
ma were at 9.8 and 2.5 Hz at 371 and 602 ms, respectively.

#10: IC 14 feature 2 represented a late increase in lower
beta band activity in stop trials, with a peak difference at 19.2
Hz and 761 ms. Main generators of this component were
found in bilateral temporal and occipital regions, as well as
the right triangularis area of the inferior frontal gyrus.

Brain-Behavior Associations

Testing for correlations between the condition-specific
activity of the 10 best ranking features on the one, and the

mean go RTs and SSRTs on the other hand, revealed some
significant correlations that survived the correction for mul-
tiple testing (see Fig. 6). Go-related activity of feature 1 of
IC 1 and feature 2 of IC 5 correlated with go RTs at
r 5 20.57 (P< 0.05) and r 5 0.86 (P< 0.001), respectively.
Feature 2 of IC 12 showed correlations between stop-related
activity and the SSRT at r 5 0.57 (P< 0.05). Correlations
between SSRTs and fronto-central activity in the delta and
theta frequency range, which would have corresponded to
feature 1 of IC 1, expected to occur at around 200 ms post
stop-signal presentation, were not found.

DISCUSSION

Using a combination of functional connectivity estima-
tion and single trial prediction on EEG data of a stop sig-
nal task, this study not only validated already known
features contributing to major differences between go- and
stop-related activity, but furthermore identified a number
of additional electrophysiological phenomena, some of
which were also associated with behavioral performance
measures. A major limitation of current approaches to the
study of behavioral inhibition is the focus on a very limit-
ed number of EEG phenomena and regional activations,
such as the N200 and P300 ERPs [e.g., Huster et al., 2013],
or the right inferior frontal cortex [Aron, 2007]. Since a full

Figure 4.

Source reconstructions for major independent components. Shown are the upper 25% of the

MIPs for each of the five components, as well as their overlap. The lower row depicts a sagittal

cut through the right inferior frontal region. Interestingly, only IC 12 showed an association with

the opercular region, whereas all other components but IC1 at least partially originated from tri-

angular and orbital regions of the inferior frontal cortex. [Color figure can be viewed at wileyon-

linelibrary.com]
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understanding of the neurocognition of behavioral inhibi-
tion necessarily relies on the understanding of associations
between neural and cognitive mechanisms driving perfor-
mance in relevant task contexts, our goal has to be the
identification of the entirety of processes seen in inhibition
tasks. Thus, this work is the first to widen our perspective
by uncovering neural processes supporting motor inhibi-
tion that so far have been overlooked.

By using group ICA on time-frequency transformed
data we studied not only evoked but also induced electro-
physiological responses. We extracted 15 functional net-
works of which seven contributed the ten best predicting
features differentiating between go- and stop related brain
responses. Figure 5 provides an overview of activity pro-
files of these features, ordered by their temporal and spec-
tral progression. Fronto-temporal and temporo-parietal
networks, associated with low-frequency bands, showed
early activity differences already before stop-stimulus

onset, and later temporally overlapped with further low-
frequency activity features between 200 and 300 ms. A
sustained depression of temporo-occipital alpha activity
coincided with stop-stimulus presentation; beta-band
activity did not start to differ between conditions before
150–200 ms post stimulus presentation. This overview
indicates that early differences may simply be driven by
variations in preparation, stimulus processing and evalua-
tion, whereas time frames from 150 ms onward show an
abundance of diverging processes, including the activity of
a network putatively associated with the right opercularis
of the IFG as well as the precentral region. Altogether, net-
work profiles indicate strong overlap in terms of spatial
(topographies), spectral, as well as temporal characteris-
tics, making it unlikely that analyses conducted in elec-
trode space alone, even when confined to specific
frequency bands, will ever provide a pure measure of a
neurocognitive process reflecting inhibition or its control.

Figure 5.

Schematic of the temporal progression of network activities. Each row corresponds to one of

the ten highest ranking features as indicated by the single-trial classification. Each feature is char-

acterized by its component topography and underlying network, the feature’s dominant frequen-

cy band, as well as a simplified schematic indicating the direction and strengths of the stop

versus go difference. [Color figure can be viewed at wileyonlinelibrary.com]
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Inspecting some networks closer, we found that one IC
reflected the expected fronto-central activity in the delta
and theta frequency range (Feature 1 of IC 1), which was
higher in stop trials and originated from a constellation of
widely-distributed generators. This component further-
more exhibited negative correlations of go-related activity
and mean RTs; higher go-related activity thus was associ-
ated with shorter reaction times. In contrast to our expect-
ations though, we could not find the expected correlations
with SSRTs reported earlier, where longer SSRTs were
associated with higher stop-related component activity
around 200–210 ms [Huster et al., 2014], or the P300 onset
latency [Wessel and Aron, 2015]. Feature 2 of IC 12, on the
other hand, showed a positive correlation with SSRTs, a
topography with a centro-parietal maximum that overlaps
with the P300, pronounced effects in the lower frequencies,
as well as onset of differences between conditions starting
at around 200 ms. Thus, because of its spatio-temporal
overlap with more centro-parietal activity, it would cause
amplitude variations as observed in previous work [Hus-
ter et al., 2014]. More interestingly even, this component
was the only one revealing a generator in the opercular
region of the right inferior frontal gyrus, which is implicat-
ed to be the key region for behavioral inhibition and also

exhibits correlations with SSRTs [Aron et al., 2014]. Thus,
these studies altogether imply a low frequency process,
evident at around 210 ms with a centro-parietal local max-
imum to be correlated with SSRTs, and that the previously
reported P3 amplitude or latency variations may be caused
by spatio-temporally overlapping activity originating from
the opercular region of the right inferior frontal cortex.

Another interesting finding refers to feature 2 of IC 5,
which also showed high positive correlations of activity in
go-trials with mean response times. Stronger depletion of
activity at about 15 Hz and below seen at around 200 ms
post go-stimulus presentation, thus leading to a relative
increase in stop as compared with go-trials, was associated
with faster mean RTs. The same component showed
increased activity in the same frequency range in stop tri-
als at stop signal presentation, which led to generation of
feature 1 of this component. This suggests that both fea-
tures might correspond to the same process, that is, a
decrease in activity relative to baseline at around 200 ms
in go trials, which corresponds to the time frame the stop
signal would be expected. The generators of this compo-
nent were traced back to right triangularis region of the
inferior frontal gyrus, as well as the right inferior temporal
region. Although the exact function of the right triangular

Figure 6.

Correlations of go- and stop-related component activity with go-RTs and SSRTs. Shown are the

correlation plots including regression line and the resulting correlation coefficient. In the middle

of each section, the topographic map of the corresponding component is depicted. To the right

of each section, the mean activities for the go and stop conditions are shown, including their

standard deviations. [Color figure can be viewed at wileyonlinelibrary.com]
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and orbital regions of the inferior frontal cortex are not yet
fully clarified, research from other domains suggests that
homologue regions in the left hemisphere serve as hubs
for the access of task-relevant information and a post-
retrieval selection process to resolve conflict among con-
currently active representations [e.g., Badre and Wagner
2007]. Applied to response inhibition, the right triangular
and orbital regions may integrate response alternatives
based on stored task representations, further accumulating
information to resolve the conflict between response exe-
cution and suppression based on expectations and the
actual occurrence of the stop signal.

In this context it is important to note that from the seven
components we highlighted (ICs 1, 3, 5, 7, 10, 12, and 14)
all but ICs 1 and 12 were associated with (predominantly
right) activity in the inferior frontal triangularis and orbita-
lis regions. Among those was IC 14, of which feature 1
captured the expected depletion in alpha activity, here
being more marked in stop trials. Source reconstructions
indicated an additional association of IC 14 with parietal
and associative occipital cortices, which would be in accor-
dance with the assumption that attention-driven process-
ing of the stop-stimuli may feed an accumulative decision
module in the inferior frontal cortex.

Whereas the processing procedures applied for the pur-
pose of this study can well be considered highly innovative,
this does not mean that they come without limitations. The
application of group decomposition to spectral EEG data
does allow for the concurrent analysis of evoked and
induced activity, but at the same time hinders a direct com-
parison with phenomena in the temporal domain. As a con-
sequence, we cannot for sure determine that IC 1 indeed
corresponds to N2 and/or P3 activity, because a back-
transform of the IC’s activity to the temporal domain is not
possible here. Also, the spatial precision of inverse modeling
to identify cortical generators could further be improved by
denser electrode placement, which does not mean that the
source constellations found here are necessarily invalid. Yet,
differentiations within regions, as suggested here for the
IFG, would benefit much from this increase in reliability.
The higher spatial sampling may also help to further identify
and locate activity originating from the pre-supplementary
motor area, which often is found active in response inhibi-
tion tasks. Not least, we focused here on the go versus stop
contrast, because it is the one most commonly applied in
this context. However, it has been argued that the successful
versus failed stop contrast may be more adequate, assuming
that it better separates actual inhibition-related from other
neurocognitive processes [e.g., Kenemans, 2015]. The meth-
ods applied here may need further refinement though to be
sufficiently sensitive to such potentially subtle effects, which
may not necessarily be reflected in amplitude changes but
may rather be manifested in small temporal differences.

To conclude, our data strengthen the association of the
right opercular region with the actual inhibition process,
and this is the first study to identify a spatio-spectral scalp

EEG profile for this network, which was characterized by
concurrent activity below 12 Hz and above 20 Hz. Triangu-
lar and orbital inferior frontal regions may rather play a
role in the selection of the most appropriate response alter-
native, based on incoming information and its integration
in context of task representations. However, these processes
exhibit strong overlap in the spatial, temporal, and spectral
domain, with most relevant features being associated with
activity patterns below 15 Hz, and occurring at around 200
ms. Thus, simple analyses in the electrode space may not
find such effects, or may wrongly attribute them to major
EEG phenomena such as the P3 with which they only may
indirectly be associated (e.g., with the P3 indicating the
evaluation of earlier inhibitory processing). In addition,
evaluative and response selection components, such as IC 1
and IC 5 also influence task behavior, likely in cooperation
with adaptive mechanisms across trials. This study pro-
vides testable hypotheses that can be addressed in future
work, optimally binding electrophysiological phenomena to
cortical activations as observed in functional magnetic reso-
nance imaging, thereby providing us with the opportunity
to integrate models of fast cortical processing with the well-
described subcortical systems for motor-control.
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