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Abstract: We introduce a novel method for delineating context-dependent functional brain networks
whose connectivity dynamics are synchronized with the occurrence of a specific psychophysiological
process of interest. In this method of context-related network dynamics analysis (CRNDA), a continu-
ous psychophysiological index serves as a reference for clustering the whole-brain into functional net-
works. We applied CRNDA to fMRI data recorded during the viewing of a sadness-inducing film clip.
The method reliably demarcated networks in which temporal patterns of connectivity related to the
time series of reported emotional intensity. Our work successfully replicated the link between network
connectivity and emotion rating in an independent sample group for seven of the networks. The
demarcated networks have clear common functional denominators. Three of these networks overlap
with distinct empathy-related networks, previously identified in distinct sets of studies. The other net-
works are related to sensorimotor processing, language, attention, and working memory. The results
indicate that CRNDA, a data-driven method for network clustering that is sensitive to transient con-
nectivity patterns, can productively and reliably demarcate networks that follow psychologically mean-
ingful processes. Hum Brain Mapp 37:4654—4672, 2016.  © 2016 Wiley Periodicals, Inc.
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INTRODUCTION

The research of large-scale brain networks is a growing
trend within cognitive neuroscience, especially in function-
al magnetic resonance imaging (fMRI) studies. Recent
works employing various unsupervised methods suggest
replicable parcellation of the brain into functionally mean-
ingful networks including the “executive control”, “sensory-
motor”, “default mode”, and “salience” networks [Allen
et al., 2012; Seeley et al., 2007; Shirer et al., 2012].

Although these networks are often regarded as “intrinsic
networks”, having a stationary connectivity level over
time (at least partially due to an underlying anatomical
setup), evidence increasingly points to the time-varying
nature of this connectivity as a key feature of the brain
(for a review, see Hutchison et al., 2013]. Thus, computa-
tional models of spontaneous neural interactions [Deco
et al., 2009; Honey et al., 2007] suggest that functional con-
nectivity fluctuation, as measured by fMR], is a fundamen-
tal characteristic of network functioning. Moreover, using
sliding window correlation estimates to analyze the mag-
nitude and spectral characteristics of correlation patterns,
reveals a meaningful variance of these factors across brain
systems and populations. For example, such analyses indi-
cated the existence of prototypical connectivity patterns
[Allen et al., 2012], the dynamic interplay between specific
functional networks [Gonzalez-Castillo et al., 2014; Leo-
nardi et al., 2014; Raz et al., 2014], and the links between
abnormalities in network dynamics and pathological states
[Sakoglu et al., 2010; Shen et al., 2014].

A common practice in the increasing use of sliding win-
dow correlations is to define the networks in advance. This
is done on the basis of connectivity analysis applied over
entire epochs of resting state data [Allen et al., 2012;
Sakoglu et al., 2010; Smith et al., 2012; Sripada et al., 2014],
rather than on the basis of connectivity dynamics. In this
case, intrinsic networks are first delineated by applying
independent component analysis (ICA) or correlation-
based clustering to resting-state data. Their temporal con-
nectivity indices are then compared across different physi-
ological and psychological states or across groups of
subjects.

These approaches use separate criteria to form the net-
works than those applied to estimation of the dependency
between their connectivity dynamics and processes of

Abbreviations
CRNDA  Context-related network dynamics analysis
DCM Dynamic causal modeling
ERQ Emotion regulation questionnaire
ICA Independent component analysis
NCI Network cohesion index
PLS Partial least squares
PPIL Psychophysiological interaction
SPGR Spoiled gradient echo
TP] Temporo-parietal junction

interest. Thus, they are not optimized by design to maxi-
mize the synchrony between network connectivity dynam-
ics and reference signals. Therefore, they may be less
sensitive to the emergence of transient context-related neu-
ral constellations which may underlie flexible and adaptive
behavioral reactions [Durstewitz and Deco, 2008]. It
should be noted that ICA was also used for delineating
transient connectivity patterns in a subset of time win-
dows (see [Esposito et al., 2003] for a sliding-window
approach). However, such approach does not allow for the
probing of connectivity dynamics of the same network,
but rather demarcates ad-hoc networks in different time
points.

Psychophysiological interaction (PPI) and dynamic caus-
al modeling (DCM) are apparently the most commonly
used methods for analyzing network connectivity dynam-
ics in fMRI. PPI analysis [Friston et al., 1997] investigates
the interactions between brain responses and a continuous
experimental parameter. DCM [Stephan et al., 2007] per-
forms a Bayesian comparison between connectivity models
of hypothesized networks and the influence of experimen-
tal conditions on the connectivity; it thereby enables the
analysis of the temporal aspects of connectivity within a
set of regions.

These methods, at least in their classical formats, do not
suggest a whole-brain data-driven delineation of distinct
networks related to specific functions. PPI analysis traces
pairwise correlations between the signals of a seed region
of interest and other voxels in the brain. However, it does
not account for the connectivity state of a network (i.e., a
set of interacting nodes). Moreover, in PPI analysis, the
seed regions have to be a-priori defined, contrary to data-
driven analysis. Similarly, DCM is limited to the analysis
of a given network.

Behavioral partial least squares (PLS) analysis [Krishnan
et al., 2011] is another data driven approach that finds
matched pairs of components, one over brain activity and
the other over behavioral conditions (or time points in the
case of a continuous behavioral measure). PLS is not typi-
cally used with dynamic connectivity data, but in principle
it can be adapted to account for connectivity dynamics by
replacing the brain activity values with inter-regional pair-
wise correlation indices. Such an adapted method would
provide matched pairs of components wherein one is over
pairs of ROIs (or ROI graph edges) and the other is over
behavioral conditions (or time points for a continuous
measure). Interpreting such a result would need further
processing such as thresholding the component values
and comparing the components over time points with
relation to the behavioral measure.

The alternative approach presented in this paper produ-
ces clusters of ROIs with a more clearly defined meaning
that need not be interpreted in relation to a time-wise
component. It uses contextual information already at the
network delineation stage, rather than first selecting the
networks and then assessing their connectivity in relation to
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Figure I.

Context-Dependent Network Dynamics Analysis scheme. (a) Gray
matter was parceled into elementary regions of interest using the
Iclust algorithm. The different color patches represent distinct
ROIs in this partition of 150 ROIs per hemisphere. (b) Correlation
between the signals of each pair of ROIs was computed in sliding
windows of 30 seconds (c) For each pair of regions and each sub-
ject, the correlation time course was correlated with the median
rating using Spearman’s test. (d) A t-statistic was used to summa-
rize the latter correlations for each ROI pair. The heatmap repre-
sents an affinity matrix based on the resulting t-scores. Rows and
columns are sorted and partitioned according to the clustering

context. This method is especially sensitive to context-
dependent transient connectivity fluctuations. It offers a
whole-brain parcellation into networks whose connectivi-
ty level covaries with continuous indices that reflect spe-
cific psychological and physiological states. Our approach
is in line with the notion that a specific set of inter-
regional interactions in the brain varies depending on the
relevant context.

In our method for Context-Related Network Dynamics
Analysis (CRNDA), a set of regions is considered a
context-related network when the functional connectivity
between these regions unfolds hand in hand with a contin-
uous measure of a specific concurrent psychological or
physiological process related to the context. CRNDA is an
extension of the network cohesion analysis approach [Raz
et al., 2012, 2014]. In contrast to previous work on dynamic
functional connectivity, our network formation procedure
actively searches for the relevant networks, supervised by

results. () NCls of the resulting clusters were computed for the
training and validation groups as described in the main text.
Actions (d) and (e) were repeated 20 times with random splits of
the subjects into training and validation groups. (f) A similarity
matrix of Jaccard scores of the spatial overlap between each pair
of networks resulted from the 20 cross-validation folds. Rows and
columns are sorted and partitioned according to the network clus-
tering. (g) The link between the NCI of the final networks and
the median rating was validated on an independent test group.
[Color figure can be viewed at wileyonlinelibrary.com]

the context index of interest. Our method is geared
towards stimulus-driven experimental paradigms, while
most other dynamic connectivity studies to date are based
on resting-state experiments.

CRNDA (Fig. 1) starts with parcellation of the brain into
regions that serve as network nodes. We then calculate a
pairwise affinity measure between regions so that regions
whose temporal connectivity is in sync with an indepen-
dent time series of interest across subjects have higher
pairwise affinity. We cluster the nodes into networks that
are then tested for statistical significance on a data set that
was kept aside. The process can be repeated in a cross-
validation paradigm to assess the stability of the networks
and allow for overlap between resulting networks. Finally,
we test the statistical significance of the findings on an
independent data set.

We applied CRNDA to fMRI data and a moment-to-
moment self-reported rating of emotion intensity by
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subjects who viewed an excerpt from the commercial film
Stepmom [Columbus]. This movie was previously shown
to induce an experience of sadness [Raz et al, 2012].
The experimental setup followed previous fMRI research
[Bartels and Zeki, 2005], which demonstrated the power of a
life-like cinematic experimental paradigm relative to resting
state to expose functional segregation and specialization.

To further validate the relevance of networks delineated
by CRNDA for emotion-related processing, we examined
whether their cohesion index covaries with an indepen-
dent index of emotion regulation tendencies; this index is
related to the context of the emotional movie. We expected
the emotion-related networks we identified to show lower
connectivity among individuals with higher tendency to
regulate their emotions, especially during the film’s dra-
matic peaks.

METHODS
Participants

We collected data from two samples of healthy volun-
teers with no known history of neurological or psychiatric
disorder. All volunteers had at least 12 years of education,
with Hebrew as their spoken language. The participants
signed an informed consent form approved by the ethical
committees of the Tel Aviv Sourasky Medical Center. Val-
id fMRI data were obtained from 53 subjects (age:
26.75 = 4.86 years, 21 females) and from 31 additional sub-
jects (age: 32.6 + 5.57 years, 7 females) in Samples 1 and 2,
respectively after we excluded 21 subjects” data sets due to
technical failures and exaggerated head motions. Parts of
the data collected in Sample 1 were used in previous stud-
ies [Raz et al., 2012, 2013b].

Task

The participants passively viewed a clip from the movie
Stepmom (Columbus, 1998; 8:21 min) to elicit the experi-
ence of sadness. The clip included two scenes in which a
terminally-ill mother talks about her impending death
with each of her two children. The display was preceded
and followed by a three minute epoch, during which the
participants passively watched an all-black slide.

Continuous Emotion Intensity Ratings

The participants watched the same movie clip again in a
post-scan session outside of the scanner. They were
instructed to report, in retrospect, on the intensity of sad-
ness they experienced during the first viewing. Using in-
house software, the participants rated their sadness inten-
sity on a 21-point scale ranging from “neutral” to “very
high” sadness intensity. This protocol was selected to
avoid interfering with the emotional experience during the

scan, following evidence on high correlations between
original and retrospective ratings [Raz et al., 2012].

fMRI Acquisition and Preprocessing

Data were collected using a GE 3T Signa Excite echo
speed scanner with an eight-channel head coil, located at
the Wohl Institute for Advanced Imaging at the Tel-Aviv
Sourasky Medical Center. We used a T1-weighted 3D axial
spoiled gradient echo (SPGR) pulse sequence for structural
scanning, with the following parameters: TR/TE =7.92/
298 ms, slice thickness=1 mm, flip angle=15°, pixel
size =1 mm, FOV =256 X 256 mm. We performed func-
tional whole-brain scans in interleaved order with a T2*-
weighted gradient echo planar imaging pulse sequence
(time repetition [TR]/TE =3,000/35 ms, flip angle =90°,
pixel size=156 mm, FOV =200 X 200 mm, slice
thickness = 3 mm, 39 slices per volume). The subjects were
given active noise cancelling headphones (Optoacoustics).

We pre-processed the resulting data using Brain Voyag-
er QX version 2.4. Head motions were detected and cor-
rected using trilinear and sinc interpolations, respectively,
applying rigid body transformations with three translation
and three rotation parameters. The criterion for exclusion
due to exaggerated head motions was deviations higher
than 1.5 mm and 1.5° from the reference point. Valid data
were high pass filtered at 0.008 Hz, and we applied a spa-
tial smoothing with a 6 mm FWHM kernel. To avoid the
confounding effect of fluctuations in the whole-brain
BOLD signal, the mean white matter and ventricle signals
were regressed out of every data set. We then used an
ICBM 452 probability map (http://www.loni.usc.edu/
atlases/ Atlas_Detail php?atlas_id = 6; Last accessed on 27/
07/2016) to generate the white matter and ventricle masks.
The probability thresholds were set to 95% and 99% for the
ventricles and white matter masks, respectively.

We co-registered SPGR images with the corresponding
functional maps (via Brain Voyager QX automatic algo-
rithm and manual verification) after standardizing them to
1 X 1 X 1 mm and transforming them into Talairach space.

ROI Signal Extraction

We first parceled gray matter voxels into regions of
interest (ROIs), which served as candidate nodes in the
CRNDA network-forming procedure (see Supporting
Information for details). A simple method of extracting
ROI signals is to average the signal over the voxels. To
further ensure that each brain region represented a single
coherent signal, we also performed an intra-region voxel
weighing step. The top 10% of voxels with the highest
mean intra-region similarity (i.e.,, average correlations)
were selected to be the core voxels. All the voxels were
then weighted by their mean correlation to the core voxels
(Supporting Information Fig. S1). Regional voxels that
were negatively correlated to the core (if any existed)

* 4657 *


http://www.loni.usc.edu/atlases/Atlas_Detail.php?atlas_id=6
http://www.loni.usc.edu/atlases/Atlas_Detail.php?atlas_id=6
http://www.loni.usc.edu/atlases/Atlas_Detail.php?atlas_id=6

¢ Raz et al. ¢

received zero weight, and were thus effectively removed.
We used this weighting to linearly combine the voxel acti-
vations into a regional signal.

Context-Related Network Dynamics Analysis

Given an ROI map that clustered voxels into regions, a
data set of subjects” fMRI, a regressor of interest (subjects’
emotional rating), and the requested number of networks,
our network forming procedure involves the following
basic steps:

1. Use the training set to calculate a suitable inter-region
affinity measure that captures the hypothesized func-
tion of the networks.

2. Use the affinity measure and a clustering procedure
to cluster the regions into networks.

3. Assess the correlation between the network’s dynam-
ic connectivity (cohesion) index and the continuous
psychophysiological measure of interest to produce a
fitness score.

Steps 1 and 2 generate candidate networks from training
data. Since clustering methods can produce results that are
sensitive to data perturbations [Rand, 1971], we repeated
steps 1 and 2 twenty times on random subsets of training
set subjects and summarized the results to enhance the
robustness of our analysis. To summarize the results, we
assessed the tendency of each of the ROIs to stay clustered
in the same network across repetitions and integrated the
multiple clusterings into a single stable set of networks.

Step 3 assesses the strength of the relationship between
a network’s dynamic connectivity and the psychophysio-
logical measure. We applied this step to a held-out test set
with a completely new set of subjects, to obtain statistical
significance.

The abovementioned steps are described in detail below.

Basic step #1, computing inter-region affinity matrix

This first step uses an affinity measure to derive the net-
works. It operationalizes the notion that regions belong to
the same functional network if their connectivity fluctuates
in concert with a relevant variable of interest.

For each subject, s, and each pair of regions, i and j
whose time series x; and x; were obtained in the ROI form-
ing procedure, let

(1= 4C°V(xfi’,xf(t)) M
i0j

Be a pairwise time series of normalized dynamic covari-

ance, where the covariance is taken over a running time

window of size A ending at time t. The normalizing o;

and o; are the standard deviations of the full time series x;

and x; respectively. We computed the standard deviations

over the entire time series instead of the running time

window, because we found this to yield a less noisy signal
in preliminary tests (due to higher inter-subject correlation
of the connectivity index time series)".

We selected the variable of interest r(t) to be the median
emotion intensity rating, taken at each time point over all
the subjects. Let

C;j=Spearman ( pi;(t), r(t)) (2)

Be the Spearman correlation between the median rating
and each subject’s pairwise dynamic covariance of regions
i and j for subject s. The i,j entry of the affinity matrix S is

S; j=t—statistic {arctanh(Cf’]») | s € training set} (3)

Sij is, therefore, the result of a t test, applied over the
Fisher-z transformed set of correlations calculated for each
subject using Eq. (2). Consequently, this measure captures
the significance of non-zero correlation between inter-
region dynamic connectivities and the median emotion
rating.

In this analysis, the window size in Eq. (1), A, was set to
30 seconds (10 TRs), following evidence on functionally
meaningful connectivity fluctuations at this time-scale
[Hutchison et al., 2013]. We calculated the median rating
values in corresponding 30 second sliding windows, so
the emotional regressor would reflect the rating in the
same time window (of size A) as the connectivity.

Basic step #2, clustering regions into networks

We used the Iclust algorithm to form networks of
regions with the inter-region affinity matrix S as the simi-
larity matrix and n. =10 as the requested number of clus-
ters. (Fig. 1d). We defined the resulting clusters as
candidate functional networks. These networks are the
result of a search in the huge space of all possible parti-
tions of all the regions into clusters. The score of each clus-
ter is the mean intra-cluster similarity. The solution is
locally optimal in that the total intra-cluster similarity
would decrease if any single region were to be reassigned
to a different cluster. To improve the chance of finding a
globally optimal solution, Iclust was set to perform its
internal optimization 10 times from random initial condi-
tions and to report on the best-scoring result.

Basic step #3, network cohesion analysis (assessing
fitness score of candidate networks)

To assess the statistical significance of the synchrony
between candidate networks and the emotional intensity
index, we first defined an index of network dynamic con-
nectivity (or Cohesion), similar to the network cohesion
index (NCI) of Raz et al. [Raz et al., 2012]. This parallels

"Note however that pf‘]- is therefore not limited to the range [-1, 1]
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the pairwise dynamic connectivity p, used earlier for clus-
tering. For each network, k € {1,.,n.}, subject s and time
point ¢ let

NCI(t)=t—statistic{p;;(t) | i,]j € network k} 4)

where t—statistic{x} is the t — statistic of group x cal-
culated as
X—nu
t= 5
o (5)

With x being the sample mean, s the sample standard
deviation and n the sample size (u=0 in this case). That is,
NCI(t) is the t-statistic of the set of intra-network pairwise
dynamic covariances [defined in Eq. (1)].

Next, we measured the synchrony of the NCI with the
measure of emotional intensity. For every individual sub-
ject and network, we compared the NCI with the median
rating of sadness intensity using Spearman’s correlation.

cy=Spearman(NCI(t), r(t)) (6)

We defined the fitness of network k for the subject group
as the t-statistic of their Fisher-z transformed correlations:

fr(subject group)=t—statistic {arctanh(c}) | s
€ subject group} (7)

Equations (4), (6), and (7) extract a fitness score for the net-
work which is mirrored by the pairwise affinity measure
extracted for pairs of regions in Eqgs. (1)-(3), respectively.
The pairwise normalized covariance of Eq. (1) is replaced
by a group t-statistic in Eq. (4). Egs. (3) and (5) are identi-
cal except for the replacement of the pairwise dynamic
connectivity of Eq. (1) with that of the network dynamic
connectivity from Eq. (4). Equations (3) and (7) are similar-
ly matched, calculating a group statistic over the results of
Egs. (2) and (6), respectively.

As noted in the method outline, we performed this step
on training sets to select the best number of ROIs. We
repeated it again after the results of 20 folds of network
clustering were integrated (see below). This allowed us to
test the significance of the correlation between cohesion of
the integrated networks and the emotion rating in an inde-
pendent sample of subjects.

Stable Network Extraction and Significance
Testing

The 53 subjects of Sample 1 were randomly subsampled
in each of the 20 clustering folds, (selecting approximately
half of the subjects). We performed the network forming
procedure (Steps 1 and 2) and estimated the fitness score
on the same sample (Step 3). This procedure produced 20
folds X 10 networks =200 networks. While networks from
the same fold were necessarily disjoint, 2 folds would
often yield very similar, yet always slightly different,

networks. To produce a final set of networks containing
regions that are robust to the sampling of training subjects
for the affinity matrix, we performed the following inte-
gration procedure:

I. We clustered the networks into 10 groups (see Fig.
1f), using Iclust. We provided Iclust with a similarity
matrix comprised of the Jaccard similarity indices,
defined as the number of regions in the intersection
of the 2 networks divided by the number of regions
in their union:

.. —net; N net;
S’J ' ]/nefi U net; (8)

II. For each group of networks i and each region j, we
defined a region membership score b;; to be the pro-
portion of networks containing region j that fell in
group 1.

III. We assessed a null distribution of membership scores
using a permutation sampling procedure that kept
the sizes of the networks, but randomly permuted
the assignment of regions to networks (repeating
steps I and II). The 95% confidence threshold for
membership was found to be 0.3.

IV. We then constructed a final set of 10 integrated net-
works from the 10 groups, by assigning each region
to the groups that contained it with a membership
score above the confidence threshold. Some regions
were assigned to more than a single network and
some were not assigned to any network in this step,
since their highest membership score was below the
0.3 threshold.

The significance of the correlation between the rating and
the integrated networks NCI was then assessed (as
explained in basic step 3) using a completely new test set
of 31 subjects (Sample 2) not used during the network
forming procedure. We performed the statistical test as
specified in Egs. (6) and (7), and applied FDR correction
for multiple (10) comparisons [Benjamini and Hochberg,
1995].

Test of Network Spatial Specificity

The previous steps ensured that the final networks had
a statistically significant positive correlation of connectivity
dynamics with the measure of interest (sadness rating). It
also verified that the regions making up the networks (i.e.,
the clustering results) were robust to selection of the train-
ing set used to learn the clustering. We applied a third sta-
tistical test to assess the spatial specificity of the results.
This served to examine the extent to which the strength of
the rating-cohesion link was unique to the specific spatial
constellation of the networks identified in the previous
stage. For each of the final networks that showed
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significant NCI-rating association, we created 1000 corre-
sponding pseudo-networks, each containing ROIs that
were randomly selected from the full ROI map. The num-
ber of ROIs selected remained constant and equal to that
of the original network. We computed the NCI-rating asso-
ciation in the second sample group for each of the random
networks and compared the strength of the original net-
work’s association to this background distribution. The
spatial specificities of the networks were defined as the
proportion of random networks that had a lower NCI-
rating association score.

Functional Profiling of the Networks

We used the Neurosynth database (http://neurosynth.
org/, Last accessed on 27/07/2016) [Yarkoni et al., 2011]
to obtain evidence for the functional characteristics of the
final networks. Neurosynth is a meta-analytical platform
that aggregates findings from over 10000 neuroimaging
studies. Our functional profiling procedure tagged the net-
works with psychologically meaningful labels by summa-
rizing the tags assigned by Neurosynth to each of the
network’s nodes (ROIs).

For each ROI, a representative voxel was defined as: the
voxel with the maximal average correlation coefficient
with the other voxels in the ROI. Functional tagging was
performed for each of these representative voxels in the
network. Using Neurosynth, we computed posterior prob-
ability indices that reflect the likelihood of any term in the
database being used in a study that reports on activation
of this voxel. For each term, we averaged the posterior
probability indices over the network’s nodes to indicate
the extent of relevance of that term to the entire network.

Following the functional tagging results, we performed
a post-hoc analysis to examine the link between the net-
works and the empathy-related notions found relevant to
some of the networks. There is growing evidence for the
existence of two distinct neural circuits: cognitive empathy
[also called “Theory of Mind” (ToM)] and sharing other’s
internal states [Zaki and Ochsner, 2012]. We specifically
tested the similarity of our ‘empathy-related” networks to
available statistical maps obtained from two sources: (i) a
recent ToM functional localizer experiment [Spunt and
Adolphs, 2014; thresholded and binarized at Qppr < 0.05)
contrasting “how” and “why” questions.; (ii) meta-analytic
conjunction analysis demarcating regions activated both
when an individual experiences pain and observes other’s
pain [Lamm et al., 2011; the map was kindly provided by
the author and thresholded and binarized at P <0.05,
FWE-corrected on cluster-level).

Recent neuroimaging studies associate interoceptive and
affective processes related to empathy for pain with a
“salience network,” which is more broadly implicated in
the detection of stimuli relevant for bodily homeostasis
(see [Menon, 2011]. Therefore, we also tested the overlap
between the final networks and a statistical map

representing the “salience network” as originally reported
by Seeley and colleagues [Seeley et al., 2007]. We expected
that a network that overlapped with the ES circuit would
also show similarity with the salience networks.

To assess the spatial overlap between the seven final
networks that passed the cross-validation test and these
previously delineated networks, we computed the Jaccard
index [see Eq. (8)] between each of our networks and the
three maps. To assess the statistical significance of the
results, we compared these scores with Jaccard indices
computed in the same manner for permuted networks.
Thus, for each comparison between a final network and
one of the two statistical maps, the result was compared
with Jaccard scores computed for 1000 corresponding net-
works generated as described in the previous section (pre-
serving the number of ROIs but otherwise random).

Relations Between Emotion-Related Network
Cohesion and Emotion Regulation

We wanted to further explore the relevance of the net-
works delineated by CRNDA to emotion-related process-
ing. To do this, we examined whether there were times
during the movie presentations when the networks” cohe-
sion indices covaried across subjects with independently
measured emotion-related trait indices; these indices were
obtained from 37 subjects in Sample 1. The subjects filled
in the emotion regulation questionnaire (ERQ; [Gross and
John, 2003], which assesses the individual’s tendency to
regulate emotions using two strategies: cognitively reap-
praising the situation (Reappraisal) and suppressing the
expression of emotion once it is elicited (Suppression).

We performed a post-hoc testing of the covariance
between these indices of emotional reaction and the con-
nectivity measures of networks identified by CRNDA [as
measured with Eq. (4)]. This was done to account for the
use of emotion regulation processes to modulate empathic
responsiveness [Decety and Lamm, 2006; Engen and Sing-
er, 2013]. To avoid an excess of redundant hypotheses test-
ing, we limited the analysis to networks that were linked
by our functional profiling procedure with the emotion-
related domain of empathy. We excluded other networks
related to domain-general processes. We specifically tested
Networks #1, #2, and #9, which were tagged as related to
either ToM and mentalizing (Networks #1 and #9), or to
empathy for pain (Network #2; see Fig. 4 and Bartels and
Zeki, 2005).

Using Spearman’s coefficient, we tested the relations
between the NClIs of these networks and the reappraisal
and suppression scores in each of the time windows across
the movie. We did this for each of the two families of
hypotheses: Suppression and Reappraisal. An FDR correc-
tion was applied to control the number of comparisons
(i.e., 151 time-windows X 3 networks = 453 comparisons).
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Figure 2.
Emotional rating. The solid line indicates the median sadness
intensity rating by participants who watched a scene from the
movie Stepmom (Columbus, 1998). The interquartile range is
represented by the dashed lines.

RESULTS
Efficacy of the Movie Clip as an Emotion Elicitor

The continuous rating of sadness intensity induced by
the movie indicates that the experimental stimulus used in
the study was effective in triggering a dynamic emotional
experience. The median rating over Sample 1 (Fig. 2) had
two peaks, corresponding to “moderate” and “moderate to
high” levels of sadness intensity. As mentioned in the
introduction, this result and its robustness for this stimu-
lus has already been studied [Raz et al., 2013b].

Delineation of Emotion-Related Context-Depen-
dent Networks

Gray matter was parceled into regions with functional
clustering using the Iclust algorithm (Fig. 1a). We ran the
CRNDA network forming procedure in 20-folds, using the
affinity matrices resulting from an assessment of the correla-
tions between pairwise dynamic connectivity and the median
sadness rating across all Sample 1 subjects (Fig. 1b—d).

We repeated the procedure for ROI maps containing
100, 160, 200, 300, and 400 parcels (divided evenly across
hemispheres). The networks’ fitness scores, measuring the
significance of the correlations between network dynamic
connectivities (NCIs) and the median sadness rating, were
calculated on training set subjects per fold (basic-step #3).
The ROI map with the best average fitness score across
folds was that with 300 (with a t-score of 3.32 compared
with 3.23, 3.31, 3.31 and 3.29 for ROI maps with 100, 160,
200, and 400 ROIs, respectively).

We assimilated the networks obtained across the 20
folds into 10 groups (Fig. 1f). This procedure resulted in

the demarcation of 10 final networks. We employed a per-
mutation filtering procedure (Fig. 1f) to exclude ROIs that
were weakly related to this final set of network groups.
We computed the membership scores for each of the
regions and thresholded them according to a 95% confi-
dence interval, indicating the probability of assigning ROI
to a network in a random null membership distribution.
This threshold was empirically found to be 0.3.

We examined the link between the resulting networks
and the rating in the independent Sample 2. After FDR cor-
rection for multiple comparisons, the NCI of seven out of
the ten networks showed significant correlation with the
rating (Fig. 3). These networks have widespread and mostly
bilaterally symmetric configurations (Fig. 4 and Table I).

Because t-scores indicate the strength of NCl-rating
association, we computed them for 1000 random sets of
ROIs to assess the spatial specificity of the results for each
network. We then compared the t-score obtained for the
original networks with the background distributions gen-
erated by this spatial permutation. The spatial specificity
of all of the networks was higher than 91%, with maximal
specificity for Networks #4, #5, and #9; the t-scores of
those networks were higher than all of the corresponding
randomly sampled networks (Fig. 5).

Functional Profiling of the Networks

To gain insight into the set of functions in which each of
the networks is commonly implicated, we used a meta-
analytical tool available at Neurosynth [Yarkoni et al.,
2011]. This tool helped us examine the relevance of more
than 3000 terms to specific brain voxels. Examining the
posterior probability indices estimated by Neurosynth for
each of these terms, we gained evidence for the tendency
of voxels in the network’s nodes to be preferentially
involved in specific functions related to this term relative
to the alternatives. We examined how frequently each of
the terms was associated with the activation of the peak
voxel in each of the network’s nodes across the neuroim-
aging studies filed by Neurosynth. Figure 4 visualizes the
probability of the most relevant functional terms (pure
anatomical terms were not visualized) after averaging over
all of the network’s nodes. For an extended report on the
tagging results, see Supporting Information Table SI

The functional tagging results indicate that Networks #1
and #9 on the one hand, and Network #2 on the other, are
preferably associated with different types of empathy. It
showed a link between cognitive mentalizing and theory
of mind for Networks #1 and #9, and empathic sharing of
other’s bodily state (e.g., pain) for Network #2 (Fig. 4).

To further test the specificity of this functional link, we
compared these networks with statistical maps from rele-
vant previous studies on theory of mind [Spunt and
Adolphs, 2014], embodied simulation [Lamm et al., 2011],
and salience detection [Seeley et al., 2007].
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Figure 3.

Relations between median sadness rating for a scene from the surfaces indicate the standard errors. *P<0.02 (Qepr < 0.05),
movie Stepmom (Columbus, 1998) and the NCls of the networks ~ *P < 0.005 (Qpr < 0.05), *P< 10 ~ > (Qrpr < 0.05). [Color fig-
delineated by CRNDA. The data presented here were acquired ure can be viewed at wileyonlinelibrary.com]

from a second independent sample group (N =3I). Colored
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Figure 4.

Networks delineated by CRNDA whose NCI showed reliable
correlation with the sadness intensity rating and their functional
profiling. For clarity, we superimposed no more than two net-
works on each anatomical image. The font size in the word
cloud is proportional to the average probability with which the

term was assigned to peak voxels in the network by the Neuro-
synth database. Only the top 10 functional terms are visualized
(for the entire list of 100 terms, see Supporting Information
Table SI). [Color figure can be viewed at wileyonlinelibrary.com]
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TABLE I. Details on the components of the final networks delineated by CRNDA

Region peak

Region

Region label size (voxels) X Y z
Network #1

L Anterior Cingulate (Brodmann area 32) 2521 -6 44 7
L Medial Frontal Gyrus (Brodmann area 9) 217 -3 53 28
L Medial Frontal Gyrus (Brodmann area 8) 161 —6 35 37
L Middle Frontal Gyrus (Brodmann area 8) 289 —21 26 46
R Middle Frontal Gyrus (Brodmann area 6) 255 21 17 61
R Medial Frontal Gyrus (Brodmann area 10) 28 6 50 10
R Superior Frontal Gyrus (Brodmann area 10) 41 21 59 19
R Superior Frontal Gyrus (Brodmann area 10) 32 12 35 55
R Superior Frontal Gyrus (Brodmann area 8) 30 12 53 37
R Anterior Cingulate (Brodmann area 32) 45 9 41 1
L Posterior Cingulate (Brodmann area 23) 152 -6 —55 19
R Angular Gyrus (Brodmann area 39) 153 45 —64 28
L Angular Gyrus (Brodmann area 39) 111 -39 =70 31
R Anterior Middle Temporal Gyrus (Brodmann area 21) 79 57 -13 -17
Network #2

L Middle Cingulate Gyrus (Brodmann area 32) 348 -3 23 31
L Middle Cingulate Gyrus (Brodmann area 24) 104 -3 -13 40
R Middle Cingulate Gyrus (Brodmann area 24) 5 3 —4 37
R Inferior Frontal Gyrus (Brodmann area 44) 1141 54 17 19
R Anterior Insula (Brodmann area 13) 427 36 20 1
R Precentral Gyrus (Brodmann area 44) 110 48 2 19
R Middle Frontal Gyrus (Brodmann area 46) 21 39 23 19
R Claustrum 20 30 5 16
R middle Insula (Brodmann area 13) 34 42 -1 4
R Anterior Superior Temporal Gyrus (Brodmann area 38) 77 51 17 =17
L Inferior Frontal Gyrus (Brodmann area 44) 509 —51 5 1
L Anterior Insula (Brodmann area 13) 97 —36 14 10
L Lentiform Nucleus (Putamen) 50 —24 11 —14
Network #4

R Cuneus (Brodmann area 18) 1506 9 =73 34
R Precuneus (Brodmann area 7) 202 6 —55 40
L Cuneus (Brodmann area 17) 250 -6 -76 7
L Precuneus (Brodmann area 19) 93 —18 —76 40
R Posterior Cingulate Gyrus (Brodmann area 31) 61 9 —28 46
R Supramarginal Gyrus/Postcentral Gyrus (Brodmann areas 1,4,40) 1171 57 —37 40
R Inferior Parietal Lobule (Brodmann area 40) 118 57 —28 28
R Postcentral Gyrus (Brodmann area 2) 32 51 =25 40
R Posterior Insula (Brodmann area 13) 32 48 —28 19
R Superior Temporal Gyrus (Brodmann area 41) 195 60 -19 10
L Inferior Parietal Lobule/Postcentral Gyrus (Brodmann areas 1,40) 691 —54 —-31 37
L Cingulate Gyrus (Brodmann area 24) 195 -3 5 43
L Posterior Insula (Brodmann area 13) 266 -39 —10 4
L Superior Temporal Gyrus (Brodmann area 41) 118 —54 -22 10
L Parahippocampal Gyrus (Brodmann area 19) 121 —27 —55 -11
R Parahippocampal Gyrus (Brodmann area 36) 60 36 —34 —23
Network #5

R Inferior Temporal Gyrus (Brodmann area 20) 183 51 —55 -11
R Middle Frontal Gyrus (Brodmann area 6) 133 27 2 61
R Superior Occipital Gyrus (Brodmann area 19) 129 39 =76 26
R + L Cuneus/Precuneus/Cingulate Gyrus/Parahippocampal 1840 -7 =71 33

Gyrus (Brodmann areas 7, 28,30,31, 36)

L Middle Frontal Gyrus (Brodmann area 6) 125 —24 -1 61
L Middle Frontal Gyrus (Brodmann area 9) 157 —36 38 37
L Inferior Parietal Lobule/Superior Occipital Gyrus (Brodmann areas 19,40) 555 —47 —47 38
L Fusiform Gyrus (Brodmann area 37) 227 —49 49 -17
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TABLE I. (continued).

Region peak

Region

Region label size (voxels) X Y Z
Network #7

R Inferior Parietal Lobule (Brodmann area 7) 110 33 —58 47
R Lingual Gyrus, Fusiform Gyrus (Brodmann areas 18,19) 816 12 —80 -8
R Superior Temporal Gyrus (Brodmann area 22) 528 50 —56 16
R Middle Occipital Gyrus (Brodmann area 19) 206 30 —82 18
R Superior Temporal Gyrus/Middle Temporal Gyrus (Brodmann areas 21,38) 185 48 3 -20
R + L Precentral Gyrus, Middle Frontal Gyrus, Medial Frontal Gyrus, 3756 —45 1 46

Superior Frontal Gyrus (Brodmann areas 2,3,4,5,6)

L Superior Temporal Gyrus, Middle Temporal Gyrus (Brodmann area 13, 21, 22) 747 —52 —49 10
L Middle Occipital Gyrus (Brodmann area 19) 216 —28 -82 18
L Lentiform Nucleus (Putamen) 109 —27 -10 10
Network #8

R Inferior Parietal Lobule (Brodmann area 40) 617 48 —58 43
R Supramarginal Gyrus (Brodmann area 40) 32 51 —52 28
R Superior Parietal Lobule (Brodmann area 7) 145 36 =73 46
R Posterior Cingulate Gyrus (Brodmann area 31) 108 6 —37 37
R Posterior Middle/Inferior Temporal Gyrus (Brodmann area 21) 313 60 —40 —11
R Middle Frontal Gyrus (Brodmann area 6) 295 42 8 52
R Superior Frontal Gyrus (Brodmann area 8) 83 39 23 49
R Parahippocampal Gyrus (Brodmann area 36) 111 27 —34 -14
Network #9

R Middle Temporal Gyrus (Brodmann area 21) 125 57 -7 -6
R Inferior Frontal Gyrus (Brodmann area 47) 148 32 20 —10
R Caudate 46 15 -1 21
R+L Middle Temporal Gyrus/Middle Occipital Gyrus/Inferior 2344 48 —65 7

Occipital Gyrus (Brodmann areas 17, 18, 19, 37)

R+L Precuneus/Cingulate Gyrus (Brodmann area 7,31) 268 -3 —55 31
L Middle Frontal Gyrus (Brodmann area 6) 119 -39 14 49
L Inferior Frontal Gyrus/Superior Temporal Gyrus/(Brodmann areas 6, 38, 44, 45,47) 503 —51 17 17
L Superior Frontal Gyrus/Middle Frontal Gyrus (Brodmann area 6,8,9) 600 —-18 49 31
L Middle Temporal Gyrus (Brodmann area 21) 74 —54 -17 -15
L Caudate 38 -12 -1 21

A permutation analysis indicated a highly spatially spe-
cific link between Network #1 and the ToM localizer map.
The Jaccard score for this pair of maps was higher than
any similarity index computed when comparing the ToM
localizer map with spatially permuted Network #1 maps.
(See Table II and Figure 6; while the Network #1-ToM Jac-
card score was 0.21, the highest score for a corresponding
permuted network was 0.12). This ToM map also showed
significant overlap with Network #9. A highly specific link
was also found between Network #2 and the embodied
simulation and salience map (P <0.001). No other final
network showed significant overlap with these maps.

Association Between Emotion-Related Network
Cohesion and Emotion Regulation Indices

The analysis described above examines the correlation
between NCI and a moment-to-moment measure of emo-
tion (rating) within the subject. We hypothesized that the
NCI of emotion-related networks will also covary with

relevant inter-subject variability. Specifically, we tested the
NCIs of Networks #1, #2, and #9, which are associated
with empathy-related tags and overlap with well-
documented empathy-related networks (Figs. 4 and 6).
This analysis examined whether they correlate with indi-
vidual emotion regulation indices of reappraisal and sup-
pression tendencies.

We found significant negative correlation between the
NCI and suppression scores for Network #1 in five consec-
utive time-windows around the movie’s dramatic peak (p
between —0.55 and —0.59, Qppr <0.05; Fig. 7). The first
three of these time-windows corresponded to the last
time-windows that had the maximal level of median rat-
ing. The results showed no other significant correlation
between any of the networks and the emotion regulation
indices. It should be noted that this analysis was limited
to the three empathy-related networks since we hypothe-
sized their relevance to emotion regulation. Extending this
test to all seven networks yields no results that survive the
threshold of Qgppr < 0.05.
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TABLE Il. Spatial overlap between final networks and
statistical maps representing relevant functions and
states

ES (empathy

ToM for pain) Salience
Js p s P IE P
Network #1 021  <0.001  0.02 0.34 0.05 0.61
Network #2 0.01 0.94 0.09 <0001 015 <0.001
Network #4  0.01 1 0.03 0.04 0.1 0.03
Network #5  0.01 1 0 0.95 0.02 0.99
Network #7  0.05 0.88 0 0.97 0.06 0.96
Network #8  0.01 0.87 0 1 0.01 0.97
Network #9  0.18  <0.001 0 0.81 0.03 1

For references to the sources of the maps, see the main text.
Abbreviations: ToM—theory of mind, DMN—default mode net-
work, ES—embodied simulation, JS—Jaccard score. Results sur-
viving Qppr < 0.05 are emphasized in bold.

DISCUSSION

This article introduces CRNDA, a novel method for
identifying networks whose functional connectivity
dynamics are related to a concurrent unfolding process. It
demonstrates that CRNDA facilitates replicable delineation
of brain networks related to a behavioral measure of inter-
est. This method also yields time courses of network con-
nectivity indices that allow the investigation of effects
taking place during specific time-windows.

Our approach is based on the assumption that when seg-
regated brain regions participate in specific psychophysio-
logical processes, their activity becomes synchronized as
they form context-related networks. As the relevant pro-
cesses intensify, weaken, and are replaced by other process-
es, so does the connectivity between regions whose
functions may be co-dependent in certain situations (yet
separate in others). By searching for a match between inter-
region connectivity and the intensity of a psychophysiologi-
cal process, our approach makes this assumption explicit.

CRNDA searches across all the provided ROIs for multi-
ple networks. We assume that although all of the resulting
networks have dynamic connectivity, which is correlated
with the variable of interest, they support separate concur-
rent processes. The separation between processes would
then be reflected by the clustering procedure’s affinity
matrix as the difference between the intra-cluster pairwise
affinity values and the inter-cluster affinities.

While our approach deviates from the common methods
for investigating “static” connectivity patterns over entire
resting-state blocks, its application in the case reported
here, yields findings that are largely congruent with exist-
ing literature, along with added valuable functional infor-
mation. Thus, Network #2, which encompasses the
bilateral mid-anterior insula and the anterior cingulate,
considerably overlaps with the “salience network” whose
action has been related to a degree of subjective salience
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Figure 6.
Emotional suppression index correlates with emotion-related
network cohesion during emotional peak. (a) Anatomical loca-
tion of Network #| nodes. (b) Spearman’s correlation between
Network #1 NCI and the suppression scores was calculated for
each time-window (the solid blue line indicates the coefficient
value; the blue dashed line indicates the coefficient boundaries
[—1 1]). Significant effect is evident when —log(p) (solid black
line) crosses the Qrpr — 0.05 significance threshold (dashed
black line). This effect occurs at the ending of the emotional rat-
ing peak (gray line). Network #1 NCI is indicated in the lower
panel (the solid red line indicates the average over the group,
while the pink surface indicates the standard error). (c) Scatter
plot of the suppression scores and Network #| NCI during the
peak effect time-window. [Color figure can be viewed at
wileyonlinelibrary.com]
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Figure 7.
Networks delineated by CRNDA overlap with previously demarcated functional networks.
(a) Network #2, the “salience network” [Seeley et al., 2007], and a conjunction map represent-
ing embodied simulation (ES) and empathy for pain (Lamm et al., 201 1); (b) Network #I, Net-
work #9, and ToM localizer map (Spunt and Adolphs, 2014). [Color figure can be viewed at
wileyonlinelibrary.com]

during interoception, pain, and emotions [Legrain et al.,
2011; Seeley et al., 2007; Taylor et al., 2009]. It also shows
considerable similarity with a network that has been asso-
ciated with a mode of empathy, based on a mirroring-like
effect. In this network, overlapping somato-visceral neural
circuits are activated both in the individual who experien-
ces empathy and her object of empathy [Lamm et al., 2011;
Raz et al., 2013b]. The functional tagging analysis supports
this link, as it associates Network #2 with the notions of
pain, empathy, and somatosensory processing (Fig. 4).
Thus, it is likely that the coupling of the increasing con-
nectivity of Network #2, with the intensification of sadness
experience, reflects somato-visceral empathic reaction to
the movies.

The neuroscientific literature on empathy distinguishes
this mode of empathy from a higher-level cognitively-
driven empathy [Zaki and Ochsner, 2012]. The latter, often

called “mentalization” or “Theory of Mind” (ToM),
involves inferences about the mental traits and states of
other individuals [Frith and Frith, 2006]. While somato-
visceral empathy is associated with an insulary-cingulate
circuit, cognitive empathy is identified with a network that
includes the medial prefrontal cortex, temporo-parietal
junction (TP]), the posterior cingulate/precuneus, and the
anterior temporal lobes. A recent meta-analysis [Schurz
et al., 2014] suggests that the medial prefrontal cortex and
the bilateral posterior TPJ comprise a “core ToM” network,
which is consistently activated across various mentaliza-
tion tasks. This set of ToM-related regions clearly overlaps
with Network #1, delineated here by CRNDA (Fig. 6,
Table II). Indeed, network #1 is associated with the terms
“theory of mind” and “mentalization”, as well as with the
default mode network (Fig. 4), which has been related to
these processes [Spreng et al., 2013].
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This network is involved in the processing of emotion-
related content, as supported by the finding that its NCI
negatively correlates with the emotion regulation index of
suppression scores when the cinematic drama peaks and
starts to wane. Interestingly, the inter-subject variability in
suppression tendency is exposed when the Network #1
NCI shows a decreasing trend, coinciding with the termi-
nation of the emotional cinematic scene (see Figs. 3a and
6). In other words, these results indicate that individuals
who tend to suppress their emotional experiences were
faster in “disintegrating” Network #1. The evidence that
this effect is specific to Network #1, whose core regions
have been repeatedly associated with the cognitive mode
of empathy, and not to the insulary-cingulate Network #2,
provides an intriguing clue about the involvement of high-
order mechanisms in this mode of emotion regulation.

The functional profiling analyses pointed to the involve-
ment of Network #9 in mentalizing and theory of mind as
well. This network also contains a left lateralized set of
classical language-related regions, including Brodmann
areas 39, 44, and 45. Two other Network #9 nodes, located
in the left superior frontal gyrus and the superior medial
frontal cortex, have been repeatedly associated with com-
prehension and inference processes [Chan et al., 2012; Moss
et al., 2011; Yarkoni et al., 2008][Moss et al., 2011, Newman
et al., 2013; Shibata et al., 2012]. This network also includes
bilateral caudal nodes and visual-related regions across the
calcarine sulcus and the extrastriate cortex.

It is possible that this network mediates context-dependent
comprehension by integrating perceptual and conceptual pro-
cesses. This is observed in light of evidence on the role of the
caudate in modulating distributed language-related regions
in general, and specifically in sequencing temporal and cogni-
tive processes [Chan et al., 2013; Duffau, 2008; Kotz et al.,
2009]. This interpretation is supported by the association of
Network #9 to the terms Contextual, Semantic, and Read (Fig.
4). Interestingly, CRNDA clustered the ToM-related regions,
including the posterior cingulate and temporal regions, with
language-related areas rather than with other components of
the common ToM circuit in Network #1. This is in line with
the intriguing evidence on functional segregation within this
network, as suggested by Schurz and colleagues [Schurz
et al., 2014].

The resemblance of Networks #1, #2, and #9 to known
empathy-related networks demonstrates the efficiency of
CRNDA in delineating functionally-relevant brain networks.
Although separate experiments are generally employed to
demarcate these different empathy-related networks, CRNDA
identified them as distinct functionally-relevant networks
within a single naturalistic experiment.

Apart from identifying networks related to empathy,
CRNDA demarcated sets of regions that have been associ-
ated with domain-general functions. Network #8 includes
right interior parietal and dorsolateral loci, which are parts
of a “right executive control network” (see Fig. 6c). This
network is thought to have a key role in exerting cognitive

control on goal-directed behavior as suggested by Shirer
and colleagues, for instance [Krmpotich et al., 2013; Shirer
et al.,, 2012; Spreng et al., 2013]. A third node of Network
#8, which is located in the middle/inferior temporal cor-
tex, has been associated with related context-sensitive
attention responses [Mattler et al., 2006; Mitchell, 2007;
Mobbs et al., 2006]. A fourth node in Network #8 is locat-
ed in the posterior cingulate (Fig. 6¢). This region, which
is part of the executive control network [Krmpotich et al.,
2013; Shirer et al., 2012; Spreng et al., 2013] has been spe-
cifically implicated in episodic encoding and retrieval
[Spaniol et al., 2009]. Similarly, two other Network #8
nodes are located in the left fusiform and the right para-
hippocampal gyri, which are often activated in studies of
memory encoding and retrieval [Burgmans et al., 2010;
Hamaldinen et al, 2007; Kensinger and Schacter, 2007;
Krug et al., 2010; Sakai et al., 2002; Spaniol et al., 2009].

Taken together, the evidence suggests that Network #8
integrates related cognitive functions of executive control,
attention, and memory. This is also reflected by the func-
tional profiling analysis, which associates this network
with terms such as Exploring, Choices, Contextual, and Rec-
ognition (Fig. 4). This neural constellation, which seems to
be unspecific to emotion, is strengthened during moments
of high emotional intensity in which the coordination
between these processes is particularly important to facili-
tate adaptive reaction.

While Network #8 is lateralized to the right hemisphere,
Network #5 is spread over large left posterior cingulate,
inferior parietal, and dorsolateral prefrontal areas (Fig. 4).
It also contains the bilateral frontal eye field. This set of
regions shows similarity to the “dorsal attention system”,
which is implicated in top-down attention allocation [Cor-
betta et al., 2008; Spreng et al., 2013; Vossel et al., 2014].
The inclusion of bilateral visual association regions in
Network #5 may reflect the context-dependent top-down
effect of the core dorsal attention network on early visual
processing.

Network #4 includes large areas across the primary and
associative auditory and visual cortices, the sensorimotor
strip, and the supplementary motor area (SMA). It also
contains bilateral parahippocampal foci (Fig. 6¢). Network
#7 includes widespread neighboring bilateral areas across
the dorsal precentral and postcentral gyri, supplementary
motor complex, and the middle and superior temporal
cortex. It also contains visual-related regions across the lat-
eral and superior occipital gyri, and the lingual and fusi-
form gyri.

Functional tagging of these networks suggests that while
Network #4 is associated more with sensory functions, motor
processing is a salient aspect in Network #7. Again, the func-
tions associated with the components of these networks are
inter-related but unspecific to emotion. Relying on early
visual, auditory, and tactile processing on the one hand and
on motor processing and planning on the other, both net-
works may function as perceptual-motor circuits. Network
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#4 may be more focused on primary audiovisual processing
and spatial orientation, with the parahippocampal nodes
playing a specific role in scene recognition [Epstein, 2008].
Network #7, which includes no primary visual and audi-
tory regions, but is spread over large association areas
across the occipital and temporal lobes, may be related to
higher-order sensorimotor control functions. The finding
that the connectivity of these networks increases with
emotional intensity is in line with the notion that intense
cinematic drama may trigger sensorimotor simulation
[Grodal, 2009].

The functional characterization of the networks identified
in this study can be further refined using relevant inter-
subject measures (of motor arousal or comprehension, for
example) similar to the comparison of the NCI of Network
#1 with emotion regulation indices. The option of extracting
a continuous network connectivity index and testing its
covariance with various inter-subject variables in a given
time-window is an additional advantage of CRNDA relative
to the common “static” functional connectivity approaches.
The added value of this analytical feature is emphasized in
light of evidence that individual differences—including
pathological factors—are linked not only to the strength of
network connectivity, but also to specific temporal patterns
of connectivity [Hutchison et al, 2013]. Thus, CRNDA,
which allows the extraction of temporal connectivity pat-
terns on an individual basis, is particularly valuable in ana-
lyzing network connectivity dynamics.

The moment-to-moment rating of emotional intensity
used here as the basis for CRNDA, is only one example
for a possible psychophysiological measure. Future
CRNDA studies may be based on other continuous indices
of various relevant processes that take place during the
scan. Moreover, in a modified CRNDA version, several
indices may be combined into a general linear model so
the network clustering will be based on the beta fit of
these regressors.

Another issue for future inquiry is whether clustering
into a smaller or larger number of networks can be reli-
able. This issue can be examined by varying the number
of final networks (10 in the current study) and examining
the replicability of the resulting clustering. Atlas-based
anatomical segmentation can be combined with the func-
tional clustering procedure. Such an analysis may show
that there is no single correct number, as the amount of
separation between networks may be dependent on the
number of clusters in a gradual fashion without a single
clear cutoff. In general, CRNDA should be considered as a
pipeline method, whose components are empirically opti-
mized. Various additional parameters can be targets for
optimization, such as preprocessing parameters (e.g.,
detrending, spatial smoothing, regress-out of global sig-
nals), moving-window size, and how the measure of inter-
est is calculated. Entire components of the procedure may
also be swapped. For example, the Iclust algorithm could
be replaced with another clustering engine, such as spec-
tral clustering or simple K-means. Alternative methods for

computing network dynamic connectivity may also be
tested to examine the improvement of signal-to-noise ratio
for such measures [Lindquist et al., 2014].

An additional caveat of the CRNDA application pre-
sented here is related to the fact that it was optimized to
identify networks with mesh topology, i.e., it equally
accounts for all possible edges between the network’s
nodes. Future CRNDA adaptations may facilitate sensi-
tivity to other network topologies (e.g., small-world,
star). This may be achieved for instance by basing the
clustering procedure on a modified version of PLS, so
that the network will be defined based on its edges (so it
is not necessarily fully connected) rather than on its
nodes.

To note, while in the current application of CRNDA we
used the median emotion rating as the reference, our
method also facilitates network demarcation based on
covariance of functional connectivity time series with
subject-specific emotion ratings. This option offers an
increased sensitivity to individual differences in emotional
responsiveness, but possibly at the expense of reproduc-
ibility and robustness to idiosyncratic noise resulting from
inaccuracy of self-assessment of emotional intensity. In our
case, the increased robustness of using the group rating is
indicated by the fact that the individual ratings in the test
group have higher correlation with the median rating
of the training group (mean Pearson coefficient * std:
0.73 £0.21) than with the individual ratings of this group
(0.57 = 0.25). While in this proof-of-concept study we pre-
ferred robustness over sensitivity to individual variability,
we repeated CRNDA using the individual ratings as the
reference. The resulting networks are showed in Support-
ing Information Figure S2. While some of these networks
considerably overlap with networks delineated using the
median rating, other networks have no similar correspon-
dence. A comprehensive discussion in the results and their
comparison across protocols is beyond the scope of this
paper.

To conclude, this study demonstrated that CRNDA, a
method which is sensitive to connectivity dynamics, yields
a replicable delineation of brain networks that are func-
tionally relevant to the psychophysiological process used
as the basis for the delineation. The composition of the
resulting networks is congruent with existing literature,
and includes brain areas with an established common
denominator—either specific or unspecific to emotion. In
addition, CRNDA indicates that the connectivity of these
networks is not stationary; it develops in correspondence
with emotional intensity, over time windows. Encouraged
by these findings, we hope that CRNDA will be adopted
as an analytical tool within the growing investigation of
brain network dynamics.
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