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Brain Network of Semantic Integration in
Sentence Reading: Insights From Independent
Component Analysis and Graph Theoretical
Analysis
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Abstract: A set of cortical and sub-cortical brain structures has been linked with sentence-level seman-
tic processes. However, it remains unclear how these brain regions are organized to support the
semantic integration of a word into sentential context. To look into this issue, we conducted a func-
tional magnetic resonance imaging (fMRI) study that required participants to silently read sentences
with semantically congruent or incongruent endings and analyzed the network properties of the brain
with two approaches, independent component analysis (ICA) and graph theoretical analysis (GTA).
The GTA suggested that the whole-brain network is topologically stable across conditions. The ICA
revealed a network comprising the supplementary motor area (SMA), left inferior frontal gyrus, left
middle temporal gyrus, left caudate nucleus, and left angular gyrus, which was modulated by the
incongruity of sentence ending. Furthermore, the GTA specified that the connections between the left
SMA and left caudate nucleus as well as that between the left caudate nucleus and right thalamus
were stronger in response to incongruent vs. congruent endings. Hum Brain Mapp 35:367-376,
2014.  © 2012 Wiley Periodicals, Inc.
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INTRODUCTION

The seminal work of Kutas and Hillyard [1980] has
stimulated researchers interested in sentence processing to
use violation paradigms which are based on the assump-
tion that neural networks engaged when comprehension
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fails are identical to the networks underlying the process-
ing of well-formed sentences. To study semantic process-
ing, a word is presented which cannot be integrated into
the preceding context (e.g., I drink my coffee with cream
and *mud). This paradigm has been employed in different
languages and modalities (visual, auditory, sign language)
and has revealed a central-parietal negativity with a peak
latency of about 400 ms (N400) for semantic violations in
the event-related potential and a corresponding N400m
effect in magnetoencephalography (MEG) [for reviews, see
Kutas and Federmeier, 2000, 2011]. The N400 and N400m
effects have been source-localized to distributed frontal
and temporal generators among which the left temporal
lobe appeared to be the most prominent source [for a
review, see Van Petten and Luka, 2006].

Taking advantage of the better spatial resolution of func-
tional magnetic resonance imaging (fMRI), recent studies
have linked a set of brain areas with sentence-level



¢ Yeetal ¢

semantic processes, including the medial prefrontal cortex
[Newman et al., 2001; Zhu et al.,, 2009], inferior frontal
gyrus (IFG) [Baumgaertner et al., 2002; Cardillo et al.,
2004], anterior temporal lobe [Kiehl et al., 2002], superior
and middle temporal gyrus [Friederici et al., 2003; Kuper-
berg et al., 2000, 2008], temporoparietal junction, and cau-
date nucleus [Kuperberg et al., 2008; Newman et al., 2001;
Ni et al.,, 2000; Zhu et al., 2009]. The thalamus has also
been observed in the processing of semantically anomalous
sentence endings in recordings from deep brain stimulation
electrodes inserted for the alleviation of movement disor-
ders [Wahl et al., 2008]. Although regions such as the left
IFG and left middle temporal gyrus have long been claimed
to support lexical access, retrieval, selection, and/or integra-
tion [e.g. Friederici, 2002; Lau et al., 2008], it remains unclear
how these regions are organized to subserve semantic inte-
gration. Previous studies have explored the functional con-
nectivity of up to six regions-of-interest during the
processing of high-imagery sentences [Just et al., 2004] or
the functional network of spoken sentence comprehension
in general [van de Ven et al., 2009]. However, no network
analysis has been conducted over the whole brain yet focus-
ing on sentence-level semantic processes.

In this fMRI study of the semantic violation paradigm
introduced by Kutas and Hillyard [1980], we look into this
issue by applying two approaches of network analysis, in-
dependent component analysis (ICA) and graph theoreti-
cal analysis (GTA). These two approaches are
complementary in that they look at different aspects of the
brain network. The ICA first decomposes the whole brain
activity pattern into non-overlapping groups of brain areas
(i.e., components), with each component presented as a
spatial map of functionally connected regions along with a
time-course highly correlated with the real fMRI time-
course. In the next step, the component(s) of which the
time-course is dynamically modulated under different con-
ditions is (are) determined. Whereas the ICA focuses on a
particular group of brain areas, the GTA measures the
functional integration and segregation of all areas as a
whole (global level) and the role of a given area within the
whole-brain network (regional level). Functional integra-
tion refers to the ability of rapidly combining dedicated in-
formation from distributed brain areas, whereas functional
segregation reflects the ability of processing this dedicated
information within densely interconnected groups of brain
areas. In this study, functional integration was quantified
by the global efficiency metric and functional segregation
by the clustering coefficient and modularity measures. The
balance between functional integration and segregation
was indicated by the small-world index (for detailed defi-
nitions of these measures, see the Methods). Moreover, the
GTA determines the relative importance of a given area by
measuring regional properties such as degree, which indi-
cates the number of interregional connections the area has.
The GTA has been used to analyze the topological organi-
zation of cortical systems in nonhuman primates since the
early 90s [Stephan et al., 2000; Young, 1992]. It has recently

been applied to human anatomical and functional imaging
data as it provides a concise quantification of the extraordi-
nary complexity of interregional connectivity in the human
brain [e.g., Bassett et al., 2006, 2008; Liu et al., 2008; for
reviews, see Bullmore and Bassett, 2011, Bullmore and
Sporns, 2009]. By systematically comparing topological
properties between conditions over global and regional lev-
els, we can test whether and how the brain network that
supports the processing of semantically congruent stimuli is
adjusted for semantically incongruent words in sentences.

METHODS

All procedures were cleared by the ethical review board
of the University of Magdeburg, the affiliation of the
authors at the time of the experiment.

Participants

Twenty native German speakers (10 women, mean age
25 years, age range 21-30 years) participated in this study.
They were right-handed and had normal or corrected-to-
normal vision. None of them had a history of neurological
or psychiatric disorders. All of them gave written
informed consent before scanning.

Stimuli and Task

Participants read sentences for comprehension during
scanning and completed a recognition test after scanning.
They were informed about the recognition test before scan-
ning to make sure they would read the sentences atten-
tively. In the congruent condition, the terminal noun of a
sentence matched the semantic specification of the preced-
ing context (e.g., Die Madchen spielen mit ihren Puppen
[The girls played with their dolls]). In the incongruent con-
dition, the terminal noun violated the semantic specifica-
tion and could not be integrated into the sentential context
(e.g., Nachts jagen Katzen nach Brezeln [At night cats
chase pretzels]). We created 60 pairs of sentences (the
same sentence stem with two different endings) and split
them into two lists such that the congruent and the incon-
gruent versions would not appear in the same list. Each
participant read only one list comprising 30 sentences per
condition. Terminal words of the congruent and incongru-
ent conditions were matched in lexical frequency [Baayen
et al., 1995], length (number of letters: congruent 5.78 vs.
incongruent 6.07, t < 1), and concreteness [Hager and Has-
selhorn, 1994]. Each list was used for ten participants.
Sixty filler sentences with congruent terminal words were
added to each list. In other words, 25% of sentences had
semantically incongruent endings and 75% had semanti-
cally congruent endings. We employed a slow event-
related design in which trials had a fixed length of 20 s. In
each trial, the stem of a sentence (all words expect the ter-
minal word) was displayed for 2 s. After a variable
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interval of 1-2 s, the terminal word was displayed for
0.5 s. A fixation cross stayed on the screen during the rest
of the trial. There were two sessions, each lasting 20 min.

The recognition task was conducted after the scanning
session to assess whether participants had read the senten-
ces attentively. Each participant read 32 old sentences, all
from the list he/she had seen during the experiment
proper. One half of these sentences had been presented in
the first run; the other half had been presented in the sec-
ond run. One half of them had congruent endings, while
the other half had incongruent endings. Participants were
asked to judge whether a particular sentence had occurred
in the first or the second run.

Data Acquisition

Data were collected in a neuro-optimized 1.5-T GE Signa
Horizon LX scanner with a standard quadrature head coil in
two sessions. Functional images were acquired using a T2*-
weighted echo planar imaging (EPI) sequence, with 2,000 ms
time repetition, 35-ms time echo, and 80° flip angle. Each
functional image consisted of 23 transversal slices, with 64 x
64 matrix, 200 mm x 200 mm field of view (FOV), 5-mm
thickness, 1-mm slice gap, and 3.125 mm x 3.125 mm in-
plane resolution. Structural images were acquired using a
T1-weighted 3D SPGR sequence. Each structural image con-
sisted of 124 contiguous slices, with 256 x 256 matrix, 200
mm x 200 mm FOV, and 1.5-mm thickness.

Data Analysis

Data were preprocessed with SPMS8 (http://www fil.
ion.ucl.ac.uk/spm). The first four volumes were discarded
owing to longitudinal magnetization equilibration effects.
Functional images were first time-shifted with reference to
the middle slice in time to correct differences in slice ac-
quisition time. They were then realigned with a least
squares approach and a rigid body spatial transformation
to remove movement artifacts. Realigned images were nor-
malized to the EPI-derived MNI template (ICBM 152,
Montreal Neurological Institute) and re-sampled to 3 x 3
x 3 mm® voxel. Normalized images were smoothed with a
Gaussian kernel of 8 mm full-width half-maximum and fil-
tered with a high-pass filter of 128 s.

Univariate analysis

The univariate analysis was performed to examine brain
regions differentially activated in the processing of incon-
gruent vs. congruent words. This analysis was imple-
mented with SPM8 on the basis of a general linear model
(GLM) by convolving the design matrix with the canonical
hemodynamic response function. Four types of events
were specified in the design matrix and time-locked to
their onsets: the congruent terminal word, the incongruent
terminal word, the congruent terminal words of the filler

sentences and the sentence stem. As mentioned in the sec-
tion of stimuli and task, the filler sentences were used to
manipulate the frequency of incongruent sentences. The
terminal words of the fillers were separately defined in the
design matrix to ensure that the congruent and the incon-
gruent conditions had the same numbers of trials. Esti-
mated movement parameters (six parameters per image: x,
Y, z, pitch, roll, and yaw) were included as nuisance regres-
sors of no interest to minimize signal-corrected motion
effects. Classical parameter estimation was applied with a
one-lag autoregressive model to whiten temporal noise in
the fMRI time-courses of each participant to reduce the
number of false-positive voxels. Contrast maps were calcu-
lated for incongruent > congruent words for each partici-
pant and entered into a one-sample t test at group level
(random effect). The resulting map was considered at P <
0.05 (corrected for false discovery rate, FDR-corrected).

Independent component analysis

The ICA was performed to examine functional networks
dynamically modulated in the processing of incongruent
vs. congruent words. This analysis was implemented with
the GIFT toolbox (http://mialab.mrn.org/software) using
the infomax algorithm [Bell and Sejnowski, 1995]. The
fMRI data were split into a set of spatially independent
functional networks (i.e., components). Each component
was presented as a spatial map along with an associated
time-course. The optimal number of independent compo-
nents was estimated by using a modified minimum
description length algorithm [Li et al., 2007] and found to
be 19. To avoid the problem of matching components
across participants, the ICA was performed on all partici-
pants at once (group ICA). It has been shown that the
group ICA does not significantly detract or alter the result
in comparison to an ICA performed on each participant
separately [Calhoun et al., 2007, 2008, 2009]. On the other
hand, the group ICA computes components that are com-
parable across participants (e.g., Component 1 of Subject 1
is the same as Component 1 of Subject 2). The label of a
component has no particular meaning.

Spatial sorting was applied to identify components
reflecting head motion, physiological noise, eyeball move-
ment, or other signal artifacts. The spatial sorting was
implemented by correlating the spatial map of each compo-
nent with prior probabilistic maps of gray matter, white
matter, and cerebrospinal fluid (MNI templates provided in
SPM). If the spatial correlation for white matter was greater
than R* = 0.02 or greater than R* = 0.05 for cerebral spinal
fluid, the component was considered to represent artifacts
and therefore should be discarded [Kim et al., 2009a,b]. The
component was also excluded if the spatial correlation for
gray matter was smaller than that for white matter or cere-
brospinal fluid. Among all 19 components, 11 were identi-
fied as artifacts and excluded from further analysis.

Temporal sorting was then applied to the remaining
eight components to identify the component of which the
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modulation was larger for incongruent vs. congruent
words. The temporal sorting was implemented by regress-
ing the time-course of each component with the design
matrix, giving rise to one beta weight for each component
in each condition. The beta weight indicates the degree to
which a particular component was modulated by a partic-
ular experimental condition. Higher beta weights suggest
larger condition-specific modulation. The beta weights
were tested with permutation (5,000 times, P < 0.05) that
is conducted by computing all possible ¢ values (reference
distribution) and the possibility of obtaining the real t
value from the reference distribution [Blair and Karniski,
1993]. For the selected component, the spatial map was
computed at group level (P < 0.05 corrected) and the
event-related average of the associated time-course was
calculated. The spatial map reflects the contribution of a
particular region to the associated time-course. Higher ¢
values suggest greater contributions. The univariate and
ICA results were visualized with MRIcron (http://
www.cabiatl.com/mricro).

Graph theoretical analysis

The GTA was performed with the Brain Connectivity
Toolbox [Rubinov and Sporns, 2010] to examine whether
and how the topological organization of the whole-brain
network was changed for incongruent vs. congruent
words. The whole-brain network was constructed to repre-
sent functional connectivity between regions with the
“beta series correlation” method [Rissman et al., 2004] for
two reasons. First, methods in which correlation or coher-
ence of the fMRI time-courses is computed to measure
functional connectivity are based on the assumption that
the time-courses are stationary (i.e., probabilistically
unchanging across time). Those methods, when applied to
the event-related design in which the time-courses are not
stationary, will lead to the overestimation of true connec-
tivity. For slow event-related designs, the “beta series cor-
relation” approach has been proposed as a solution
[Bullmore and Bassett, 2011; Zhou et al., 2009]. Second, the
“beta series correlation” approach gives rise to stage-spe-
cific functional connectivity (terminal word vs. sentence
stem), allowing us to study the brain network underlying
a particular process in a complex task of multiple stages.
The “beta series correlation” method was implemented on
the basis of a GLM by using separate covariates to modal
hemodynamic responses of every single event, resulting in
a set of stage- and condition-specific beta series.

Each cerebral hemisphere was segmented into 45
regions (number of regions, N = 90) according to the
Automated Anatomical Labeling (AAL) tool [Tzourio-
Mazoyer et al.,, 2002]. Beta series were averaged within
each region. Correlation coefficients were computed for ev-
ery possible pair of regional beta series to generate a N-
by-N matrix C, where C(i, j) represented the functional
connectivity between regions i and j. The connectivity ma-
trix was constructed for congruent and incongruent words

separately. A representative adjacency matrix can be
derived from the connectivity matrix by preserving 15% of
the strongest correlations. This threshold was selected to
ensure that (a) the resulting matrix of each participant
under each condition passed a FDR-corrected P < 0.05; (b)
the density of the resulting matrix (i.e., the fraction of
present connections to possible connections) was compara-
ble among participants. The adjacency matrix can further
be represented as an undirected weighted graph G, in
which a node indicates a region, an edge drawn between
two nodes indicates a connection between two regions,
and the edge weight indicates the strength of the interre-
gional connection.

At the global level, we measured the functional integra-
tion (global efficiency) and functional segregation (cluster-
ing coefficient and modularity) of the whole-brain network
[for mathematical definitions, see Rubinov and Sporns,
2010]. The functional integration refers to the ability of
rapidly combining the specialized information from dis-
tributed brain areas. The global efficiency is defined as the
average inverse number of edges in the shortest path
between two nodes. The functional segregation refers to
the ability of processing the specialized information within
densely interconnected groups of brain areas. The cluster-
ing coefficient is defined as the proportion of node i’s
neighbors (i.e., immediately connected nodes) that are also
neighbors of one another. The modularity measure quanti-
fies the degree to which the network can be subdivided
into non-overlapping groups of nodes (i.e., modules) in a
way that maximizes the number of within-group edges
and minimizes the number of between-group edges.

As defined by Watts and Strogatz [1998], small-world
networks have a large clustering coefficient C(G) but a
small average shortest path length L(G), as compared to
random networks. The small-world index o(G), by its defi-
nition, reflects the balance between functional integration
and segregation.
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where C(R) is the clustering coefficient of a comparable
random graph and L(R) is the average shortest path length
of the random graph. If the small-world index is larger
than 1, the corresponding network is generally accepted as
a small-world network [Humphries et al., 2006]. To esti-
mate the small-world index, 1,000 random graphs with the
same number of nodes, same number of edges, and same
degree of distribution were sampled.

At the regional level, we focused on the left supplemen-
tary motor area (SMA) and left IFG (BA 45), which were
consistently observed in the univariate analysis and ICA
(see Results). Two regional parameters were measured:
strength, which is defined as the sum of edge weights of a
given node, and degree, which is defined as the number
of edges of that node. Permutation tests (1,000 times, P <
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0.05) were used due to the lack of knowledge concerning
the distribution of network parameters [Bullmore and
Sporns, 2009]. To avoid multiple testing problems,
between-condition differences were considered at P <
0.025 for regional measures (i.e., adjusted for two regions).

Finally, to visualize the whole-brain network underlying
the semantic integration, we plotted out the interregional
connections that were observed in the adjacency matrix of
at least 75% participants [van den Heuvel and Sporns,
2011]. For a better presentation of the topological organiza-
tion, hubs (i.e., relative important regions) were additionally
determined as regions that showed degrees one standard
deviation larger than the mean of all regions [Sporns et al.,
2007]. The GTA result was visualized with the BrainNet
Viewer (http://www.nitrc.org/projects/bnv/).

RESULTS
Recognition Test

Recognition accuracy was 71% (SE = 3%) for sentences
with semantically congruent endings and 72% (2%) for
sentences with incongruent endings (paired-sample ¢ test,
two-tailed: t < 1) indicating that participants did indeed
pay attention to the sentences, and did so for both sen-
tence types.

Univariate and ICA Results

The univariate analysis and the ICA revealed the activ-
ity pattern and the connectivity pattern, respectively. A
particular region may exhibit changes in activity, connec-
tivity or both. Figure 1A and Table 1 show brain regions
more activated for incongruent vs. congruent words,
including the SMA and bilateral IFG. Figure 1B and Table
IT show the spatial map and the event-related average of
Component 12 (determined by the ICA), which was the
only component sensitive to the incongruity of sentence
endings. This component revealed a functional network
comprising the left caudate nucleus, medial superior fron-
tal gyrus/SMA, bilateral IFG, left middle temporal gyrus,
and left angular gyrus, displaying a stronger positive
modulation for incongruent vs. congruent words. In other
words, regions such as the SMA and bilateral IFG show
increased activations as well as enhanced connections with
other relevant regions, of which only the connectivity was
significantly changed in response to incongruent sentence
endings (e.g., left caudate nucleus). The results for the fil-
ler sentences are presented as Supporting Information. Vis-
ual inspection suggested that the remaining non-artifact
components represented the typical resting-state networks
such as the default-mode network, sensorimotor network,
medial visual cortical areas, lateral visual cortical areas,
dorsal visual stream, and auditory system [Beckmann
et al., 2005], as well as networks featuring the medial tem-
poral lobe and cerebellum. As they were not modulated

by the experimental manipulation, these components will
not be considered further.

Graph Theoretical Results

Figure 2 shows the whole-brain network underlying the
processing of congruent or incongruent words. Each node
represents an AAL region, with the light blue node indi-
cating the relative important regions (i.e., hubs) and the
dark blue node indicating non-hubs. Each edge represents
an interregional connection obtained in the thresholded
connectivity matrix (i.e. the adjacency matrix) of at least
75% participants. Visual inspection suggested that there
were more anterior hubs in the incongruent vs. congruent
condition (11% vs. 0% hubs located at y > 0).

Table III lists the mean and standard deviation of the
global and regional parameters in each condition. The
incongruent condition was topologically similar to the con-
gruent condition at the global level. No difference was
observed between conditions regarding functional integra-
tion (global efficiency: ¢+ < 1, permutation 5,000 times),
functional segregation (clustering coefficient: t < 1; modu-
larity: t < 1), or integration-segregation balance (small-
world index: t < 1). In both conditions, the whole-brain
networks could be accepted as small-world networks as
their small-world indexes were larger than one.

However, the whole-brain network was dynamically
modulated by the incongruity of the terminal words at the
regional level. The left SMA showed an increased degree
(t = 3.10, P < 0.01, permutation 5,000 times) and an
increased strength (t = 2.66, P < 0.02) in the incongruent
vs. congruent conditions, although the left IFG (BA45) did
not. In other words, the left SMA was more strongly con-
nected with other brain areas for incongruent vs. congru-
ent words. The strengthened SMA connectivity appeared
to be largely due to a condition-related change of left
SMA-left caudate connectivity. This hypothesis was sup-
ported by the finding that the connection between the left
SMA and left caudate nucleus was increased for incongru-
ent vs. congruent words (t = 2.08, P < 0.05, congruent =
0.15, incongruent = 0.34). We further tested the caudate-
thalamus connectivity and observed an increased connec-
tion between the left caudate nucleus and the right thala-
mus (t = 3.22, P < 0.01, congruent = 0.32, incongruent =
0.64). The left thalamus showed a similar pattern (t = 2.27,
P < 0.05, congruent = 0.40, incongruent = 0.62) although
it failed to pass the adjusted threshold of P < 0.025.

DISCUSSION

In this study, we investigated the brain network of
semantic integration in sentence reading with two distinct
approaches over three different levels. First, the GTA was
applied to measure the functional integration (global effi-
ciency), functional segregation (clustering coefficient and
modularity), and integration-segregation balance (small-
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Figure I.

A: The SMA and bilateral IFG showed greater activations for incongruent vs. congruent words
(Inc > Con, P < 0.05 corrected). Color scale indicates t values. Coordinates are in MNI. B: The
functional network of the left basal ganglia, medial prefrontal cortex, IFG, middle temporal gyrus,
and angular gyrus (Component 12) was more activated for incongruent vs. congruent words
(P < 0.05). The corresponding event-related average was more positive for incongruent vs. con-

gruent words. L, left; R, right.

world index) of the whole-brain network that represented
the functional connections of all possible pairs of brain
areas. The whole-brain network was topologically stable
across conditions, although more anterior hubs (i.e., rela-
tive important regions) were observed in the incongruent
condition. Second, the ICA detected the same group of
functionally connected brain areas across conditions,
including the SMA, the left IFG, the left middle temporal
gyrus, the left angular gyrus, and the left caudate nucleus
(represented by Component 12 of the ICA). Those regions
simultaneously contributed to the fMRI time-courses,
showing larger activity for incongruent than congruent ter-
minal words. The network stability observed at the global
and component/module levels supports the fundamental
assumption underlying the use of the violation paradigm,

i.e., that the same cognitive operations and networks (not
language-specific) are engaged by incongruent and con-
gruent stimuli. Moreover, the GTA specified the

TABLE I. Brain regions more activated for incongruent
vs. congruent words

Region BA H x y z t Size

Supplementary 6 L/R 6 16 58 501 41
motor area

Inferior frontal 45/47 L —44 26 -2 593 290
gyrus R 56 19 1 470 57

BA, Brodmann area; H, hemisphere; coordinates in MNI; f, statistic
values; L, left; R, right; Size, number of voxels; P < 0.05 corrected.
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TABLE Il. Regions of component 12

Region BA H x y z t Size
Medial superior 6/8/9 L/R —6 44 46 14.04 430
frontal gyrus/
Supplementary
motor area
Inferior frontal 44./45 L —47 13 31 1850 973
gyrus R 47 26 19 1435 518
Middle temporal 21 L -53 -37 -2 1850 630
gyrus R 56 -31 -8 825 27
Angular gyrus 39 L —47 —68 25 1217 243
Caudate L -12 7 16 1557 161
nucleus/
putamen
Cerebellum R 35 —68 —38 13.61 567

BA, Brodmann area; H, hemisphere; coordinates in MNI; ¢, statis-
tic values; L, left; R, right; Size, number of voxels; P < 0.05
corrected.

connectivity changes at the regional level, revealing an
increased SMA connectivity in general and a strengthened
SMA-caudate-thalamus pathway.

Congruent

{ @ Hub

- g @ Inc>Con
4 @ Non-hub

The GTA and ICA consistently emphasized the impor-
tance of the frontal-striatal circuits in sentence-level
semantic integration. This observation is in line with ani-
mal work showing that the caudate nucleus and putamen
receive cortical projections and project back to cortical
regions via the thalamus, forming parallel [Middleton and
Strick, 2002] and integrative circuits in support of motor,
cognitive, and emotional processes [Bar-Gad and Bergman,
2001]. The medial prefrontal cortex has been extensively
explored in cognitive control and behavioral adaptation
and is assumed to monitor and adjust cognitive processes
in sensory, memory, and motor systems [Botvinick et al.,
2001; Dosenbach et al., 2007]. The lateral prefrontal cortex,
on the other hand, has been associated with a diversity of
functions. For example, Hagoort [2005] in his memory-uni-
fication-control (MUC) model proposed the left IFG to be
an active workspace unifying lexical information retrieved
from memory in parallel at the semantic, syntactic, and
phonological levels [Baggio and Hagoort, 2011]. In their
model of semantic processing, Lau et al. [2008] proposed
that the anterior IFG is responsible for controlled retrieval
of lexical information and the posterior IFG for selection
of lexical representations. In a more general sense, those

Incongruent
/o)

Figure 2.
The whole-brain networks supporting the processing of congruent or incongruent words. Each
node represents an AAL region. Light blue nodes indicate hub regions. Dark blue nodes indicate
non-hub regions. Each gray edge represents an interregional connection observed in 75% partici-
pants. Red links indicate interregional connections stronger for incongruent vs. congruent words
(Inc > Con, P < 0.05 corrected). L, left; R, right; SMA, supplementary motor area.
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TABLE Ill. Means (and standard deviations) of global
and regional topological parameters

Parameter Congruent Incongruent
Global
Global efficiency 0.35 (0.03) 0.35 (0.03)
Clustering coefficient 0.42 (0.05) 0.42 (0.05)
Modularity 0.35 (0.05) 0.35 (0.05)
Small-world index 1.58 (0.28) 1.59 (0.25)
L Supplementary motor area
Degree* 15.40 (8.49) 21.60 (8.18)
Strength* 12.06 (7.25) 16.60 (6.99)

*P < 0.05 corrected.

proposals converge in that the prefrontal cortex is associ-
ated with executive aspects of semantic processing. As
Friederici [2002] and Martin [2003] pointed out, the frontal
areas are recruited when strategic and executive manipula-
tions come into play in semantic processes. Such a hypoth-
esis is in line with studies on the involvement of executive
control functions in sentence reading [Kuperberg, 2007;
Novick et al., 2005, Thompson-Schill et al., 2005; Ye and
Zhou, 2009a], word production [Badre et al., 2005; Badre
and Wagner, 2007; Thompson-Schill et al., 1997], and bilin-
gual language processing [Abutalebi and Green, 2007;
Rodriguez-Fornells et al.,, 2006; for a review, see Ye and
Zhou, 2009b].

In the ICA, the left middle temporal gyrus and left
angular gyrus were also revealed as parts of the critical
network. However, neither of them showed increased acti-
vation in the univariate analysis or changed interregional
connections in response to incongruent vs. congruent end-
ings in the GTA (even with a lowered threshold of P <
0.05 uncorrected). Although different in details, recent
models of language processing commonly attribute pure
semantic processes to the superior/middle temporal cor-
tex. For example, Friederici [2002] considered the middle
temporal gyrus as the primary neural basis of the integra-
tion of semantic information. In their recent review, Kutas
and Federmeier [2011] suggested that the superior/middle
temporal gyrus, together with the medial temporal lobe
and temporal-parietal junction subserve semantic memory
processes. Lau et al. [2008] distinguished between the pos-
terior portion, which they linked to lexical storage and
access, and the anterior portion, which they associated
with the integration of lexical information into larger units.
The role of the angular gyrus (or temporal-parietal junc-
tion) in semantic processing is less well characterized as
that of the frontal and temporal areas. Lau et al. [2008]
suggested that this region accompanies the anterior tempo-
ral lobe in playing a part in integrating semantic informa-
tion into context. This integration function may not be
constrained to linguistic inputs, as the angular gyrus has
also been observed to respond to the mismatch between
pictures (e.g., picture of cat) and environmental sounds
(e.g., sound “humming of a bee” instead of “meow”

[Noppeney et al., 2008]. The absence of the left middle
temporal gyrus and left angular gyrus in the univariate
analysis and the GTA suggested that these regions might
be recruited to retrieve the meaning of the incoming word
and to integrate the meaning into sentential context but
may not be sensitive to the overall wellformedness of sen-
tence, which is likely monitored by the prefrontal cortex.

Mapping large-scale networks woven of structural and
functional brain connections has become a central task in
neuroscience. Different network modeling approaches pro-
vide profiles of complex brain networks from different
perspectives. The ICA allows us to extract regions whose
time-courses are highly correlated, whereas the GTA ena-
bles to infer the function of a particular region on the basis
of its role in brain architecture [e.g. Sporns et al., 2007].
Because of the different types of information revealed by
the different methods, it seems promising to combine dif-
ferent modeling methods rather than to rely on one single
approach. The GTA is still at its initial stage of develop-
ment with regard to brain imaging and therefore needs to
be refined in future neuroimaging studies. One of the
essential issues is the parcellation problem. Anatomical
atlases such as the AAL are often used to segment the
whole brain into regions and regional time-courses are
then averaged across all voxels within these regions to
generate a representative time-courses. These data are sub-
sequently used to construct a matrix of connections
between the identified cortical and subcortical structures.
Due to the lack of detailed subdivision of large regions
such as the left IFG and the left middle temporal gyrus,
the AAL might lead to the underestimation of interre-
gional interaction and/or connectivity changes. The parcel-
lation approach of the GTA, at the current stage, is not as
sensitive as the region-of-interest approach (e.g., defining
small spheres of high homogeneity). It might explain why
the enhanced connectivity between the posterior portions
of the left IFG and left middle temporal gyrus, which has
been reported in a previous study [Snijders et al., 2010],
was not observed in this study.

In conclusion, we delineated functional networks subserv-
ing sentence-level semantic integration with two distinct
approaches over three different levels. The GTA suggested
that the whole-brain network subserving the integration of
incongruent sentence endings was topologically similar to
that mediating the processing of congruent endings, sup-
porting the fundamental assumption underlying the use of
the violation paradigm. The ICA revealed a group of
regions, of which the overall activity was dynamically
modulated for incongruent vs. congruent endings, including
the medial and lateral prefrontal cortex, left middle tempo-
ral gyrus, left angular gyrus, and left caudate nucleus. More-
over, the GTA specified the connectivity changes at the
regional level, demonstrating a strengthened prefrontal-
striatal-thalamic loop in response to the incongruity of sen-
tence ending. Further studies should consider using differ-
ent approaches of network analysis to better characterize the
interregional interactions under cognitive tasks.
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