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Abstract: This study measured effective connectivity within the core face network in young children
using a paediatric magnetoencephalograph (MEG). Dynamic casual modeling (DCM) of brain
responses was performed in a group of adults (N 5 14) and a group of young children aged from 3 to
6 years (N 5 15). Three candidate DCM models were tested, and the fits of the MEG data to the three
models were compared at both individual and group levels. The results show that the connectivity
structure of the core face network differs significantly between adults and children. Further, the rela-
tive strengths of face network connections were differentially modulated by experimental conditions in
the two groups. These results support the interpretation that the core face network undergoes signifi-
cant structural configuration and functional specialization between four years of age and adulthood.
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INTRODUCTION

Human adults exhibit a remarkable proficiency in per-
ceiving faces in daily life. Contemporary brain research
has proposed that a set of bilateral cortical regions is
involved in the visual analysis of faces, including the infe-
rior occipital cortex (i.e., occipital face area, OFA), an
extrastriate region that mediates the early representation
of physical features in faces [Liu et al., 2010; Rotshtein
et al., 2005]; the middle fusiform gyrus (i.e., fusiform face
area, FFA), a region that shows the greatest specificity for
holistic face perception including structural and static
components of facial identity and expressions [Grill-Spec-
tor et al., 2004; Kanwisher and Yovel, 2006; Kanwisher
et al., 1997]; and the superior temporal sulcus (STS), where
the recognition of the dynamic properties of eye-gaze and
facial expressions are processed [Hoffman and Haxby,
2000; Pelphrey et al., 2005; Puce et al., 1998, 2003]. These
three groups of brain regions connect to each other hier-
archically to form the well-known ‘core face network’, a
paradigmatic example of cortical specialization of function
in the adult brain. The representations in the core face net-
work are largely task nonspecific but can flexibly interact
with other brain regions in an ‘extended’ set of functional
brain subsystems for further processing of the meaning of
information extracted from faces under different experi-
mental contexts [Fairhall and Ishai, 2007; Gobbini and
Haxby, 2007; Haxby et al., 2000, 2002; Ishai et al., 2005].

In contrast to the rich adult literature on the core face
network, relatively little is known about the functional
organization of this system in children, especially in early
childhood. Three previous functional magnetic resonance
imaging (fMRI) studies have examined functional connec-
tivity for face processing mainly in mid-to-late childhood
(7–17 years). Using a graph theoretical approach, Joseph
et al. [2012] compared functional connectivity patterns of
the core and extended face networks in children aged 5–12
years to that in adults. They found two face-preferential
developmental changes: a decrease in connections of the
posterior visual network during childhood and significant
reorganizations of the connections in the right OFA. A sec-
ond fMRI study [Haist et al., 2013] also found that the acti-
vation of brain regions in the extended face network was
markedly reduced in children aged 6–12 years compared
to adults. But instead of OFA, these authors observed face-
specific developmental changes mainly in the right FFA
and STS. In a third fMRI study, Cohen Kadosh et al.
[2013] investigated differential processing of facial identifi-
cation, expression and gaze direction in brain areas within
the core face network among children (7–11 years), adoles-
cents (12–17 years) and adults. Across three tasks, they
found age-related changes in bilateral OFA activation;

however, the authors did not directly investigate func-
tional patterns of connectivity between regions in the core
network. Finally, a recent diffusion tensor imaging (DTI)-
fMRI study [Scherf et al., 2014] examined the structure–
function relations in the face network of participants aged
6–23 years. Age-related increases were found in the volume,
fractional anisotropy and mean and radial, but not axial,
diffusivities of the inferior longitudinal fasciculus. Critically,
the structural differences observed in the inferior longitudi-
nal fasciculus were tightly and specifically associated with
the age-related increase in the size of the FFA.

Taken together, the aforementioned studies indicate that
there is substantial developmental fine-tuning of structural
and functional connections within the core face network.
However, neither structural nor functional analyses permit
any explicit inferences concerning the directionality of
information flow within this network. An alternative ana-
lytic approach, effective connectivity, ‘refers explicitly to the
influence that one neural system exerts over another,
either at synaptic or population level’ [Friston, 2011], and
therefore, permits inferences concerning the dynamic
(activity-dependent) and causal (task-dependent) features
in brain networks.

Dynamic casual modeling (DCM) is a recent advance in
neuroimaging analyses that allows us to examine effective
connectivity within the core face network, that is, the influ-
ence that component face-sensitive regions directly exert
on each other in response to external inputs [Daunizeau
et al., 2011; Friston, 2011; Friston et al., 2003]. To date,
there has been a single investigation of effective connectiv-
ity within the developing core face network using DCM
[Cohen Kadosh et al., 2011]. In that study, three different
aspects of face processing (identity, expression and gaze-
direction; termed ‘context-specific effects’ for the DCM
analysis) were analysed in children. Context-specific
changes in effective connectivity within the core face net-
work [previously characterised in adults by Fairhall and
Ishai, 2007] were compared among children (7–8 years),
adolescents (10–11 years) and adults. The results showed
that the basic structure of the core face network was pres-
ent in children; however, the immature network failed to
show the task-dependent modulations of effective connec-
tivity that were prominent in the adult network. The
authors posited that the functional specialization and fine-
tuning of the component regions within the core face net-
work continues well beyond the establishment of the basic
layout of its structure at 11 years of age.

This study investigated effective connectivity during
face processing in preschool children (3- to 6-years-old).
Instead of fMRI, we obtained brain responses using a
custom-sized paediatric magnetoencephalography (MEG)
system. The highly resolved temporal dynamics of
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inter-regional coupling detected by MEG can extend the
recent fMRI data in this area by delineating the direction-
ality and causality of connectivity changes based on axonal
conduction within the network [Fairhall and Ishai, 2007;
Friston et al., 2003; Stephan et al., 2007].

Previously, using the same dataset, we have demon-
strated that a face-sensitive M170 brain response can be
elicited in preschool children [He et al., 2015]. This finding
was in broad agreement with a recent event-related poten-
tial study [Kuefner et al., 2010], but contradicted previous
MEG studies, which failed to find an adult-like M170 in
children [Kylli€ainen et al., 2006; Taylor et al., 2010]. The
negative results of these earlier MEG studies may be due
to the fact that they tested children using conventional
MEG systems, which are configured for use with adults
and are thus less sensitive to neural activity from the
smaller heads of children [He et al., 2014; see also Johnson
et al., 2010; Irimia et al., 2014].

In this study, we used a hypothesis-driven approach
[Garrido et al., 2007a,b, 2009] to build and test models of
effective connectivity during the perception of faces and
scrambled faces in children and adults. First, we prede-
fined six brain regions of interest (ROIs)—three in each
hemisphere—as a bilaterally organised core face network
(Fig. 1). ROI locations were originally derived from the

fMRI literature [Henson et al., 2003] and have been tested
in other EEG/MEG studies [Chen et al., 2009]. Based on
previous DCM investigations of face processing [Chen
et al., 2009; David et al., 2006; Fairhall and Ishai, 2007],
three different models of network structure were eval-
uated for model structure (the model that is optimised
between accuracy and complexity) and model parameters
(the effect of experimental modulations on the connections
within the best model).

We aimed to test two possibilities concerning the devel-
opmental changes in effective connectivity of the core face
network: First, given the protracted development of corti-
cal inter-regional connectivity at lower levels of the human
visual system [Khundrakpam et al., 2013; Klaver et al.,
2011], we predicted that the architecture of the core face
network (model structure) in children would differ from
that of adults. We anticipated that connections from the
right OFA are most likely to be involved in subsequent
reorganization over development, as suggested by several
previous developmental imaging [Golarai et al., 2007;
Joseph et al., 2011; Scherf et al., 2007] and functional con-
nectivity [Joseph et al., 2012] studies. Second, drawing
from recent DCM evidence showing that even in adoles-
cents the specific functional patterns of the inter-regional
connectives in the core face network are not yet

Figure 1.

Model construction. The sources comprising the ‘core face net-

work’ are connected with forward/backward connections as

shown. OFA, occipital face area (inferior occipital gyrus); FFA,

fusiform face area (fusiform gyrus); STS, superior temporal sul-

cus. Three different models were constructed within this neural

architecture. (A) Model 1 has only intra-hemispheric forward-

connections projecting from bilateral OFA to FFA and STS; (B)

Model 2 shares the same intra-hemispheric structures with

Model 1, but has extra interhemispherical forward-connections

from OFA to contralateral FFA; (C) Model 3 has fully forward-

and backward-connected sources at the intrahemispheric level.

[Color figure can be viewed in the online issue, which is avail-

able at wileyonlinelibrary.com.]
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established [Cohen Kadosh et al., 2011], we predicted that
strengths of the connection weightings (model parameters)
between regions during the dynamic processing of face-
specific information would also be different between
young children and adults. This should be most evident in
the effective connectivity between OFA and FFA [Cohen
Kadosh et al., 2010, 2013; Gathers et al., 2004; Golarai
et al., 2007; Haist et al., 2013; Joseph et al., 2011; Peelen
et al., 2009; Scherf et al., 2007, 2014].

MATERIALS AND METHODS

Participants

Data reported in this study came from 15 children (7
females, 3- to 6-years old, averaged age 5 4.5 years, stand-
ard deviation [SD] 5 0.9 years, all right handed) and 14
adults (7 females, averaged age 5 26.8 years, SD5 5.7
years, 1 left handed). Handedness was determined by self-
report/parent-report. All had normal or corrected-to-
normal visual acuity and no history of neurological disor-
ders. An additional seven children and four adults were
tested in the same experiment (a total of 40 participants)
but were excluded from DCM analysis because of: (1)
excessive noise or artefacts (three children and two adults);
(2) technical problems such as photo-detector/eye-tracker
failure (four children and two adults).

The study was approved by Human Participants Ethics
Committee at Macquarie University. Written informed con-
sent was obtained from the adult participants and from the
parents/guardians of the children prior to testing.

Visual Stimuli and Task

The four experimental stimulus categories (two sets of 43
coloured pictures each) were adapted from an earlier event-
related potential (ERP) study by Kuefner et al. [2010]. They
consisted of: (1) upright faces (faces), (2) front-on cars
(cars), (3) phase-scrambled faces (scrambled faces) and (4)
phase-scrambled cars (scrambled cars). Scrambled images
were images that had undergone a Fourier phase random-
ization procedure. The low-level visual properties of the
scrambled faces/cars (e.g. special frequency spectrum, lumi-
nance, colour and contrast) were identical to that of the
intact face/car pictures. A set of 41 colour pictures of cartoon
alien faces were embedded pseudo-randomly into the stimu-
lus stream to serve as ‘catch’ trials which required a button
press response to ensure that participants were actively
attending to the stimuli in the experiment. All colour photo-
graphs were presented in a light grey frame that defined the
boundary of the fixation box for the eye tracking system.

Experimental Procedure

MEG measurements were carried out with participants
in a supine position in a magnetically shielded room (Fuji-
hara Co., Tokyo, Japan). Images were projected onto a

screen located 1 m above the participants’ heads. For the
adult MEG system, the projector was an InFocus Model
IN5108 (InFocus, Portland). For the child MEG system, the
projector was a Sharp Notevision Model PG10S (Sharp
Electronics, Osaka, Japan). A fibre-optic photo-detector
placed on the projection screen was used to measure the
actual onsets of visual images and all MEG stimulus trig-
ger latencies sent from the presentation control computer
were subsequently adjusted accordingly.

Gaze position of the right eye was monitored by an SR
Research Eyelink 1000 eye-tracking system at a sampling
rate of 1,000 Hz (http://www.sr-research.com/EL_1000.
html). The visual angle of all experimental stimuli in both
systems was within the parafoveal region (adult system:
3.10� 3 4.58�; child system: 2.64� 3 3.90�) [the visual angle
of critical object recognition in picture processing is less
than 4.5� on average, see Henderson et al., 1999, 2003].

At the beginning of each trial, a fixation point (a small
star) appeared at the centre of the screen for 200 ms. Each
image was presented only when eye fixations were main-
tained in the proximity of the fixation point for 500 ms.
Catch trials (see below) were presented for 2,000 ms regard-
less of the fixation point or the button press [He et al., 2014].

The experiment was divided into six blocks. Each block
lasted approximately 2 min with a short break between
blocks. The total recording time for this experiment ranged
from 15 to 20 min. Experimental stimuli were viewed pas-
sively without requiring a response; only the alien catch
trial stimuli required a button press response. Catch trials
were intended to ensure the maintenance of vigilance and
to assess the compliance of participants with the experi-
mental instructions, and therefore, were excluded from the
DCM analysis. All trials were displayed in a pseudo-
randomised order, with experimental pictures being
shown twice each, nonconsecutively.

For the child participants, child-friendly data acquisition
techniques were used to convey instructions, facilitate
engagement in the experiment and to minimize movement
artefacts during MEG recordings [Tesan et al., 2012]. All
participants were trained with one block of four trials
prior to the beginning of the MEG experiment.

MEG Data Acquisition

Prior to initiation of MEG measurements, five head posi-
tion indicators (HPI) were attached to a tightly fitting elas-
tic cap. Fiducial locations (bilateral preauricular points and
the nasion) and the participant’s head shape were
recorded with a pen digitizer (PolhemusFastrack, Colches-
ter, VT). Head movement was calculated by subtracting
the positions of HPIs before and after each acquisition ses-
sion and the tolerance level was set at a maximum of
5 mm for any single session.

MEG measurements were carried out with two KIT
whole-head MEG systems located in the same magneti-
cally shielded room. The adult system (Model PQ1160R-
N2, KIT, Kanazawa, Japan) consisted of 160 coaxial
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first-order gradiometers with a 50 mm baseline [Kado et al.
1999]. The child system (Model PQ1064R-N2m, KIT, Kana-
zawa, Japan) had 64 first-order axial gradiometers with a
50 mm baseline [Johnson et al., 2010]. MEG data were
acquired using a sampling rate of 1,000 Hz and a filter band-
pass of 0.03–200 Hz. Shim pads were placed in the child
helmet for the child session to reduce head movement.

For the child participants, an experimenter remained in
the magnetically shielded room during MEG recording
sessions to make sure the child was comfortable and
engaged during the experiment.

MEG Preprocessing

MEG data were preprocessed using SPM8 software [Lit-
vak et al., 2011; http://www.fil.ion.ucl.ac.uk/spm/soft-
ware/] running under Matlab 7.13 (The Math-Works, Inc.).
All sensor data were down-sampled to 250 Hz, band-pass-
filtered between 1.6 and 30 Hz, and epoched with a peristi-
mulus window of 2100 to 400 ms. Artefacts including
blinks, eye-movements and magnetocardiographic activity
were rejected from each trial and channel with the Fieldtrip
visual artefact rejection method implemented in SPM8 [Oos-
tenveld et al., 2011]. Approximately 98% of trials in adults
and 97% of trials in children survived the rejection proce-
dure. Robust averaging was used to average across trials
within the four categories of visual stimuli, that is, faces,
cars, scrambled faces and scrambled cars, for each partici-
pant, condition and sensor [Litvak et al., 2011]. Outliers are
down-weighted by this method using an iterative robust
general linear model [Wager et al., 2005], which calculates
and reassigns weights to each sample of each trial according
to how far it is from the mean response. To remove any high
frequency noise introduced by the robust averaging step, the
averaged epoched data were low-pass filtered at 30 Hz.

Dynamic Causal Modeling

All DCM analyses were performed using DCM8 (a suite
of SPM8), which estimates two sets of quantities within the
framework: (1) the probability of the model (m) given the
data (y), also known as the model evidence p(y | m), which
can be used to compare model fittings between different
model structures and; (2) the posterior distribution over
model parameters (h), which can be used to make infer-
ences on model connectivity. All parameters were estimated
using Bayesian methods by means of the expectation maxi-
mization algorithm [Friston et al., 2003]. A detailed descrip-
tion of the DCM framework for EEG/MEG data can be
found in David et al. [2006] and Kiebel et al. [2009].

The DCM model inversion was restricted to the face-
sensitive effect (encoded by the B matrix) with scrambled
faces as baseline condition coded as 0 and faces as modu-
lations of the connections coded as 1 over the peristimulus
interval of 0–200 ms (time-window of the M170/N170-a
face-sensitive event-related magnetic fields (ERF)/ERP

component showing stronger and faster response to faces
than nonface objects (Kylli€ainen et al. [2006], Kuefner et al.
[2010], He et al. [2014, 2015]; please see Supporting Infor-
mation for the identification of M170 peristimulus interval)
across all participants.

DCM–model construction

The anatomical structure of the three DCM models was
motivated by recent neurophysiological studies looking at
the sources underlying the M170/N170 [see review by
Rossion, 2014], neuroimaging studies revealing regions
showing face-sensitive haemodynamic brain responses
[Kanwisher, 2010], and a theoretical framework of the neu-
ral systems for face processing [Haxby et al., 2000]. Three
bilateral cortical sources, including inferior occipital gyrus
(OFA), fusiform gyrus (FFA)1, and STS, comprising the
‘core face network’, were modelled as equivalent current
dipoles given the MNI coordinates (converted from Talair-
ach space using the algorithm in http://bioimagesuite.
yale.edu/mni2tal/index.aspx): OFA, 42,281, 215 (right)/
239, 281, 215 (left); FFA, 42, 245, 227 (right)/ 239, 251,
224 (left); STS, 48, 242, 12 (right)/ 248, 242, 12 (left)
[Chen et al., 2009; Henson et al., 2003].

Figure 1 illustrates the model architectures specified in
this study. We note that the real and complete functional
and structural connectivity of the core face network is still
unsolved. Here we carefully defined our models based on
the results of previous imaging studies using relevant
methodology and technology. The connectivities of Models
1 and 2 were based on the core structure proposed by
Fairhall and Ishai [2007] with only forward connections
involved in the communication between OFA, FFA and
STS (Model 1). The second model included an extra inter-
hemispheric forward connection from OFA to contralateral
FFA. This connection was added because of a report of a
patient with acquired prosopagnosia with lesions of the
left FFA and the right OFA, whose right FFA still exhib-
ited normal face selective activation [Rossion et al., 2003].
A similar interhemispheric structure was used in the only
previous DCM analysis of (adult) MEG face responses
[Chen et al., 2009]. The third model was derived from a
DCM analysis of EEG data, where the three regions were
fully connected with both forward and backward path-
ways [David et al., 2006]. In this study, we specified the
same experimental modulation—a contrast between faces
and scrambled faces—used by Chen et al. [2009].

DCM–Bayesian model selection

Random-effects procedure for bayesian model selection
(BMS) was performed both at an individual level and at a

1Please note here that the use of the term OFA and FFA was to dem-
onstrate the functional overlap in the pre-defined inferior occipital
gyrus and fusiform gyrus regions with more traditionally defined
FFA and OFA regions.
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group level based on the assumption that various cognitive
strategies may be performed in dealing with cognitive tasks
[Stephan et al., 2010]. This method for performing BMS has
proven more robust and accurate compared to fixed-effect
analysis because outliers are largely suppressed during esti-
mation [dRigoux et al., 2014]. After selecting the most likely
cortical network engaged in the face perception task, we
directly tested connectivity parameters in the winning model.

DCM–Bayesian parameter averaging

In this step, Bayesian parameter averaging (BPA) was
used to estimate the modulatory effects of the experimen-
tal input over model parameters across participants in
each group. Models with the largest model evidence con-
tribute most to the single posterior density for the entire
group. This step allows direct Bayesian inference at the
group level.

A nonparametric bootstrapping test was used to evalu-
ate whether the contrast-dependent (i.e., the experimental
modulation of connectivity) effects in BPA parameters
were statistically significant. For each connection, the dis-
tribution of the log gain was reconstructed by generating
10,000 random samples from a Gaussian distribution based
on the posterior mean (mEps) and SD (sEps) calculated in
the BPA process. If the two-tailed test had a >95% proba-
bility to be greater or smaller than unity (a posterior mean
of zero), the connection was taken as significantly
enhanced or weakened for the experimental context (faces
vs. scrambled faces). Connections which satisfied this crite-
rion are reported as P< 0.05.

RESULTS

Event-related Magnetic Fields

MEG responses to faces showed distinct M100 and
M170 peaks in adults but the M170 response was largely
masked by the prominent preceding M100 in children.
However, by subtracting brain responses to faces from
that to scrambled faces, we were able to effectively sepa-
rate the face-sensitive M170 response in both groups. The
resulting M170 response latencies were approximately 180
ms in children and 148 ms in adults (Fig. 2).

DCM–Bayesian Model Selection

Three different DCM models were inverted for each par-
ticipant. In random-effects BMS, model exceedance proba-
bility was presented for one model being more likely than
any other model given the observed data at both the indi-
vidual level and group level. The model with the largest
exceedance probability compared to other models repre-
sents an optimal balance between model accuracy (i.e., fit)
and model complexity at both levels.

Figure 3A,C shows the BMS comparison results at the
individual level, and Figure 3B,D shows the model exceed-
ance probability of the three models at the group level.

Model 1—with only forward connections among OFA,
FFA and STS in each hemisphere—was decisively the win-
ning model in adults, showing a strong exceedance proba-
bility (>0.9) over the other two models across most adult
participants (64%) and at the group level. In contrast,
Model 2—with an extra interhemispherical forward con-
nection from OFA to contralateral FFA—revealed the best
fit of data at the group level in children (exceedance

Figure 2.

Event-related magnetic fields in adults (N 5 14) and children

(N 5 15). (A) Schematic diagram of sensor layout for 160-channel

adult MEG system and surface topography in adults for the differ-

ence response at 20 ms stepwise from 80 to 180 ms, encompassing

the temporal window of M100 (83 ms) and M170 (148 ms). (B)

Schematic diagram of sensor layout for 64-channel child MEG sys-

tem and surface topography in children for the difference response

at 20 ms stepwise from 100 to 200 ms, encompassing the temporal

window of M100 (110 ms) and M170 (180 ms). In both MEG sensor

layouts, red dots indicate the temporal–occipital regions where the

M170 response was maximal. Note here the child system does not

have frontal region coverage. (C) Global field power of grand mean

ERFs to faces in adults. (D) Global field power of grand mean ERFs

to faces in children. (E) Global field power of grand mean ERFs to

faces minus ERFs to scrambled faces (Face N–S) for adults (blue

line) and children (red line). [Color figure can be viewed in the

online issue, which is available at wileyonlinelibrary.com.]
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probability> 0.6). At the individual child level, Model 2
was preferred over the other two models in 47% of indi-
viduals, while Models 1 and 3 were both preferred in 23%
of individuals.

Thus, for both adults and children, the winning models
at the group level had the largest proportion of highest
exceedance probability identification at the individual
level. Neither group had outliers with especially strong
exceedance probability of model fitting that might have
driven the group model evidence. In addition, both the
winning child and adult models that best explained the
face-sensitive effect returned an excellent fit to the data
(Figs. S2 and S3 in the Supporting Information).

DCM–Bayesian Parameter Averaging

The results of the BPA for the effective connection-to-
connection modulation as a function of the contrast-
dependent effects of face processing in the time-window
of the M170 are shown in Figure 4 (connection modula-
tions above the significance criterion of P< 0.05). DCM
posterior means and SDs for intrinsic, direct inputs and
modulatory connections, weighted by posterior model
probability of three models over all participants in each
group are summarised in Table I (adults) and Table II
(children).

The intrinsic connectivity of the ‘core face network’ was
significant for the connection between right OFA and STS
in children (strength 5 2 0.05, posterior> 0.95, P< 0.05).
With regard to the face modulation effect, that is, faces
versus scrambled faces, the right OFA to STS connection
was significantly enhanced in children (strength 5 0.25,
posterior> 0.95, P< 0.05), and the bilateral reciprocal con-
nections of OFA were significantly enhanced in adults
(strength 5 0.15 (right)/0.17(left), posterior> 0.95, P< 0.05).

DISCUSSION

The advent of custom-sized paediatric MEG systems
opens a new window into developmental brain function,
particularly in the preschool (3- to 6-years) age range,
which has been largely excluded from neuroimaging
research [Poldrack, 2010]. In this study, we examined the
functional organisation of the core face network by analy-
sing MEG data from children aged 3–6 years. Our child
cohort was a relatively large sample with equal gender
and age distributions. We addressed the following

Figure 3.

Bayesian model selection for the three models. (A) Model selec-

tion results over all adult participants (N 5 14); (B) Model

exceedance probability at the adult group level; (C) Model selec-

tion results over all child participants (N 5 15); (D) Relative

exceedance probability at the child group level. Grey dots in A

and B indicate the winning models in individual participants.

Figure 4.

The modulatory effect of faces derived from the group optimal

model identified by Bayesian model selection. (A) In adults

(N 5 14), the reciprocal connections of bilateral OFA are signifi-

cantly enhanced by faces. (B) In children (N 5 15), the connec-

tion from the right OFA to STS is significantly enhanced by

faces. The exceedance probabilities for posterior means of

these modulatory effects on connections are of 95%. Grey

lines indicate posterior probability of modulatory effects smaller

than 95%.
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questions: (1) are there age-related differences in the basic
functional architecture (model structure) of the core face
network between young children and adults? Alterna-
tively, are adult patterns of connection present by 4 years
of age? (2) Are there age-related differences in the func-
tional specificity (model parameters) of the network? That is,
do the components of the network change their interac-
tions with each other in a comparable fashion when
encoding faces as opposed to nonface stimuli between
young children and adults?

Developmental Differences in Model

Structure of the Core Face Network

Our MEG results for adult participants showed the
same network architecture that has been reported in previ-
ous fMRI studies [Cohen Kadosh et al., 2011; Fairhall and
Ishai, 2007]: intrahemispheric forward-connections projec-
ting from bilateral OFA to FFA and STS. When adults are
attentively viewing faces, the OFA exerts an intrinsic influ-
ence on both activations in the FFA and STS along two
separate feed-forward pathways. Fairhall and Ishai [2007]
argued that the absence of feedback and/or lateral connec-
tions does not suggest there are no such anatomical con-
nections, but rather reflects a lack of dynamic influences
between regions with regard to the experimental modula-
tory effects [also see Friston et al., 2003; Penny et al., 2004].

In our child participants, the network structure yielded
an extra interhemispheric connection between the OFA
and the contralateral FFA on top of the adult core face net-
work. This suggests a developmental reorganization of
connectivity between these two regions (especially in the
right hemisphere) resulting in the functional separation of
featural versus configural/holistic face processing in the
mature brain. Interestingly, an interhemispheric connection
between OFA and FFA is preserved in severely prosopag-
nosic adults [Fox et al., 2008; Rossion et al., 2003]. Taken
together with the present findings, this indicates that the
OFA to contralateral FFA connectivity pattern reflects a
developmental pruning of the core face network. This con-

nection is later eliminated in normal development but fails
to be eliminated or is reactivated in abnormal network
development. The extra OFA to FFA connection in the
immature brain also speaks to a Selectivism framework for
the emerging cognitive functions in the brain [Changeux
and Danchin, 1976], which predicts that brain development
is based on gradually down-weighting redundant neural
connections between functionally connected brain regions.

There were larger individual differences in the organiza-
tion of the core face network in children than adults. One
explanation for this finding could be that the network
structure in children might allow for more idiosyncratic
connectivity between brain regions [Haist et al., 2013].
Over the course of development, this network becomes
more regularised (expertized) through an interplay
between genetics and experience [Gauthier and Nelson,
2001; Johnson, 2010].

Developmental Differences in Model

Parameters of the Core Face Network

In adults, the modulatory effects of face inputs upon
inter-regional connections within the winning model were
reflected in an increase of self-connection strength between
the bilateral OFAs (in contrast to scrambled face inputs).
This result is consistent with previous evidence for the key
role of the OFA in face processing in the adult brain
[Pitcher et al., 2007, 2011; Rossion et al., 2003]. For exam-
ple, transcranial magnetic stimulation of the OFA has been
shown to interfere with the processing of different facial
properties and subsequently affects the later integrative
analysis of facial identification and expression [Cohen
Kadosh et al., 2010].

We found no significant model parameter changes in
the forward connections from OFA to FFA or to STS in
our adults, in contrast to results reported in several previ-
ous DCM connectivity studies [Chen et al., 2009; Cohen
Kadosh et al., 2011; Fairhall and Ishai, 2007; Nguyen et al.,

TABLE I. Bayesian model average on posterior means

and standard deviations (mean 6 SD) of intrinsic, input

and modulation estimates across all connections for all

adult participants (N 5 14). Bold: P < 0.05

Effective connectivity parameters Right Left

Intrinsic connectivity
OFA-FFA 20.04 6 0.06 0.07 6 0.06
OFA-STS 0.03 6 0.06 20.05 6 0.06
Extrinsic input
OFA 0.01 6 0.04 0.01 6 0.04
Modulation of connectivity
OFA-FFA 20.04 6 0.04 0.17 6 0.04
OFA-STS 0.05 6 0.03 0.126 0.04
OFA-OFA (reciprocal) 0.15 6 0.01 0.17 6 0.02

TABLE II. Bayesian model average on posterior means

and standard deviations (mean 6 SD) of intrinsic, input

and modulation estimates across all connections for all

child participants (N 5 15). Bold: P < 0.05

Effective connectivity parameters Right Left

Intrinsic connectivity
OFA-FFA 20.00 6 0.06 0.02 6 0.06
OFA-STS 20.05 6 0.05 20.00 6 0.06
OFA-FFA (interhemisphere) 20.01 6 0.06 20.01 6 0.06
Extrinsic input

OFA 20.07 6 0.04 20.01 6 0.04
Modulation of connectivity
OFA-FFA 20.06 6 0.06 0.16 6 0.06
OFA-STS 0.25 6 0.03 0.05 6 0.03
OFA-FFA (interhemisphere) 0.00 6 0.06 0.01 6 0.05
OFA-OFA (reciprocal) 20.02 6 0.01 0.076 0.01
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2014]. These differences merit further investigation but are
not incompatible with our findings for two main reasons.
First, DCM parameters are sensitive to the peristimulus
window of evoked responses [Garrido et al., 2007a] and
the significant forward coupling between OFA and FFA
reported in Chen et al.’s [2009] MEG study was computed
from a much longer time-window (2100 to 600 ms, for
time-frequency analysis) than ours (0–200 ms, for analysis
of the face-sensitive M170 response). Second, the two fMRI
studies [Cohen Kadosh et al., 2011; Fairhall and Ishai,
2007] and the EEG–fMRI study of Nguyen et al. [2014]
used more cognitively demanding active discrimination
tasks. In contrast, our passive viewing experiment was not
as effortful and may not, therefore, have modulated the
forward connections through FFA and STS for further
detailed holistic/configural face analysis.

Our results show that differences between the age
groups were centered on the connections of the bilateral
OFA during face processing. As noted above, this region
has long been considered a key player in face processing
and has also been shown to exhibit the largest face-specific
functional reorganisations in childhood [Golarai et al.,
2007; Joseph et al., 2011, 2012; Scherf et al., 2007; but see
Haist et al., 2013]. In contrast to adults, children did not
show an increase in self-connection strengths of the OFA.
Joseph et al. [2011] reported a greater increase of face spe-
cialised activation in the OFA compared to that in the FFA
from 6 years of age to adulthood. The shift of activations
in the FFA to OFA with age when viewing faces atten-
tively is consistent with the prediction of the Interactive
specialization (IS) account in that the activity patterns of
FFA and OFA become restricted during development
[Johnson, 2011] such that, in adults, the feature-related
facial information is processed more elaborately in the
OFA before passing on to the FFA.

In children, the only model parameter modulated by
face versus nonface stimuli was an enhancement of the
forward connection of the right OFA to the STS. Haist
et al. [2013] failed to find any evidence for developmental
differences in face processing in the OFA, but did report
an age-related association with activity within the STS
(especially in the right hemisphere), a region that was
more strongly activated in children than adults. Their find-
ings disagree with several earlier observations that showed
no developmental trend in face-preferential intensity or
volume of STS activation [Cohen Kadosh et al., 2011;
Golarai et al., 2007]. Developmental changes in the STS
specific to faces was also reported in two other studies,
although it was less reliable than for corresponding
changes in the FFA and OFA [Scherf et al., 2007]. Scherf
et al. [2007] reported the size of the STS producing
face-specific activation increased significantly across devel-
opment, and Joseph et al. [2011] reported increasing acti-
vation intensity with age within the STS. However, there
was no evidence concerning the connectivity changes with
age between the STS and OFA regions and no findings in
young children regarding this connection that would

enable direct differences between young childhood and
adulthood to be discerned.

A possible interpretation of the enhanced connection
between the right OFA to the STS is that it reflects child-
ren’s preference for the eye-regions of the face during the
early processing of faces, since the STS is known to be spe-
cifically sensitive to eyes and eye movements [Hoffman
and Haxby, 2000; Puce et al., 2003]. This interpretation is
supported by findings from several studies that show the
eye detection process (some term the N170 an ‘eye compo-
nent/detector’ [Taylor et al., 2001]) has a more rapid
maturational course [Taylor et al., 1999] than the global
processing of faces on the basis of metric relationships
between their constituent features [‘configural processing’;
Mondloch et al., 2002], or on the basis of unitary facial fea-
tures [‘holistic processing’; de Heering et al., 2007; Mon-
dloch et al., 2007]. This interpretation is also consistent
with findings from another functional connectivity study
of the core face network [Cohen Kadosh et al., 2013],
where children aged 10 were found to activate OFA for
predominantly featural processing strategies, compared to
adults who exhibited a more strategy-flexible functional
pattern of activation in the core face network.

The same study [Cohen Kadosh et al., 2013] reported
different functional patterns in the bilateral OFA for chil-
dren, adolescents and adults, therefore, suggesting that the
functional profile of core face-selective regions continues
to develop throughout the first two decades of life. The
transition of inter-regional connections for face representa-
tions in the core network throughout early childhood
might also be related to the perceptual challenges associ-
ated with the acquisition of expertise and the representa-
tional demands of face processing. These challenges
increase significantly during 3–6 years old period of devel-
opment, which consequently requires increased specialisa-
tion and restriction of neural activity in component
regions, especially the FFA, in presenting faces in a more
efficient, for example, holistic way [Gauthier et al., 2000;
Haxby et al., 2002; Kanwisher, 2010].

From the small amount of work on cognitive brain
development that has been done to date, a consensus has
been reached that the establishment of functional brain
networks undergoes a ‘local to distributed’ organising
principle [Fair et al., 2009]. Generally, adult brains are
more efficient because of a strengthening of long-range
brain connections during the ‘rewiring’ of local connec-
tions during development [Watts and Strongatz, 1998].
Therefore, we speculate that the different activity pattern
of effective connectivity between component regions in the
core face network in young children might reflect a more
general development of functional brain networks across
early childhood [functional-connectivity-MRI: Fair et al.,
2009; Power et al., 2010; EEG: Bathelt et al., 2013]. This
idea resonates with the IS framework, which posits that
specialised brain regions are connected at birth due to ana-
tomic restrictions; however they are ‘broadly tuned’ and
much less selective than in adulthood[Johnson, 2000a,b,
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2001, 2011; Johnson and Munakata, 2005]. Therefore, exten-
sive experience with faces over development might shape
functional regions and promote myelination in a way that
specialised brain regions pose restrictions on the activity pat-
terns of each other as well as on the white matter fibre tracts
that connect them (or vice versa), to refine the network to
use the most efficient nodes and pathways available.

There are several potential limitations to our interpreta-
tion of the current data. First, since we used adult faces as
stimuli for both age groups one might argue that our age-
group differences may be related to an ‘own-age bias’ in
adults. We do not think this possibility is likely here
because recent evidence shows that all 3-year olds are
adult face experts [Macchi Cassia et al., 2012]. In addition,
an own-age bias in face processing only clearly supports
better active recognition in adults [Fulton and Bartlett
1991; Wright and Stroud, 2002] for the efficacy of encoding
of individual faces within their peer age group, but this
effect is quite mixed in adolescents and children [Anastasi
and Rhodes, 2005]. Moreover, recent fMRI studies found
similar face-selective activation in the FFA in children and
adults when viewing faces of familiar and unfamiliar
adults and peers [Pierce and Redcay, 2008; Golarai et al.,
2010]. Another potential limitation is that adults and chil-
dren may differ in how they visually scan faces and other
objects. However, we think this explanation is unlikely for
two reasons. First, the existing literature suggests that the
visual scan patterns of faces in children at 5-years old [or
even younger; Maurer and Salapatek, 1976; Maurer et al.,
2007] are similar to adults [Want et al., 2003]. In addition,
we used eye-tracking to ensure that both groups fixated
on centre of the visual stimuli, and the brief presentation
(500 ms) left little possibility for group differences in ocu-
lar behaviour. Finally, age-related differences in general
cognitive abilities, such as memory and attention [Betts
et al., 2006; Crookes and McKone, 2009; McKone et al.,
2012] may have influenced our MEG measurements of the
core face network. However, we used a child-friendly task
to make sure that both groups were performing at ceiling,
achieving about 95% correct responses on catch trials.

A final note here is that the Bayesian selection approach
can only ever inform us which model is most appropriate
from those put forward for evaluation. We chose to con-
strain our model space to three candidate network struc-
tures that were strongly motivated by previous studies of
adults and thus provided clear interpretability of results.
We cannot, however, exclude the possibility that children’s
brain responses to faces are in fact captured best by a
model other than one of those considered here, and it may
be useful to revisit the current dataset in the light of
potential future studies of face processing development.

CONCLUSIONS

The present findings provide the first characterisations
of developmental changes in effective connectivity patterns

of core face network in preschool aged children. To our
knowledge, the current findings also represent the first
step in monitoring the dynamics of emergent functional
relations in the developing brain at millisecond scale using
MEG. The novel findings here are that, unlike older chil-
dren and adolescents who have already established the
overall mature structural of the core network [Cohen
Kadosh et al., 2011], young children aged between 3 and 6
years have an extra connection between OFA and contra-
lateral FFA in the network—a redundant neural connec-
tion between OFA and FFA that might be gradually
pruned during early childhood but could be preserved in
neuropsychological lesion populations, such as prosopag-
nosia patients [Fox et al., 2008; Rossion et al., 2003]. More-
over, the adult network exhibited enhanced bilateral
interconnections in the OFA in response to task demands,
while in the child network the same task enhanced intra-
hemispheric connectivity between OFA and STS in the
right hemisphere. These developmental changes in the
OFA and its connectivity among other core face network
regions (particularly in the right hemisphere) suggest that
the face-specific changes in the OFA play an important
role in the maturation of the core face network during
early childhood. Furthermore, our observations provide
strong tests of hypotheses derived from theoretical frame-
works such as Selectivism [Changeux and Danchin, 1976]
and IS theories [Berl et al., 2006; Bunge and Wright, 2007;
Grill-Spector et al., 2008; Johnson, 2011].
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