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Abstract: Facial happiness is consistently recognized faster than other expressions of emotion. In this
study, to determine when and where in the brain such a recognition advantage develops, EEG activity
during an expression categorization task was subjected to temporospatial PCA analysis and LAURA
source localizations. Happy, angry, and neutral faces were presented either in whole or bottom-half
format (with the mouth region visible). The comparison of part- versus whole-face conditions served
to examine the role of the smile. Two neural signatures underlying the happy face advantage emerged.
One peaked around 140 ms (left N140) and was source-located at the left IT cortex (MTG), with greater
activity for happy versus non-happy faces in both whole and bottom-half face format. This suggests an
enhanced perceptual encoding mechanism for salient smiles. The other peaked around 370 ms (P3b
and N3) and was located at the right IT (FG) and dorsal cingulate (CC) cortices, with greater activity
specifically for bottom-half happy versus non-happy faces. This suggests an enhanced recruitment of
face-specific information to categorize (or reconstruct) facial happiness from diagnostic smiling mouths.
Additional differential brain responses revealed a specific “anger effect,” with greater activity for angry
versus non-angry expressions (right N170 and P230; right pSTS and IPL); and a coarse “emotion
effect,” with greater activity for happy and angry versus neutral expressions (anterior P2 and posterior
N170; vmPFC and right IFG). Hum Brain Mapp 36:4287–4303, 2015. VC 2015 Wiley Periodicals, Inc.
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INTRODUCTION

Facial expressions convey information about emotional
and mental states (feelings and motives, intentions, and

action tendencies), and thus play a significant communica-

tive and adaptive role. Among the basic expressions of

emotion [Ekman, 1992; anger, fear, disgust, sadness, happi-

ness, and surprise], facial happiness is special for several

reasons. First, happy faces fulfil important functions in

social interaction, by facilitating cooperation and influence

[Johnston et al., 2010]; and also at an intrapersonal level,

by improving psychological and physiological well-being

[Kraft and Pressman, 2012]. Second, people believe they

have seen happy faces in their daily life more frequently

[Somerville and Whalen, 2006], and actually display happy

faces in social environments more often [Calvo et al.,

2014a], relative to any other emotional expression. And,

third, across cultural contexts and in laboratory research,

happy facial expressions are consistently recognized more

accurately and faster than other emotional faces [see

Nelson and Russell, 2013; see below]. Accordingly, the

mechanisms involved in the processing of happy faces

deserve special attention.
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Processing of Happy Faces: Behavioral and

Neurophysiological Research

Behavioral research using explicit categorization tasks
has shown a recognition advantage for happy faces over
all the other basic expressions, both in accuracy and effi-
ciency, across different response modalities (manual,
verbal, and saccadic) and with different face databases
[Beaudry et al., 2014; Calder et al., 2000; Calvo and
Lundqvist, 2008; Calvo and Nummenmaa, 2009; Elfenbein
and Ambady, 2003; Palermo and Coltheart, 2004; 2002],
under low-threshold or masking conditions [Milders et al.,
2008; Sv€ard et al., 2012; Sweeny et al., 2013], in parafoveal
or peripheral vision [Calvo et al., 2014b; Goren and Wil-
son, 2006], and in dynamic format [Recio et al., 2013,
2014]. In addition, affective priming studies have demon-
strated that affective content—not only semantic or cate-
gorical information—is obtained automatically from happy
faces [Calvo et al., 2012; Lipp et al., 2009; McLellan et al.,
2010].

A bulk of research has revealed ERP modulations by
facial expressions [see George, 2013]. Nevertheless, results
have been less consistent than in behavioral research.
Some studies have found an earlier activation by angry
faces [e.g., Rellecke et al., 2012; Schupp et al., 2004; Willis
et al., 2010] or fearful faces [e.g., Fr€uhholz et al., 2009; Luo
et al., 2010; Williams et al., 2006], while others have
reported similar patterns for all six basic expressions
[Eimer et al., 2003]. In three experiments, happy faces
elicited ERP responses earlier than other expressions.
Rellecke et al. [2011] observed an increased positivity at
parieto-occipital regions and negativity at frontal regions,
between 50 and 100 ms, for happy (but not for angry) rela-
tive to neutral faces. Batty and Taylor [2003] reported an
earlier latency (at 140 ms) of N170 evoked by happy rela-
tive to fearful, disgusted, and sad faces, although the
amplitudes were equivalent. Schacht and Sommer [2009]
noted an enhanced fronto-central positivity between 128
and 144 ms, and parieto-occipital negativity between 144
and 172 ms, for happy relative to angry faces. In most of
all these ERP studies, however, task instructions did not
ask for explicit expression encoding, and categorization
performance was not assessed, which makes the results
not directly comparable with those in behavioral research.
Such a comparison will thus benefit from an experimental
design that combines expression categorization with con-
tinuous EEG recording.

Role of the Smile

The explicit recognition advantage of happy faces can be
attributed to their having a semantically distinctive feature,
i.e., the smiling mouth, which is diagnostic of the facial
happiness category. This means that the smile is systemati-
cally and uniquely associated with this category, whereas
other facial features overlap to some extent across different
expressions [Calvo and Marrero, 2009; Kohler et al., 2004].

As a consequence, the smile can be used as a shortcut for
a quick categorization of a face as happy [Lepp€anen and
Hietanen, 2007]. In contrast, discrimination of non-happy
expressions would require the processing of particular
combinations of facial features, which would make the rec-
ognition process less accurate and efficient. In addition,
the smile is more visually salient [in terms of physical
image properties such as contrast, luminance, and spatial
orientation; see Borji and Itti, 2013; Itti and Koch, 2001]
than any other region of the various expressions [Calvo
and Nummenmaa, 2008]. Presumably, visual saliency
would enhance sensory gain [Calvo et al., 2014c], followed
by selective initial attention to the smile, thus securing the
allocation of processing resources to the most informative
facial cue. As a consequence, facial happiness could be rec-
ognized quickly and accurately from a single cue, without
the need of whole-face integration. In contrast, for non-
happy faces, the lower saliency of the respective diagnostic
features would allow for more attentional competition and
require configural information processing.

Evidence supporting this conceptualization has been
obtained with behavioral measures. First, regarding the
smile diagnostic value or distinctiveness, the recognition
of facial happiness is as accurate and fast when only the
mouth region is shown as when the whole face is dis-
played, whereas recognition of the other expressions gen-
erally declines when only one region is visible [Calder
et al., 2000; Calvo et al., 2014b]. The smiling mouth is nec-
essary and sufficient for categorizing faces as happy, while
the eye region makes only a modest contribution [Beaudry
et al., 2014; Calder et al., 2000; Calvo et al., 2014b; Lep-
p€anen and Hietanen, 2007; Nusseck et al., 2008; Wang
et al., 2011]. In addition, when a smile is placed in com-
posite faces with non-happy (e.g., fearful, etc.) eyes, there
is a bias towards judging the face as happy [Calvo et al.,
2012]. Second, regarding visual saliency, not only is the
smile more salient than any other region in happy and
non-happy faces, but such a high saliency remains even
when the smile is placed in a face with non-happy eyes
[Calvo et al., 2012]. In correspondence, the smile also
attracts more attention than any other region of expres-
sions, as indicated by eye fixations (particularly, the first
fixation on the face) during recognition [Beaudry et al.,
2014; Bombari et al., 2013; Calvo and Nummenmaa, 2008;
Eisenbarth and Alpers, 2011]; and this happens even when
the smile is placed in a face with non-happy eyes [Calvo
et al., 2013].

ERP studies on the role of the smile have been scarce.
An approach to address this issue involves comparing the
effects of an isolated face region (e.g., only the mouth or
the eyes visible) with those of the whole face [e.g., Calder
et al., 2000, using behavioral measures]. Generally, only
whole-face stimuli, rather than face parts, have been used
in ERP research on facial expressions [but see Lepp€anen
et al., 2008, for fearful and neutral faces; and Weymar
et al., 2011, with schematic rather than photographic
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faces]. Calvo and Beltr�an [2014] investigated ERP activity
in response to the eye and the mouth regions, relative to
the whole face, of happy, angry, surprised, and neutral
expressions. Results indicated that the mouth region of
happy faces enhanced left temporo-occipital activity (150–
180 ms) and also LPC centro-parietal activity (350–450 ms,
P3b) earlier than other face regions did (e.g., the angry
eyes, 450–600 ms). Importantly, computational modeling
revealed that the smiling mouth was visually salient by
150 ms following stimulus onset. This suggests that analyt-
ical processing of the salient smile occurs early (150–180
ms) and is subsequently used as a shortcut to identify
facial happiness (350–450 ms). This is consistent with the
happy face recognition advantage explanation as a func-
tion of the smile saliency and distinctiveness.

The Current Study: Brain Signatures of the

Smile

We aimed to establish a more detailed spatiotemporal
profile of neural activity in the recognition of happy faces
and the role of the smile. That is, where in the brain
(source localization) and when (time course) each of vari-
ous mechanisms are engaged. To this end, we presented
facial expressions (happy, angry, and neutral) either in
whole-face format or bottom-face-half format (i.e., with the
mouth region visible, but the upper-face-half masked), for
explicit recognition. The upper half was scrambled, rather
than simply being removed, to keep the face perceptual
shape and equivalent (to the whole face) low-level image
properties. The comparison of the part versus whole con-
ditions allowed us to examine how much the smiling
mouth, relative to the angry and the neutral mouths,
engages the neural mechanisms of facial expression encod-
ing. The visibility of the upper face half with the eye
region was not manipulated because such condition was
already investigated by Calvo and Beltr�an [2014], and here
we wanted to focus on the role of the smiling mouth.
Beyond our previous study addressing this issue [Calvo
and Beltr�an, 2014], the current study makes a major contri-
bution by assessing the neural sources and brain structures
involved, in combination with the time course of neural
processes. The temporal and spatial distribution of face-
locked ERP activity was investigated by using a data-
driven approach that coupled two-step temporospatial
PCA and LAURA source localizations.

This approach allowed us to determine when, i.e., the
temporal stages, the smile alone versus the whole facial
configuration modulated ERP activity at successive proc-
essing stages (and thus when expression recognition
begins and how it develops). The face stimuli were dis-
played for 150 ms, followed by a 650-ms interval, at the
end of which participants explicitly categorized the expres-
sion. If the smile facilitates recognition as a function of vis-
ual saliency, the activity of early neural components
involving perceptual processes (e.g., N1 or N170) will be

enhanced for happy faces, relative to angry or neutral
faces. In addition, if the smile facilitates recognition as a
function of diagnostic value or distinctiveness, the activity
of middle-range components involving semantic categori-
zation (e.g., P3b) will be enhanced for happy faces, partic-
ularly in the bottom-half format condition. This would
reveal whether the happy face mental template can be
accessed and the expression reconstructed from the smil-
ing mouth region alone, in the absence of the whole face.

Finally, we aimed to localize the neural source(s) of the
smile effects on surface ERP activity at each temporal
stage. Multiple studies using fMRI measures have
explored the brain network that is sensitive to facial
expressions [see the meta-analyses conducted by Vytal
and Hamann, 2010, and Fusar-Poli et al., 2009]. Neverthe-
less, the fMRI measures do not assess temporal dynamics.
To examine how the brain structures responsible for emo-
tional face processing vary across temporal stages, EEG/
MEG-based source localization techniques have been
employed [e.g., Carreti�e et al., 2013a; Pegna et al., 2008;
Pourtois et al., 2004; Morel et al., 2012; Williams et al.,
2006]. We extended such an approach to specifically inves-
tigate the role of the smile. If the recognition of happy
faces benefits from an early part-based, featural encoding
of the smile because of its visual saliency, activity in brain
areas subtending analytic perceptual processing [e.g.,
Maurer et al., 2007] will be increased for both whole and
bottom-half happy faces relative to non-happy faces. Also,
if facial happiness recognition is facilitated by the smile
diagnostic value, activity in brain regions known to sup-
port stimulus categorization [e.g., structures within infero-
temporal cortex and the dorsal fronto-parietal network,
Bledowski et al., 2004, 2006] will be enhanced for bottom-
half happy faces relative to non-happy faces.

METHOD

Participants

Thirty-one psychology undergraduates (23 females; all
between 18 and 25 years of age) gave informed consent,
and received either course credit or were paid (7 Euro per
hour) for their participation. All were right-handed and
reported normal or corrected-to-normal vision and no neu-
rological or neuropsychological disorder. Informed consent
was obtained from all the participants. The study was con-
ducted in accordance with the WMA Declaration of Hel-
sinki 2008.

Stimuli

We selected 60 digitized color photographs from the
KDEF [Lundqvist et al., 1998] stimulus set, for the current
whole-face condition. The experimental face stimuli
portrayed 20 individuals (10 females: KDEF no. 01, 07, 09,
11, 14, 19, 20, 26, 29, and 31; and 10 males: KDEF no.
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05, 10, 11, 12, 13, 22, 23, 25, 29, and 31), each posing three
expressions (neutral, happiness, and anger). Nonfacial
areas (e.g., hair, etc.) were removed by applying an ellip-
soidal mask. The faces were presented against a black
background. Each face stimulus was 11.5 cm high by
8.5 cm wide, equalling a visual angle of 9.408 (vertical) 3

6.958 (horizontal) at 70-cm viewing distance. In addition,
for a half-face (mouth format) condition, we generated 60
half-visible faces, one for each of the whole-face KDEF
stimuli. For these new stimuli, only the lower half of each
face was visible, while the top half was subjected to
Fourier-phase scrambling, and therefore masked (for an
illustration, see Fig. 1). An average scrambled mask on the
top half of the face was used for all the faces, so that they
were comparable in the covered half while their visible
bottom half remained different.

Apparatus and Procedure

The stimuli were presented on a 24” computer monitor.
Stimulus presentation and response collection were con-
trolled by means of Presentation software (version 15.1,
Neurobehavioral Systems, Inc.). On each trial, after a 500-
ms central fixation cross, a face was displayed for 150 ms
in the centre of the screen, followed by a black screen for
650 ms, and then a probe word (“happy,” “angry,” or
“neutral”) appeared. In an expression categorization task,

participants responded whether or not the word repre-
sented the expression conveyed by the face, by pressing
one of two keys (labeled as “Yes” or “No”). The probe
words represented the actually displayed facial expression
on 50% of the trials (correct responses), and a different
expression on the other 50% (25% for each of the two non-
valid probe words). Response latencies were time-locked
to the presentation of the probe word. There was a 2-s
intertrial interval. Participants were told to look at the
centre of the screen and to blink only during the interval.
A short, 150-ms stimulus display was used to avoid eye
movements. A 150-ms display has otherwise proved to
allow for an average 87% recognition accuracy of similar
face stimuli in expression categorization tasks [Calvo et al.,
2014b].

Following 24 practice trials, each participant was pre-
sented with 40 experimental trials of each of the three
expressions and each of the two stimulus formats (i.e.,
whole face, and bottom-half visible), in four blocks. Each
block consisted of a total of 60 trials, with 10 different
faces of each expression in each format. Each stimulus was
presented twice to each participant, in different blocks.
The probe word (happy, angry, and neutral) represented the
actually displayed facial expression once for each stimulus,
and a different expression on the other. Within each block,
trial order was randomly established for each participant.
Recognition performance measures of accuracy and correct

Figure 1.

Sample of face stimuli for each stimulus format condition. For copyright reasons, a different face

is shown in the figure, instead of the original KDEF pictures. [Color figure can be viewed in the

online issue, which is available at wileyonlinelibrary.com.]
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response reaction times were collected. Each experimental
session lasted approximately between 20 and 25 min, plus
the time required for the application of the EEG cap (30
min, on average).

EEG Recording

EEG and EOG signals were recorded using Ag/AgCl
electrodes mounted in elastic Quick-caps (Neuromedical
Supplies, Compumedics Inc., Charlotte). EOG signal was
measured from two bipolar channels: One was formed by
two electrodes placed at the outer canthus of each eye;
another, by two electrodes below and above the left eye.
EEG signal was recorded from 60 electrodes arranged
according to the standard 10 to 20 system. All EEG electro-
des were referenced online to an electrode at vertex, and
recomputed off-line against the average reference. EEG
and EOG signals were amplified at 500 Hz sampling rate
using Synamp2 amplifier (Neuroscan, Compumedics Inc.,
Charlotte), with high- and low-pass filter set at 0.05 and
100 Hz, respectively. EEG electrode impedance was kept
below 5 kX.

EEG data pre-processing was conducted using Edit 4.5
(Neuroscan, Compumedics Inc., Charlotte). The following
transforms were applied to each participant’s dataset. Data
were initially down-sampled to 250 Hz and low-pass fil-
tered at 30 Hz. EEG segments were then extracted with an
interval of 200 ms preceding and 800 ms following the
face onset. On these segments, artifact rejection was per-
formed in two steps. First, trials containing activity
exceeding a threshold of 670mV at vertical and horizontal
EOG and EEG channels were automatically detected and
rejected. Second, nonautomatically rejected artifacts were

manually removed, including trials with saccades identi-
fied over the horizontal EOG channel. For the computation
of ERPs, artifact-free segments (including both correct and
incorrect responses) were averaged separately per subject
(31) and condition (6). A total of 9.5% of trials were
excluded because of artifacts (mainly, eye blinks, drifts,
and saccades). Baseline correction of averaged data was
carried out using the 200-ms period preceding face onset.

Scalp ERP Analysis: Two-Step PCA

As illustrated in Figure 2, averaged ERP waveforms
were analyzed by means of two-step, temporospatial prin-
cipal component analyses (PCA) [for similar procedures,
see Albert et al., 2013; Foti et al., 2011]. First, a temporal
PCA was computed to determine the ERP variance across
time in a data matrix that included all ERP waveform time
points (500) as variables and the combination of partici-
pants (31), conditions (6), and electrode sites (60) as obser-
vations (11,160). Kaiser-normalization and Promax rotation
were applied, with no restriction on the number of orthog-
onal factors that were extracted and retained for rotation
[Kayser and Tenke, 2003]. This first step produces distinc-
tive temporal components (factor loadings) and corre-
sponding weighting coefficients (factor scores), which
describe the contribution of temporally overlapping ERP
components. Factor loadings represent the weights that a
given temporal component has in every time point (vari-
able), and hence the time course of that component.
Instead, factor scores reflect the contribution of the same
temporal component to each observation, and result from
multiplying the factor loadings by the normalized original
data matrix [Kayser and Tenke, 2003]. Well-known

Figure 2.

Pipeline of the strategy followed to analyze averaged ERP waveforms in both surface and source

spaces (for details, see Methods section). ANOVA: analysis of variance. SF: spatial factors. ROI:

region of interest. [Color figure can be viewed in the online issue, which is available at wileyonli-

nelibrary.com.]
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advantages of the application of temporal PCA are that it
allows for an objective “data-driven” reduction of ERP
data dimensionality, separates temporally overlapped ERP
components, and helps to improve the localization in the
brain of the ERP sources [Carreti�e et al., 2004; Dien and
Frishkoff, 2005; Foti et al., 2009].

In the second step, a spatial PCA was computed for
each of the temporal factors that accounted for at least 2%
of the ERP variance, by using the scores in every electrode
site as variables (60) and the combination of participants
and trial type as observations (186). As was the case for
the temporal PCA, Kaiser-normalization and Promax rota-
tion were applied, with no restriction on the number of
orthogonal factors that were extracted and retained for
rotation. This spatial PCA decomposes the temporal com-
ponents obtained in the first step by extracting a set of
spatial factors, which account for the contribution of spa-
tially overlapping ERP components. Thus, the resulting
factor loadings represent the underlying topographies of
the temporal factors and presumably reflect the activity of
spatially separated neural processes, which otherwise
show a similar time course.

One important advantage of this two-step PCA proce-
dure is that the resulting factor scores provide a single
parameter for each whole topography (spatial factor),
which can be directly submitted to statistical analysis with
no need for time window and/or electrode selections on
the basis of visual inspection or multiple testing
approaches [e.g., Carreti�e et al., 2013b]. Accordingly, for
the spatial factors accounting for at least 2% of the var-
iance in each temporal factor, we analyzed factor scores
(the unique value for each topography) by means of 3
(Expression: happy vs. angry vs. neutral) 3 2 (Format:
whole face vs. bottom-half) repeated-measures ANOVAs.
In addition, separate one-way ANOVAs with expression
as a factor were conducted to decompose significant inter-
actions between expression and format. Greenhouse-
Geisser corrections were applied to account for possible
violations of sphericity assumptions in these and all the
ANOVAs in this study.

Brain Sources Analysis

As illustrated in Figure 2, the factor scores resulting
from the temporal PCA (first PCA step) that showed reli-
able expression-related effects (main effect of expression
or/and an interaction) were submitted to distributed
source analyses using LAURA approach [Local Auto-
Regressive Average, Grave de Peralta et al., 2001; for a
comparison of inverse solution methods, see Michel
et al., 2004], implemented in Cartool software [Brunet
et al., 2011]. The solution space was calculated on a real-
istic head model that included 4,026 solution points,
defined in regular distances within the gray matter of a
standard MRI (Montreal Neurological Institute’s average
brain). Current density magnitudes (ampere per square

millimeter) at each solution point were calculated per
subject and condition, and submitted to statistical analy-
ses using paired t-tests. These source t-test maps were
estimated only for those pairs of conditions that yielded
significant differences on surface ERP analyses. In addi-
tion, only the t-test maps that showed differences below
the statistical threshold of 0.005 for at least 15 nearby
solution points were selected for further analysis. For
these statistically reliable t-test maps, regions of interest
(ROI) were formed from the solution points showing the
strongest differences (as defined by t-values), and their
current density magnitudes were submitted to a
repeated-measures two-way (expression by format)
ANOVA. In addition, to test the relationship between the
significant brain sources and the distinctive topographies
extracted following the temporospatial PCA procedure,
source-scalp partial correlations were conducted—using
nonparametric Spearman rank-order partial coeffi-
cients—between ROI current density magnitudes (31 par-
ticipants 3 6 conditions 5 186) and the topographies
(spatial factors) that accounted for at least 2% of the var-
iance in temporal factor scores.

As noted the topographical configuration of a given
temporal PCA component reflects the contribution of sev-
eral spatially distributed neural processes, rather than the
activity produced in a single brain region [e.g., Dien and
Frishkoff, 2005]. Spatial PCA helps to separate these proc-
esses at the topographical level while source localization
analysis estimates their distribution in the brain. Thus
these approaches contribute to spatially delimit the neural
processes that are temporally co-occurring in a given time
window (temporal factor). Brain source analyses comple-
ment the surface analyses by providing anatomical local-
izations that can be related more specifically to particular
neural mechanisms. Finally, although EEG source estima-
tion should be interpreted with caution due to potential
error of the algorithms, the use of temporal PCA factor
scores, source t-test maps, and a relatively large sample
size (n 5 31), reduced the margin of error.

RESULTS

Behavioral Data

Response accuracy and reaction times of correct responses
were analyzed by means of 3 (Expression: happy vs. angry
vs. neutral) 3 2 (Format: whole face vs. bottom-half)
repeated-measures ANOVAs. Bonferroni adjustments
(P< 0.05) were performed for post-hoc multiple compari-
sons. For response accuracy, effects of expression,
F(2,60) 5 34.79, P< 0.0001, gp

2 5 0.667, and format,
F(1,30) 5 59.97, P< 0.0001, gp

2 5 0.706, emerged. Happy
expressions were recognized more likely (M 5 98.8%) than
the others (angry: 91.7; neutral: 94.6), which did not differ
from each other. Accuracy was higher in the whole face
(M 5 96.7%) than in the bottom-half (93.4) condition.
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Similarly, for reaction times, effects of expression, F(2,60) 5

38.09, P< 0.0001, gp
2 5 0.559, and format, F(1,30) 5 16.61,

P< 0.0001, gp
2 5 0.356, revealed that happy faces were rec-

ognized faster (M 5 750 ms) than the others (angry: 885;
neutral: 840), and responses were faster in the whole-face
(M 5 804 ms) than in the bottom-half (846) condition.

Scalp ERP Results

Figure 3 shows averaged ERP waveforms at prototypical
scalp sites for ERP components that were sensitive to
expression-related effects (see below). ERP waveforms
were analyzed using the “data-driven” procedure
described in the Method section (Scalp ERP Analysis:
Two-Step PCA section), which involved a reduction of
data dimensionality by means of a two-step PCA (tempo-
ral and spatial). In the first step, the application of the
temporal PCA yielded seven temporal factors (TFs) that
accounted for at least 2% of the ERP variance. In the sec-
ond step, the spatial PCA decomposed each TF in a set of
underlying topographies (spatial factors, SFs), which were
submitted to further statistical analyses only if they
explained at least 2% of the corresponding TF variance.
Below we report the results for those topographies that

were sensitive to expression-related effects (main effect of
expression or/and the format by expression interaction),
ordered according to the latency of the peak amplitude of
the corresponding TF.

As Figure 4 illustrates, the first factor that accounted for
at least 2% of ERPs variance was TF6 (5% of unique
variance explained). This factor peaked around 138 ms post-
stimulus, with maximal positive amplitudes at fronto-
central scalp sites (P140) and maximal negative amplitudes
at left temporal and occipital sites (N140). The application of
the spatial PCA decomposed TF6 in four underlying topog-
raphies. Of them, only the topography SF2 (negative ampli-
tudes at left posterior sites, i.e., left N140) was sensitive to
expression-related effects. In particular, this left N140 topo-
graphy yielded effects of format, F(1,30) 5 8.81, P< 0.001,
gp

2 5 0.227), and expression, F(2,60) 5 10.3, P< 0.0005, gp
2 5

0.255, but not an interaction. Post-hoc comparisons revealed
larger left N140 amplitudes for whole than for bottom-half
faces, and for happy than for both angry (P< 0.0005) and
neutral (P< 0.01) expressions.

The next significant factor was TF4 (9.6% variance
explained), which peaked at 170 ms poststimulus and
showed a topographical distribution that was entirely con-
sistent with the typical anterior P2 (maximal positive

Figure 3.

Averaged ERP waveforms elicited at frontal (FPZ), centro-parietal (CPZ), and left and right

temporo-occipital electrodes (P7 and P8), for whole and bottom-half face conditions. Labels in

bold letter (e.g., N170, etc.) indicate the ERP components that were extracted and showed

significant differences in the temporospatial PCA analysis. [Color figure can be viewed in the

online issue, which is available at wileyonlinelibrary.com.]
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amplitudes at frontal sites) and N170 (maximal negative
amplitudes at temporal and occipital sites) (Fig. 4, left
side). For this temporal factor, format-independent effects
of expression were obtained in two topographies. The
topography SF1 (maximal amplitude at anterior and poste-
rior sites; anterior P2 and posterior N170) showed effects
of format, F(2,60) 5 21.5, P< 0.0001, gp

2 5 0.417, and expres-
sion, F(2,60) 5 13.2, P< 0.0001, gp

2 5 0.305, but not an inter-
action. Posterior, non-lateralized N170 amplitudes were
smaller for whole than for bottom-half faces, and for neu-
tral than for angry (P< 0.0001) and happy (P< 0.005)
expressions. The second significant topography, SF2 (maxi-
mal amplitude at right posterior sites; right N170), was
sensitive only to expression, F(2,60) 5 9.67, P< 0.0005,
gp

2 5 0.244, reflecting larger amplitudes for angry than for
both neutral and happy (Ps< 0.0005) expressions. Format-
independent effects of both emotion (emotional vs. neutral
expressions) and anger (angry vs. non-angry expressions)
thus coincided temporally (TF4) but diverged topographi-
cally (SF1 and SF2).

The factor TF3 (10% variance explained) peaked at 236
ms poststimulus and showed a topography characterized
by fronto-central negative (consistent with an anterior
N250 component) and occipital positive (consistent with a
posterior P230) amplitudes (Fig. 4). For this factor, spatial
PCA identified two topographies with format-selective
effects. For the topography SF1 (maximal amplitudes at
right parietal and occipital sites; right P230), the interactive
effect, F(2,60) 5 3.31, P< 0.05, gp

2 5 0.099, was accompanied
by an effect of expression, F(2,60) 5 3.28, P< 0.05,
gp

2 5 0.098. Separate one-way ANOVAs revealed expres-
sion differences in the whole face format, F(2,60) 5 5.16,
P< 0.01, gp

2 5 0.147, but not in the bottom-half format
(F< 1) condition. Right P230 (SF1) amplitudes were
smaller for angry than for happy (P< 0.01) and neutral
(P< 0.025) whole faces. Similarly, for the topography SF2
(maximal amplitudes at left parietal and occipital sites; left
P230), the interaction reached significance, F(1,30) 5 4.63,
P< 0.05, gp

2 5 0.134. Further analyses did not detect reli-
able differences among expressions in any format. Thus,

Figure 4.

Left side (temporal PCA): time course (upper left half) and

topography (lower left half) of temporal factors (TFs) extracted

from ERPs. Numbers below brain maps indicate the peak latency

of the factor loadings. Topographies are shown only for the tem-

poral factors with statistically significant effects of expression

and/or the interaction between expression and format. Right

side (spatial PCA): topography of the first four spatial factors

extracted for each of the temporal factors represented in the

left side of the figure. A star over a map shows a main effect of

expression; the triangle, an interaction effect between expres-

sion and face format. [Color figure can be viewed in the online

issue, which is available at wileyonlinelibrary.com.]
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right-lateralized P230 activity showed the earlier format-
selective effect, which consisted of a diminished activity
for angry relative to non-angry (happy and neutral) expres-
sions in whole face format.

Finally, the factor TF2 (11% variance explained) peaked
around 370 ms poststimulus and showed a topography
that corresponds to the typical posterior P3b and anterior
N3 components (Fig. 4). The spatial decomposition of this
factor identified two topographies that were modulated by
expression-related effects (Fig. 4). The topography SF1
(maximal amplitudes at anterior sites: anterior N3) yielded
effects of expression, F(1,30) 5 4.64, P< 0.025, gp

2 5 0.134,
and the interaction, F(2,60) 5 4.32, P< 0.025, gp

2 5 0.127. In
the bottom-half format, F(2,60) 5 4.66, P< 0.025, gp

2 5 0.135,
happy expressions showed larger N3 than both angry
(P< 0.01) and neutral expressions (P< 0.05). The second
topography, SF2 (maximal amplitudes at parietal sites:
P3b), was sensitive to the effects of format, F(1,30) 5 14.01,
P< 0.001, gp

2 5 0.319, expression, F(2,60) 5 3.83, P< 0.05,
gp

2 5 0.113, and the interaction, F(2,60) 5 3.94, P< 0.025,
gp

2 5 0.117. Separate one-way ANOVAs for each format
revealed expression differences in the bottom-half format
only, F(2,60) 5 6.34, P< 0.005, gp

2 5 0.175. There were larger
P3b amplitudes for happy than for non-happy expressions in
bottom-half format (angry, P< 0.001; and neutral,
P< 0.025). Thus, a format-selective “happiness effect” was
evident for the temporal factor TF2 (�370 ms), both in N3
and P3b topographies.

Neural Sources of Scalp ERP Results

For each participant and condition, distributed LAURA
brain sources were estimated using the scores correspond-
ing to the temporal factors that showed reliable expression-
related effects in the two-step (temporal and spatial) PCA
analysis (Fig. 2). Next, source t-test maps were computed
for the pairwise comparisons that were significant in the
above analysis. Regions of interest (ROIs) were defined fol-
lowing the solution points showing the maximal statistical
difference, and then submitted to two-way (3: Expression by
2: Format) ANOVAs (for details, see Brain Sources Analysis
section). In this section, we will report results for the ROIs
that provided evidence of reliable expression-related effects

Figure 5.

Brain sources for smile-related effects. Location (brain images),

mean current density magnitudes (bar graph), and the topogra-

phy with maximal partial correlations for regions of interest

(ROIs) sensitive to the distinction between happy and non-happy

faces. Dotted circles enclose the location of the ROI; x, y, z

point out the coordinates at Talairach space. Bars represent cur-

rent density means and SEM for each stimulus condition. Aster-

isks and lines indicate significant differences between the

conditions at each end of the line. WHOLE: whole-face format.

MOUTH: bottom-face-half format. [Color figure can be viewed

in the online issue, which is available at wileyonlinelibrary.com.]
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in the two-way ANOVA (expression and/or interaction
effects). Figure 5 illustrates the brain sources related to the
happy expression effects (“happiness effect”); Figure 6, the
sources related to “anger” and “emotion” effects.

TF6: Left MTG

For the factor TF6 (Fig. 5), a ROI defined from the source

t-tests between happy and angry expressions resulted in a

main effect of expression, F(2,60) 5 7.93, P< 0.001, gp
2 5 0.184.

This source was located at the anterior part of the left infe-
rior temporal cortex [MTG; Tailarach coordinates: x 5 238,
y 5 25, z 5 226; Talairach and Tournoux, 1988; correspond-
ing to BA21], and revealed that, regardless of face format,
there was higher activation for happy than for angry
(P< 0.005) and neutral (P< 0.025) expressions. Partial corre-
lation analyses yielded maximal significant relationships
between the left MTG source and the left N140 topography

Figure 6.

Brain sources for anger and emotion effects. Location (brain

images), mean values (bar graph), and the topography with maxi-

mal partial correlations for ROIs sensitive to the distinction

between angry and non-angry whole faces, and between emotional

and non-emotional faces. Dotted circles surround the location of

the ROI; x, y, z, for coordinates at Talairach space. Bars represent

the mean and SEM of the current density magnitudes for each

stimulus condition. Asterisks and lines indicate significant differen-

ces between the conditions at each end of the line. WHOLE:

whole-face format. MOUTH: bottom-face-half format. [Color
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(TF6-SF2: q 5 20.33, P< 0.0001), thereby confirming that left

infero-temporal (IT) sources are the major contributor to the
format-independent “happiness effect” observed in this
topography.

TF4: Right pSTS, vmPFC, and IFG

Two ROIs were defined for TF4 from source t-tests
between neutral and emotional (happy and angry) expres-
sions (Fig. 6). These ROIs were located at the ventro-medial
prefrontal cortex (vmPFC: x 5 23, y 5 49, z 5 211; BA11)
and the right inferior frontal gyrus (IFG: x 5 65, y 5 10, z 5 9;
BA44), and showed main effects of both format,
Fs(2,60) 5 21.8 and 6.12, Ps< 0.0001, and 0.025, gp

2 5 0.421
and 0.169, and expression, Fs(2,60) 5 4.28 and 9.42, Ps< 0.025
and 0.0005, gp

2 5 0.125 and 0.239. The effects were character-
ized by larger activation for bottom-half than for whole
faces, and greater activation for happy (Ps< 0.005 and 0.025)
and angry (Ps< 0.0001 and 0.005) than for neutral expres-
sions. Source-scalp correlations yielded maximal (and nega-
tive) relationships of both sources with the TF4-SF1
topography (P2 and posterior N170: for vmPFC, q 5 20.81,
P< 0.0001, and for right IFG, q 5 20.42, P< 0.0001).

Another expression-related ROI emerged at the right pos-
terior superior temporal sulcus (right pSTS: x 5 51, y 5 243,
z 5 0; BA22) for the t-test contrast between happy and angry
expressions (Fig. 6). This ROI yielded effects of both format,
F(1,30) 5 5.9, Ps< 0.025, gp

2 5 0.164, and expression,
F(2,60) 5 10.4, Ps< 0.0005, gp

2 5 0.257. Right pSTS activation
was larger for bottom-half than for whole faces, and for
angry than for non-angry expressions (happy, P< 0.0005; and
neutral, P< 0.005). This ROI showed maximal (and nega-
tive) correlations with the right N170 topography (TF4-SF2:
q 5 20.52, P< 0.0001).

TF3: Right IPL

For the factor TF3 (Fig. 6), there was one ROI involving
significant effects of expression, F(2,60) 5 4.41, P< 0.025,
gp

2 5 0.128, and the interaction between format and expres-
sion, F(2,60) 5 3.65, P< 0.05, gp

2 5 0.110. This source was
located at the right inferior parietal lobe (right IPL: x 5 37,
y 5 235, z 5 36; BA40) and emerged from the t-tests between
angry and non-angry expressions in whole face format. The
interaction reflected differences between expressions in the
whole face format only, F(2,60) 5 6.66, P< 0.005, gp

2 5 0.182.
Angry whole faces produced smaller activations than neu-
tral and happy whole faces (Ps< 0.025 and 0.005, respec-
tively). Partial source-topography correlations indicated
that right IPL activation correlated maximally (and posi-
tively) with the TF3-SF1 topography (right P230, q 5 0.37,
P< 0.0001).

TF2: Right FG and dorsal CC

For TF2 (anterior N3/P3b; Figs. 5 and 6), source anal-
yses identified two significant ROIs. First, from the

source t-test between happy and angry bottom halves
(Fig. 5), there was a source located at the right lateral
fusiform gyrus (FG: x 5 52, y 5 238, z 5 224; BA20),
involving an expression by format interaction, F(2,60) 5

3.87, P< 0.05, gp
2 5 0.110. Separate one-way (Expres-

sion) ANOVAs for each format revealed significant
effects only in the bottom-half conditions, F(2,60) 5 5.43,
P< 0.01, gp

2 5 0.153, with happy expressions eliciting
larger activation than angry expressions (P< 0.005). The
source-topography correlation was maximal (and posi-
tive) for the TF2-SF6 topography (P3b, q 5 0.32,
P< 0.0005).

The other source (Fig. 5), which was obtained from
the t-tests between happy and neutral expressions in bot-
tom-half format, emerged at the dorsal cingulate cortex
(BA24: x 5 2, y 5 12, z 5 24). For this source, there were
effects of expression, F(2,60) 5 4.31, P< 0.025, gp

2 5 0.126,
format, F(1,30) 5 7.12, P< 0.025, gp

2 5 0.192, and the inter-
action, F(2,60) 5 4.61, P< 0.025, gp

2 5 0.133. Separate one-
way ANOVAs revealed a “happiness effect” in the
bottom-half format condition, F(2,60) 5 7.09, P< 0.005,
gp

2 5 0.191, with stronger dorsal CC activation for
happy than for neutral and angry expressions
(Ps< 0.005). The maximal correlation (negative) of the
dorsal CC activation was with the TF2-SF1 topography
(q 5 20.39, Ps< 0.0001), which suggests that this source
had a major contribution to anterior N3 activity.

DISCUSSION

By means of temporospatial PCA and LAURA source
localization of EEG activity in response to bottom-half
(mouth regions) and whole faces (happy, angry, and neu-
tral) in an expression categorization task, we investigated
the time course and locus of neural processes underlying
the role of the smile in the typical (also found here)
happy face recognition advantage. The major results
revealed two temporospatial profiles of differential brain
responses to happy faces (“happiness effect”): One was
sensitive to both whole and bottom-half faces, thus
reflecting format-independent effects, and involved an
early temporospatial PCA factor (�140 ms after face
onset, left N140 hereafter); the other was elicited later
only by bottom-half faces (�370 ms, N3 and P3b),
thereby showing a format-selective effect (see Figs. 3 and
4). Sources in the left inferior temporal (IT) cortex (MTG,
BA21) were the greatest contributors to the format-
independent neural signature, with an enhanced left
N140 to happy faces (see Fig. 5). Sources in the right IT
cortex (FG, BA20) and the dorsal cingulate cortex (CC,
BA24) contributed most to the format-selective signature,
with an enhanced P3b and anterior N3 for happy
bottom-half faces (see Fig. 5). A more detailed integrative
overview of all the findings to be discussed next (includ-
ing also a specific “anger effect” and a general “emotion
effect”) is presented in Figure 7.
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Enhanced Left N140 and IT Cortex Activity:

Perceptual Encoding of Salient Smiles

ERP activity around 140 ms (TF6) from face onset was
sensitive to the distinction between happy and non-
happy (angry and neutral) expressions, regardless of face
format. This early brain response revealed, first, an ERP
topography characterized by negative amplitudes at left
temporo-occipital scalp sites (N140) for smiling relative to
non-smiling faces; and, second, a neural source for the
ERP surface effect that was located at the left IT cortex
(MTG), which, in addition, correlated maximally with the
left N140 topography.

Recently, we have reported an augmented ERP response
(150–180 ms) at left temporo-occipital scalp sites for smil-
ing faces [Calvo and Beltr�an, 2014]. The current left N140
results are in agreement with this finding, but extend it by
suggesting that the left IT cortex could be at the basis of
the early brain discrimination between smiling and non-
smiling faces. This is also consistent with a recent ERP

study in which, using a similar PCA-based source recon-
struction approach, early differences between happy and
non-happy faces were source-located at a more posterior
area of the left IT cortex (fusiform gyrus) [Carreti�e et al.,
2013a]. In this prior source localization study, however,
only whole emotional faces were investigated, and a task
not requiring explicit expression categorization was used.
Here, in contrast, we presented both whole and bottom-
half faces during an expression categorization task. Impor-
tantly, we found that early activity in left IT distinguished
between smiling and non-smiling faces independently of
the displayed format, i.e., also when the smile appeared
separately from the whole facial configuration of a happy
face.

Accordingly, the current left IT sources presumably
index the activity of an early part-based, analytical per-
ceptual mechanism from which the smile, as a single fea-
ture, benefits because of its high visual saliency [Calvo
and Nummenmaa, 2008]. As already noted, the visual
saliency of single features in a face, especially the smiling

Figure 7.

Summary of neurophysiological findings. Comparisons of happiness, emotion, and anger effects

on scalp field potentials (surface topography) and brain sources, for whole face and mouth

region conditions. AN, angry face; HA, happy face; NE, neutral face. [Color figure can be viewed

in the online issue, which is available at wileyonlinelibrary.com.]
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mouth, strongly affects early perceptual processes [see
Borji and Itti, 2013]. More specifically, high visual sali-
ency has been found to be associated with the faster
detection of the smile through sensory gain and early
attentional capture mechanisms [Calvo and Beltr�an, 2014;
Calvo et al., 2014c]. The current study adds to this
research by relating visual saliency to an enhanced neural
response at higher-order visual areas of the left hemi-
sphere, which are thought to support part-based, analyti-
cal encoding of faces, albeit not being specific to them
[Meng et al., 2012; Renzi et al., 2013; Rossion et al., 2000;
Scott and Nelson, 2006].

Enhanced P3b and Right IT Cortex Activity:

Facilitated Expression Categorization From

Distinctive Smiles

The bottom half of happy faces (with the smiling mouth)
elicited larger ERP activity than non-happy mouth regions
on the topography of the temporal factor TF2 (�370 ms),
which was coincident with the P3b component. P3b activ-
ity is thought to reflect the amount of resources invested
to categorize or evaluate task relevant stimuli [Folstein
and Van Petten, 2011; Kok, 2001; Polich, 2011]. In our
expression categorization task, all the face stimuli were
task-relevant, thus implying that P3b effects arose from
differences in categorization demands of the various
expressions.

As already noted, two smile properties, i.e., visual sali-
ency and categorical distinctiveness (or diagnostic value),
are thought to facilitate the happy face recognition advant-
age [Calvo et al., 2012]. While saliency has been proposed
to affect earlier perceptual encoding distinctiveness is pro-
posed to account for the later categorization effects. Dis-
tinctiveness refers to the specific or unique categorical
information (i.e., the smile diagnostic value) conveyed by
a facial feature, and therefore it is expected to influence
brain activity related to categorization by drawing process-
ing resources, as indexed by P3b [Calvo and Beltr�an,
2014]. Furthermore, the smile distinctiveness is expected to
produce greater differences among bottom-half faces than
among whole faces. The reason is that a distinctive feature
is particularly important for recognition when the face
configuration is broken down due to only part of the face
being visible [Calvo et al., 2014c; Goren and Wilson, 2006].
Accordingly, the larger P3b amplitudes observed in the
current study for happy relative to non-happy bottom-half
faces may be seen as driven by the higher diagnostic value
of the smile: A distinctive smile alone, even in the absence
of the whole face configuration, could elicit the cognitive
representation or reconstruction of the happy expression
category, hence enhancing use of processing resources,
while the other—less distinctive—mouth regions of non-
happy faces could not.

Our source localization analyses further clarify the
meaning of the larger P3b amplitudes for smiling mouths.

The right inferior temporal (IT) cortex was the greatest
contributor to P3b effects. This suggests that a large
amount of the brain resources allocated to recognize emo-
tions from bottom-half faces involves differential responses
within modality-specific areas [e.g., Haxby and Gobbini,
2011; Kanwisher and Yovel, 2006; Rangarajan et al., 2014].
This finding is consistent with prior source localization
research showing modality-specific generators of P3b
activity [Bledowski et al., 2004, 2006; Morgan et al., 2008,
2010]. Increased activity in modality-specific visual areas
(e.g., IT cortex) is associated with evaluation mechanisms,
which are thought to operate by linking a stimulus percep-
tual representation to the task-relevant conceptual category
[e.g., Bledowski et al., 2006]. This is in line with the pro-
posal that categorization is established through the link
between perceptual and memory systems [Kok, 2001].
Accordingly, in the current study, activity in the right IT
cortex can be interpreted as playing a key role in the cate-
gorical evaluation (i.e., expression recognition) of bottom-
half faces. The more active the right IT cortex is, the more
likely the evaluation of a feature, i.e., the smile, as belong-
ing to an emotional category (i.e., facial happiness) would
be, and hence the larger P3b amplitudes reflecting recruit-
ment of neural resources. The activity in the right IT cortex
can be seen as contributing to close the gap between the
visible facial feature and the expression category, a process
that would be accomplished more likely for highly diag-
nostic features such as the smile.

Beyond the parietal P3b modulation, TF2 analyses also
showed differences between happy and non-happy bot-
tom-half faces over N3 topography. Thus, at the same time
as the right IT cortex was contributing to generate the P3b
at parietal sites, other neural sources were mostly respon-
sible for a different pattern of effects on surface ERP activ-
ity. The maximal contributor to these scalp effects was
located at the dorsal cingulate cortex (CC), which is con-
sistent with prior source localization evidence [Polich,
2011]. The dorsal and posterior cingulate cortex, as well as
surrounding parietal areas, have in fact been associated
with ERP activity at the time window of the P300 complex,
thus suggesting that these sources reflect attentional alloca-
tion mechanisms during stimulus evaluation [Bledowski
et al., 2004, 2006; Clayson and Larson, 2013]. Consistently,
in the current study, both TF2 sources (i.e., IT and dCC)
converged in showing an enhanced allocation of process-
ing resources to expression categorization of the smiling
mouth.

P2/N170, Right N170, and Right P230: Perceptual

Encoding of Anger and Emotion Encoding

In addition to the neural profile for the happy face rec-
ognition advantage, the current study revealed two further
ERP modulations: one distinguished between angry and
non-angry expressions (“anger effect”), while the other
distinguished between emotional and non-emotional faces
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(“emotion effect”). The “anger effect” was evident in PCA
equivalents of the right-lateralized N170 (TF4: �170 ms)
and the posterior P230 (TF3: �230 ms), involving sources
at the right posterior superior temporal sulcus (pSTS) and
the right inferior parietal lobe (IPL), respectively. The
effect at right N170 and pSTS was format-independent,
thus reflecting stronger activity for angry than the two
non-angry (neutral and happy) expressions regardless of
face format. In contrast, the right P230 and IPL effects
were format-selective, and showed reduced activity for
angry than non-angry expressions only in whole face for-
mat. The “emotion effect” (�170 ms) was format-
independent, it emerged in a topography corresponding to
anterior P2 and posterior N170 ERP activity, and coincided
in time with the right-lateralized N170. This effect was
source-located at more anterior regions of the brain: the
ventromedial prefrontal cortex (vmPFC) and the right infe-
rior frontal gyrus (IFG).

Remarkably, the temporal overlapping of “emotion” and
“anger” effects at the time window of the N170 component
(�170 ms) reveals converging but dissociable influences of
facial expressions on brain activity. Regarding the source
localization of the “emotion effect,” the vmPFC and right
IFG are believed to underlie affective experience and eval-

uation [Fusar-Poli et al., 2009; Haxby and Gobbini, 2011;
Williams et al., 2006]. The larger activation in such brain
sources for both happy and angry expressions than for
neutral faces suggests that there is early—albeit rather
global or coarse—emotional processing (i.e., discrimination
of emotional versus non-emotional faces), which might
even arise at earlier stages [e.g., Andino et al., 2009;
Krolak-Salmon et al., 2004; Pourtois et al., 2010]. In con-
trast, the localization of the “anger effect” at the right
pSTS cortex, which is consistent with other source-
localizations of the N170 component [Itier and Taylor,
2004; Nguyen and Cunnington, 2014], points to a more
fine-grained, yet perceptually driven discrimination [i.e.,
Haxby and Gobbini, 2011]. In particular, the right pSTS is
thought to be a core structure at the brain network for the
encoding of facial expressions, with contributions at early
processing stages [e.g., Pitcher, 2014], and involving the
computation of continuous rather than categorical (or
holistic) representations of expressions [e.g., Flack et al.,
2015; Harris et al., 2012]. Accordingly, the current “anger
effect” might be interpreted as indexing the differential
recruitment by angry faces of this perceptual mechanism.
Thus, in agreement with the prevailing neural model for
face processing [Haxby and Gobbini, 2011], the current

Figure 8.

Neural dynamics and underpinnings for the role of the smile in happy face processing, at two

critical stages (perceptual encoding and expression categorization) and three levels (objective

stimulus, brain activity, and cognitive representation). [Color figure can be viewed in the online

issue, which is available at wileyonlinelibrary.com.]
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study shows that neural traces of perceptual and emo-
tional processing of faces concur since relatively early
stages.

In a further ERP component (right P230), only the
format-selective (whole faces) “anger effect” remained,
subtended by right-lateralized posterior sources (IPL).
Prior research has related occipital P2 activity to a
second stage in the structural or configural processing of
faces [Latinus and Taylor, 2006; Mercure et al., 2008].
Thus, in line with the interpretation given to the right
N170-pSTS effect, the smaller posterior P230 observed
for angry whole faces relative to non-angry faces could
be seen also as perceptually driven, although possibly
revealing a distinct encoding mechanism. In support
of this interpretation, there is also some evidence relat-
ing activation in IPL and nearby structures to facial
expression processing [Carreti�e et al., 2013a; Haxby and
Gobbini, 2011].

CONCLUSIONS

The well-known behavioral recognition advantage for
happy facial expressions relies on two differential brain
processes: one, at a perceptual stage; the other, at a catego-
rization stage. The first neural signature peaks around 140
ms (left N140) and is source-located at the left IT cortex, as
reflected by greater activity for happy than for non-happy
faces, both when they appear in whole format and also
when only the mouth region is displayed. This suggests
an enhanced perceptual encoding mechanism for salient
smiles that is similarly engaged whenever the smile is visi-
ble. The second neural signature peaks around 370 ms
(P3b) and is source-located at the right IT cortex, with
greater activity specifically for the mouth region of happy
faces than for non-happy faces. This suggests an enhanced
recruitment of face-specific information to categorize (or
reconstruct) facial happiness from distinctive or diagnostic
configurations of smiling mouths. This neuro-cognitive
conceptualization is represented in Figure 8.
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