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Abstract: Despite a strong focus on the role of the amygdala in fear conditioning, recent works point
to a more distributed network supporting fear conditioning. We aimed to elucidate interactions
between subcortical and cortical regions in fear conditioning in humans. To do this, we used two fear-
ful faces as conditioned stimuli (CS) and an electrical stimulation at the left hand, paired with one of
the CS, as unconditioned stimulus (US). The luminance of the CS was rhythmically modulated leading
to “entrainment” of brain oscillations at a predefined modulation frequency. Steady-state responses
(SSR) were recorded by MEG. In addition to occipital regions, spectral analysis of SSR revealed
increased power during fear conditioning particularly for thalamus and cerebellum contralateral to the
upcoming US. Using thalamus and amygdala as seed-regions, directed functional connectivity was cal-
culated to capture the modulation of interactions that underlie fear conditioning. Importantly, this
analysis showed that the thalamus drives the fusiform area during fear conditioning, while amygdala
captures the more general effect of fearful faces perception. This study confirms ideas from the animal
literature, and demonstrates for the first time the central role of the thalamus in fear conditioning in
humans. Hum Brain Mapp 36:4592–4603, 2015. VC 2015 Wiley Periodicals, Inc.
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INTRODUCTION

Fear is fundamental for living organisms to associate
stimuli with, and thereby predict, potential danger, thus
serving a crucial survival function. In discriminative Pav-
lovian fear conditioning [Rescorla, 1968] a neutral stimulus
(conditioned stimulus, CS1) is associated with an intrinsi-
cally aversive stimulus (unconditioned stimulus, US), e.g.
a loud noise or an electrical shock, while a second neutral
stimulus remains unpaired (CS2). The amygdala is com-
monly considered to be the region most implicated in fear
conditioning. However, BOLD modulations have also been
observed in a wider set of subcortical structures such as
thalamus, hippocampus and anterior cingulate cortex
[B€uchel and Dolan, 2000; Knight et al., 2004; Sehlmeyer
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et al., 2009]. Crucially, the thalamic nuclei play a major role
in mediating auditory fear conditioning in rats [Apergis-
Schoute et al., 2005; Quirk et al., 1997]. In a recent study,
Weinberger [2011] points out that the thalamic medial
geniculate nucleus is equally important for auditory fear
conditioning as the amygdala. Considering the position in
the hierarchy of sensory processing, he concludes that the
thalamus should be considered the crucial structure in
(auditory) fear conditioning. The “equipotentiality” [see
Romanski and LeDoux, 1992] of thalamo-amygdala and
thalamo-cortico-amygdala pathways in fear conditioning
[Ledoux, 2003; Medina et al., 2002] have been confirmed in
animal models [Romanski and Ledoux, 1992; Shi and Davis,
2001] and by means of functional connectivity in humans
[Das et al., 2005]. However, the connectivity pattern among
deep and cortical structures in fear conditioning is still an
open issue.

The main goal of the present study was to investigate
whether MEG could elucidate the dynamic interplay
between subcortical and cortical structures [Roux et al.,
2013; Tesche and Karhu, 2000a] that support fear condi-
tioning in humans. Similar to previous works [Miskovic
and Keil, 2012; Moratti and Keil, 2005, 2009; Moratti et al.,
2006], we rhythmically modulated the luminance of visual
CS1 and CS2 stimuli. This stimulation leads to brain sig-
nals with excellent signal-to-noise ratios that are
“entrained” to the a priori defined modulation frequency,
the so-called steady-state responses (SSR) [Victor and
Mast, 1991]. In the present study, an electrical shock on
the left median nerve served as the US. We spectrally ana-
lyzed the SSR and applied beamforming techniques to
project on the source level. We hypothesized that fear con-
ditioning would not only lead to increased SSRs in the vis-
ual cortex [Moratti et al., 2006; Moratti and Keil, 2009], but
also on a wider set of subcortical regions “entrained” via
the flickering stimuli. Finally, we investigated functional
connectivity to and from (data- and literature-driven) fear-
related regions. We expected that coupling within such a
network would be particularly pronounced during the
CS1. To our knowledge, this is the first study that demon-
strates the network dynamics between the thalamus and
visual cortex during visual fear conditioning in humans.

MATERIALS AND METHODS

Participants

Twenty right-handed participants (10 females; age:
28.05 6 3.3 years) with normal or corrected-to-normal
vision, no neurological or psychiatric disorders and no
family history of photic epilepsy took part in the experi-
ment. The Ethical Committee of the University of Trento
approved the experimental protocol and the experiments
were undertaken with the understanding and written con-
sent of each participant.

Stimuli and Procedure

Two fearful faces of Caucasian adult women from the
Radboud Faces Database [Langner et al., 2010] were used as
CS1 and CS2 counterbalanced among participants. The CS
was flickering at 15 Hz for 5 sec on a black screen with a
refresh rate of 60 Hz (Fig. 1, top; two frames “on” and two
frames “off”). Since a black screen was introduced between
the face stimuli, the overall frequency of visual stimulation
was at 30 Hz. The stimuli were projected on a screen inside
an MEG shielded room through a video projector (Panasonic
PT-D7700E) and a mirror system. The intertrial interval was
jittered between 7 and 8 sec and a white cross was presented
at the center of the screen. The precise start and end of each
trial were determined by a photodiode sensitive to lumi-
nance change placed on the screen inside the MEG room.

The US was a 100 ms electric pulse stimulating the par-
ticipant on the left median nerve. Two electrodes (cathode
proximal) were connected directly to a galvanically insu-
lated electrical stimulator. A step-wise procedure was fol-
lowed before the experiment to define the individual pain
threshold. Participants were asked to rate the intensity of
the pulse using a scale of 0 (not perceived) to 7 (very pain-
ful). It was explained to them that the intensity used dur-
ing the experiment should be tolerable, however it should
be sufficiently unpleasant in order to be salient. The target
rated pain level for each individual was 6 and this proce-
dure led to an average of 33.05 6 16.3 mA at 200 V. The
delivery of the US jittered between 4,600 and 4,800 ms
after the CS1 start and they terminated simultaneously.

The experiment consisted of three phases: habituation,
conditioning and extinction. During habituation, 18 CS1

and 18 CS2 trials were presented in random order in two
blocks each lasting 6 min, but the CS1 was never paired
with an US. During the conditioning phase, 40 CS1 and 40
CS2 trials were presented, while CS1 trials were paired
with US using a 100% reinforcement schedule that is
known to lead to faster extinction [Skinner, 1953]. Condi-
tioning included five blocks while the extinction phase was
identical to the habituation. The whole experiment lasted
for approximately 1 h. Participants were instructed to pay
attention, as they would be asked to report the stimulus
predicting the delivery of the painful stimulus at the end of
each block [Knight et al., 2004; Miskovic and Keil 2013]. All
participants reported that they were aware of the CS2US
contingency already after the first block of conditioning.

Startle Responses

As a measure of the effect of conditioning on the activa-
tion of the defense system [Lang et al., 1990], we recorded
participants’ startle responses elicited by a short (100 ms)
white noise presented binaurally in selected trials through
a pneumatic tube system. Startle responses were extracted
from the vertical Electro-occulo-graphic (EOG) bipolar
recordings. For each of the three phases of the experiment
33 startle responses were recorded; 11 in CS1, 11 in CS2,
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and 11 during ITIs. Startle trials were randomly distributed
in each block but a block never started with such a trial.
The number of trials was equalized for CS1 and CS2 after
rejecting the artifact-contaminated ones. The EOG data
from two participants were excluded because of recording
problems. The magnitude of the startle response was calcu-
lated by subtracting the peak amplitude during 20 to 120
ms poststimulus from a 200 ms prestimulus period. The
absolute values were then expressed in z-scores to account
for individual variability [Keil et al., 2007; Stolarova et al.,
2006]. Repeated-measures ANOVA was conducted with
phases (habituation, conditioning, extinction) and condition
(CS1, CS2, ITI) as within subject factors.

MEG Recording and Preprocessing

MEG was recorded at a sampling rate of 1 kHz using a
306-channel (204 first order planar gradiometers, 102

magnetometers) VectorView MEG system (Elekta-Neuro-
mag Ltd., Helsinki, Finland) in a magnetically shielded
room (AK3B, Vakuum Schmelze, Hanau, Germany). Head
positions of the individuals relative to the MEG sensors
were continuously controlled within a block using three
coils placed at three fiducial points (nasion, left and right
preauricular points). Head movements did not exceed
1.5 cm within and between blocks.

Data were treated offline using the Fieldtrip toolbox
[Oostenveld et al., 2011]. CS1 and CS2 trials of 2 sec
pre- and 6 sec poststimulus were extracted from the con-
tinuous data stream based on the photodiode signal. Tri-
als containing physiological or acquisition artifacts were
visually inspected and rejected. The number of CS1 and
CS2 trials were equalized for each subject within each of
the experimental phases to ensure that our results were
not confounded by systematic differences in signal-to-
noise ratio.

Figure 1.

Top: the experimental design. Bottom: magnitude of the eye blink startle reflex expressed as z-

scores. Error bars represent the standard error across subjects. Startle reflex was modulated by

the CS1 only during the conditioning phase (* P 5 0.01). Note that the z-scores are mostly

negative because participants were more “responsive” to the white noise presented during ITI

than during flickering CSs.
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Analysis of Evoked Power

SSRs were first analyzed on a sensor level. On the aver-
aged time series, i.e. the evoked response, spectral analysis
was performed (Hanning tapering; 2–40 Hz in 1 Hz steps;
time windows of seven cycles per frequency; sliding in 50
ms steps). Horizontal and vertical planar gradients of the
magnetic field at each gradiometer were analyzed sepa-
rately. The sum of both directions (combined planar gradi-
ent) was computed to obtain the power at each sensor
irrespective of the orientation of the gradients [Medendorp
et al., 2007]. We first verified the presence of the visual SSR
caused by the flickering stimulus, irrespective of the stimuli
and the experimental phase. We observed evoked oscilla-
tory responses at 15 and 30 Hz on the sensor level and also
estimated the generators of these global effects on source
level (see description below). In the next step we validated
evoked power differences between CS1 and CS2 condi-
tions in all experimental phases (0–4.5 sec, 2–40 Hz).

To estimate the generators of the sensor level effects,
source analysis was performed using the time-domain Lin-
early Constrained Minimum Variance (LCMV) beam-
former [Van Veen et al., 1997]. A structural MRI (4 T
Bruker MedSpec, Siemens) was available for 15 out of 20
participants. Three anatomical landmarks (nasion and left/
right pre auricular points) and the head shape were digi-
tized with a Fastrak 3D digitizer (Polhemus, Colchester,
VT) and co-registered on the individual segmented MRIs.
Co-registered MRIs were segmented using SPM5 to derive
the outer brain surface allowing the calculation of a semi-
realistic head model [Nolte, 2003]. For those participants
with no structural MRI, an MNI template brain was
warped (affine transformation) to minimize the difference
to the individually digitized head shape. An equally
spaced grid (1 cm resolution) was fitted to a brain volume
obtained from a segmented template MNI brain. This tem-
plate grid was subsequently warped into the individual
headspace ensuring the same amount of grid points at the
same brain location in MNI space across participants [Lar-
son-Prior et al., 2013]. The grid positions in individual
head coordinates, the sensor positions relative to the head
and the head model were used to calculate the leadfield.
Both magnetometers and gradiometers were included in
the source estimation after appropriate adjustment of the
balancing matrix based on the distance of the gradiometers
(17 mm).

To validate the quality of our recordings and the source
analysis approach in general, we computed the differences
between visual-steady-state stimulation (1.3–2.3 sec) and a
prestimulus period (21.2 to 20.2 sec) merging CS1 and
CS2 across all experimental phases. Common spatial fil-
ters were calculated using the averaged covariance matri-
ces of prestimulus and poststimulus intervals. We band-
pass filtered around the frequency of interest (13–17 Hz
and 28–32 Hz) and applied spatial filters derived by the
LCMV beamformer to the complex Fourier transformed
averaged MEG data. The complex modulus was then

determined, in order to derive the evoked magnitude of
this frequency at each grid point inside the brain volume
[for an analogous approach see Weisz et al., 2012; for
application of LCMV beamformer filters to Fourier coeffi-
cients see, Bardouille and Ross, 2008]. The same method
was followed for CS1 versus CS2 comparison for poststi-
mulus periods (0–4.5 sec). Given the sensor level spectral
results, the condition contrast focused on 30 Hz for which
the most pronounced conditioning effects were observed.

Functional Connectivity

Given our findings in thalamus, as well as the central
role of the amygdala in fear conditioning, we intended to
explore the nature of the directed connections to and from
these regions. We used Phase Slope Index (PSI) [Nolte
et al., 2008] as a connectivity metric implemented in Field-
Trip toolbox. Coordinates for the thalamus (MNI coordi-
nates [9, 215, 8]) were obtained in a data-driven manner,
while coordinates for the amygdala seed (MNI coordinates
[22, 26, 212]) were taken from a recent relevant study
[see Introduction; Das et al., 2005]. A fast Fourier trans-
form (Hanning taper) was applied on single trials (0.2–4.5
sec) and the Fourier coefficients were subsequently pro-
jected to source space using spatial filters derived from
DICS. PSI was calculated for all possible pairs between the
seed-voxels and all other voxels for 15 and 30 Hz. The
bandwidth when calculating PSI was set to 5 Hz [Nolte
and M€uller, 2010]. PSI values are either positive, indicating
flow of information from the seed towards another voxel,
or negative, indicating afferent connections to the seed.

Statistics

On a sensor level, a dependent samples t-test was carried
out on time-frequency data to test for differences between
poststimulus versus prestimulus and between CS1 versus
CS2 during habituation, conditioning and extinction peri-
ods. To control for multiple comparisons, a nonparametric
randomization test was undertaken [Maris and Oostenveld,
2007]. The t-test was repeated 1,000 times on data shuffled
across conditions and the largest t-value of a cluster coher-
ent in time and space was kept in memory. The observed
clusters were compared against the distribution obtained
from the randomization procedure and were considered
significant when their probability was below 5%. The statis-
tical analysis of the time-frequency sensor data (CS1 vs.
CS2) revealed significant effects at 30 Hz, and further anal-
ysis was focused on that frequency.

To derive probable locations underlying the sensor
based effects, analogous t-test contrasts were undertaken
for the source solutions. We used a cluster-based approach
commonly used in fMRI studies implemented as 3D Clust-
Sim within the AFNI suite [Cox, 1996; Cox and Hyde,
1997], to capture the most relevant clusters. The program
simulates t-values on a grid provided by the user,

r Thalamocortical Interactions in Fear Conditioning r

r 4595 r



thresholds them according to a P value and records the
size of the remaining clusters. Ten thousand repetitions of
this process give a distribution of cluster sizes describing
purely random activity that can be used to assess the
probability of the empirically observed clusters. We used a
smoothing factor of 1cm, indicative of the MEG spatial
resolution [Hillebrand and Barnes, 2002] on the random
data prior to cluster identification. This led to a minimum
cluster size of 17 voxels for an alpha threshold of P� 0.05.
To visualize source results, the statistical values were
interpolated onto a standard brain in MNI space and plot-
ted using MRIcroGL (http://www.mccauslandcenter.sc.
edu/mricrogl/).

Regarding PSI data, the same statistical approach
described above was performed. PSI values can be positive
or negative, so CS1 and CS2 conditions were first con-
trasted against zero and then a CS1 vs. CS2 contrast was
performed.

RESULTS

Behavioral Validation of Conditioning

The startle responses of CS1 and CS2 trials did not dif-
fer significantly during the habituation and extinction
phases (Fig. 1, bottom). A reliable modulation was found in
the conditioning phase where participants showed a higher
startle response during CS1 compared with CS2 (P 5

0.01, t 5 2.89, df 5 17). The startle responses during the ITIs
were significantly higher than both CS1 and CS2 during
habituation and extinction (P< 0.001; leading to the overall
negative values), whereas during the conditioning phase
they were at the same level with CS1 (data not shown).
The CS1 startle responses during conditioning were signifi-
cantly higher than during habituation (P 5 0.02) while the
contrast between conditioning and extinction showed only
a trend (P 5 0.07) indicating the learnt association. The
startle responses during CS2 and during ITIs did not show
any modulation due to the experimental phase. The differ-
entiated startle response at CS1 validates the effectiveness
of classical fear conditioning as it indicates a conditioning-
specific activation of the defense system [Lang et al., 1990].

Steady State Responses (SSR)

Figure 2 depicts the details of the recorded SSR used to
determine if our experimental stimulus elicited robust vis-
ual SSRs independent of the condition and the experimen-
tal phase. The SSR is evident on sensor level (Fig. 2A), and
on the peaks (15 and 30 Hz) at the whole-head power
spectrum (Fig. 2B). The SSR is localized on posterior sen-
sors (Fig. 2C). The time-frequency representations of
evoked power changes (compared with baseline in t-val-
ues) shows sustained evoked brain activity at 15 and 30
Hz that is clearly time-locked to the stimulus onset and
offset (Fig. 2D). Source analysis of this effect (Fig. 2E)

yielded a significant positive cluster in visual cortical areas
(BA 17, 18, 19) for both 15 (size 5 136 grid points) and 30
Hz (size 5 516 grid points).

Enhanced SSR During CS1

A nonparametric permutation test on the time-frequency
representation of the evoked SSR during conditioning

Figure 2.

SSR merged across experimental phases (habituation, condition-

ing, extinction) and stimuli (CS1 and CS2). The grand average

SSR (filtered 2–25 Hz) from a posterior magnetometer is plot-

ted in panel A including pre and poststimulus periods. In panel

B, the whole-head power spectrum clearly shows peaks at the

stimulation frequency (15 Hz) and its harmonic (30 Hz). The

topography of the SSR on sensor level (magnetometers) is illus-

trated in C, where activation is maximized at posterior sensors.

In panel D, whole-head time-frequency representation of SSR on

gradiometers is depicted. SSRs are observable at 15 Hz and 30

Hz. By contrasting pre vs. poststimulus period the SSR was

mainly localized on occipital gyri (BA 18 and 19) as shown in

panel E, being overall stronger and more widespread for 30 Hz.
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phase revealed a positive (CS1>CS2) cluster on the gra-
diometers (P< 0.001) (Fig. 3), as well as on the magneto-
meters (P 5 0.02) (data not shown) at 30 Hz. The
topographies of the clusters cover posterior sensors lateral-
ized contralateral to the upcoming US, with the effect
being weaker overall on the magnetometers. Source level
analysis over the whole period (0–4.5 sec) on the power of
the evoked SSR revealed two positive significant clusters
(Fig. 3). The strongest cluster (Cluster 1: size 5 91 grid
points) includes deeper structures contralateral to the elec-
trical stimulation (US) encompassing regions such as thala-
mus and parahippocampal gyrus. It extends bilaterally to
secondary visual cortices (BA 18, 19). The second strongest
cluster (Cluster 2: size 5 40 grid points) involves cerebellar
structures partially lateralized to the right. No significant
cluster was observed during habituation and extinction
periods. To test the validity of increased SSR in depth, we
performed the same analysis keeping only the 15 subjects
for whom we obtained individual structural MRs, and the
localization of the effect is indeed very similar (data not
shown, but provided as Supporting Information): the first
cluster (size 5 21 voxels), lateralized contralateral to the US
delivery, has its maximum in the thalamus. The second
cluster (size 5 15 voxels) comprises cerebellum, has its
maximum also at the right, however it does not result sig-
nificant with 15 participants.

Seeded Connectivity

As a final step, directed connectivity (PSI) was
employed to assess the flow of information on source level
to and from two seed regions. First, the thalamus (MNI [9,
215, 8]) was chosen as seed as this was where the most
prominent power effect was found. Thalamic efferent con-
nectivity was only observed during the conditioning
phase. Thalamus drives precentral and postcentral gyri

(BA 40, 13), insula, posterior cingulate, parahippocampal
gyrus during CS1 (size 5 210 grid points), while it drives
caudate, middle and superior frontal gyri (BA 6, 32) dur-
ing CS2 (size 5 76 grid points) (Fig. 4, first row). Contrast-
ing CS1 and CS2, the increase of thalamus efferent
connectivity was higher for CS1 than CS2 resulting in a
positive cluster (size 5 54 grid points) that included deeper
regions, like fusiform (BA 35, 36, 37) and parahippocampal
gyri (BA 27) (Supporting Information Fig. S1). That is, thal-
amus connections towards fusiform were modulated by
fear conditioning.

Based on its putative role in fear conditioning, a seed
was placed in right amygdala [MNI [22, 26, 212]; coordi-
nates obtained from Das et al., 2005] to examine functional
connectivity from and to this region. A set of regions was
found to drive neural responses in amygdala across exper-
imental phases for both CS1 and CS2 (habituation CS1:
size 5 62, habituation CS2: size 5 24, conditioning CS1:
45, conditioning CS2: 136, extinction CS1: size 5 73,
extinction CS2: size 5 84). The negative clusters indicated
increased the flow of information towards amygdala from
fusiform (BA 35, 36, 37) and parahippocampal gyri (BA
27), as well as from occipital cortex (BA 18, 19) (clusters
during conditioning phase shown in Fig. 4, second row).
However, this difference was not affected by conditioning
and it is most probably attributed to the nature of the
stimuli: both CS1 and CS2 were fearful faces (see Discus-
sion). When the seed was placed in the left amygdala, a
region responsive to fearful faces (MNI [226 0 220])
[Vuilleumier et al., 2001], the very same effect was found
also across experimental phases (data not shown).

Given the flow of information resulting from this analy-
sis, we illustrate the observed connectivity pattern during
fear-conditioning to highlight for the first time the critical
role of thalamus in humans (Fig. 4, low part; see
Discussion).

Figure 3.

Time-frequency statistics (CS1 vs. CS2) on evoked SSR resulted

in one positive cluster at 30 Hz during conditioning localized on

posterior sensors (gradiometers) partially lateralized to the right.

Two spatial clusters on source level showed higher evoked power

during the CS1 projection as compared with CS2 at 30 Hz. The

first cluster, lateralized contralateral to the US delivery, has its

maximum in the thalamus. The second cluster comprises cerebel-

lum, and has its maximum also at the right.
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DISCUSSION

This work aimed to elucidate the temporal dynamics
of interaction between cortical and subcortical structures
relevant for fear conditioning in humans. SSRs revealed
increased evoked power not only in the visual cortex,
but also in thalamic regions and the cerebellum con-
tralateral to the upcoming US. To characterize the inter-

action patterns within a fear conditioning network, we
examined functional connectivity to and from two key
regions: the thalamus, where our effects were strongest;
and the amygdala, considered as the brain region most
implicated in fear conditioning [Maren, 2001]. To our
knowledge, we demonstrated, for the first time, that the
thalamus and parietal areas drive activity in extrastriate
cortices during fear conditioning. Additionally, amygdala

Figure 4.

A higher flow of information from a set of regions towards the

thalamus was observed for both CS1 and CS2 only during con-

ditioning (first row). The cluster for CS1 included cortical and

subcortical regions, while for CS2 the cluster was mainly on

the cortex. Fear conditioning differentiated efferent thalamic

connections to fusiform, and also to subcortical regions such as

parahippocampal gyrus, caudate, caudate tail and pulvinar. Amyg-

dala afferent connectivity from the same region was increased

during all experimental phases (conditioning is depicted herein),

irrespective of CS1/ CS2. Data were merged across stimulus

type and only the cluster during conditioning is depicted. In the

lower part, the connectivity pattern suggested by our findings is

illustrated. Fear conditioning modulates connectivity from thala-

mus to fusiform. Nonfear-specific connections were found from

fusiform to amygdala.
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afferent connections failed to differentiate between CS1

and CS2.

Evoked Power

Time-frequency analysis revealed increased power at 30
Hz at posterior sensors during the entire stimulation period.
This effect was localized to the visual cortex in line with pre-
vious studies using a similar paradigm [Keil et al., 2007;
Moratti et al., 2006; Stolarova et al., 2006]. These findings
suggest facilitated sensory processing for the CS1 [Keil
et al., 2007]. However, the difference in power was maxi-
mized at the thalamus contralateral to the upcoming US.
The thalamus has been considered the gatekeeper for sen-
sory input to the cerebral cortex, preventing or enhancing
the passage of information flow depending on the behav-
ioral state of the animal [Guillery and Sherman, 2002]. In
humans (subcortical) paths from thalamic structures to
amygdala mediate processing of affective stimuli [Pessoa
and Adoplhs, 2010; Romanski and LeDoux, 1992]. Activity
in human amygdala during conditioning correlates with tha-
lamic activity but not with cortical activity [Morris et al.,
1999]. Lesions in the auditory thalamus in rats disrupted
fear-potentiated startle to auditory CS [Campeau and Davis,
1995], which underlies the specific involvement of thalamus
in fear conditioning. The cluster we observed extends to
adjacent structures like the hippocampus and cingulate.
However, the amygdala, a core structure in fear condition-
ing [LeDoux, 2003], did not show increased SSR power. This
may be explained, at least partially, by its putative learning-
related role [LaBar et al., 1998; Phelps and Anderson, 1997]
rather than a principal role in the online processing of fear,
that might have prevented overall power effects.

Furthermore, a strong effect for increased SSR was found
in the right medial cerebellum. Given the role of cerebellum
in the timing of movement and sensation, particularly in the
sub-second range [Rao et al., 2001; Spencer et al., 2003], one
expects its prominent response to the rhythmic modulation
of CS, as shown in the pre versus poststimulus analysis (Fig.
2). It is unlikely that the cerebellar response is a leakage
effect from the visual cortex generated by the source local-
ization algorithm. First, contrasting source activity maps
with a control condition (here CS2) controls for such leak-
age effects [Cornwell et al., 2008]. Second, such a SSR
response in the cerebellum has been reported using auditory
SSR [Pastor et al., 2002]. Fear conditioning also differentiated
this modulation. While cerebellar findings are not new in
the context of fear conditioning per se [Sacchetti et al., 2002],
previous reports in human have not focused on this. The
role of the cerebellum in fear learning has been investigated
mostly in animals and it is well known that the cerebellum
is a region of motor learning, it is crucial for expressing the
learnt conditioned response (i.e. eyelid reflex) [Garcia et al.,
1999; Hansel et al., 2001; Sacchetti et al., 2002]. In humans,
medial cerebellum, is involved in fear-conditioned potentia-
tion of the acoustic blink reflex [Maschke et al., 2000]. The

cerebellar modulation of SSR by fear relevance in our study
may reflect increased sensitivity of certain motor reflexes
such as the increased startle responses.

One could argue that the increased SSR in thalamus
reflects the expectation of the US and rather than fear con-
ditioning. Indeed it is known for all sensory modalities
that expectancy activates a vast set of cortical and subcorti-
cal regions [Langner et al., 2011]. Furthermore, it is likely
that expectancy, at least partially, could play a role in fear
conditioning [Vuilleumier and Driver, 2007]. However, for
two reasons it is unlikely that our thalamic finding could
be attributed to expectancy alone: Firstly our analysis
emphasizes phase alignment with the modulation rate of
the CS, whereas the expectation of the US is at a different
(slower) temporal scale. If expectancy plays a role, it is
thus likely to be more pronounced at slower frequencies,
for which we found no evidence. Secondly and more inter-
estingly, neural activity on both modality specific (visual)
and modality unspecific (supplementary motor) areas is
linearly associated to the strength of CS-US pairing and is
decreased as a function of expectancy [Moratti and Keil,
2009]. However and in line with previous literature [Keil
et al., 2007], we report increased SSR for CS1 in cortical
areas specific to the CS modality.

Overall, we observed a set of cortical and subcortical
regions exhibiting higher power at the stimulation fre-
quency for the CS1, confirming our hypothesis. Capturing
neuronal dynamics in deeper brain structures such as the
thalamus or amygdala using MEG or EEG can be seen as
a challenge in itself, even though an increasing amount of
works do indicate its feasibility [Balderston et al., 2013;
Bish et al., 2004; Brookes et al., 2011; Cornwell et al., 2008;
Jerbi et al., 2007; Lou et al., 2010; Martin et al., 2005; Poch
et al., 2011; Roux et al., 2013; Tesche and Karhu, 2000b;
Timmermann et al., 2002]. Specifically, Quaraan et al.
[2010] show that recording activity from hippocampus is
possible when (a) there is high signal-to-noise ratio, which
is undebated with SSR and (b) a control condition is used
to confront eventual leakage from the visual cortex in
deep sources, that is, in our case the CS2. We consider
the fact that the “blurry” resolution when clustering over
large spatial extent favors the statistical strength. However,
the separate maxima (CS1 vs. CS2 on thalamus, pre vs.
poststimulus on visual cortex) speak against the idea of a
cortical activation that smears into thalamus. Furthermore,
our MEG analysis includes magnetometer sensors, which
are sensitive to deeper sources [Tarkiainen et al., 2003].
Finally, due to the consistent finding of thalamus and cere-
bellum activity in fear conditioning in the literature and
the high signal-to-noise ratio using SSRs, we are confident
about the localization of deep structures.

Functional Connectivity in Fear Conditioning

The main objective of our study was to characterize
functional subcortical-cortical connections during fear
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conditioning. The seed in the thalamus was selected in a
data-driven way, since the power analysis primarily high-
lighted its role in fear conditioning. Efferent thalamic con-
nections towards posterior fusiform and parahippocampal
gyri differentiated between CS1 and CS2. To our knowl-
edge, this is the first MEG study to highlight the critical
role of the thalamus in fear conditioning in humans, sup-
porting recent animal studies [Apergis-Schoute et al., 2005;
Weinberger, 2011]. Using face stimuli as CSs, such a mod-
ulation of thalamo-fusiform connectivity is likely given the
dense anatomical projections of the fusiform gyrus to the
thalamus [Clarke et al., 1999]. The possibility that the
thalamo-fusiform connectivity is present whenever a sen-
sory event is expected cannot be excluded, but it is highly
improbable, given the thalamo-fusiform projections and
the well defined role of fusiform in high-level visual proc-
essing, especially facial stimuli [McCarthy et al., 1997].

Although there were no evoked power effects in the
amygdala, placing a seed [Sun et al., 2004] in this region
yielded meaningful results. However, the amygdala failed
to capture fear-conditioning effects. Instead, capturing the
more general effect of fearful faces used as CS during the
whole experiment, indicative of emotional processing.
Whether using a meaningless CS (e.g. a Gabor grating),
rather than fearful faces, would show amygdala modula-
tion remains to be examined. A previous fMRI study
investigated effective connectivity and mentioned the
amygdala as a key source of afferent and efferent connec-
tions during conditioning [Alvarez et al., 2008]. Here we
identified thalamus as the core subcortical structure medi-
ating fear conditioning. The main differences between the
study of Alvarez and ours are: First, our findings were
observed in the context of SSRs, where the recorded brain
activity is paced by the stimulus in a strict temporal man-
ner. Second, we used fearful faces instead of a contextual
paradigm (virtual environment) which is considered to be
converged with US in the amygdala [Maren, 2001].

One could raise some concern on the simplified direc-
tional model we propose. We are aware that (a) there are
definitely more structures involved in the brain functional
network during fear conditioning probably observable
with all-to-all connectivity analysis and (b) this is not the
mechanism that the brain uses to prompt SSR modulations
in fear conditioning. Our intension is to just describe our
findings in a schematic way and highlight the role of
thalamus.

According to the “low road” hypothesis, a specific sub-
cortical route (colliculus-pulvinar-amygdala) of informa-
tion processing, the so-called ‘low road’ facilitates
emotional processing. However, studies in humans do not
support such a separate circuit for emotional processing
bypassing the cortex [Piech et al., 2010; Tsuchiya et al.,
2009; Vuilleumier, 2005]. Instead, pulvinar, a thalamic
structure absent in rodents, seems to function more as a
“control site,” densely connected to the visual cortex
[Shipp, 2003, 2004] that coordinates and regulates flow of

information on the cortex. So, according to the multiple-
waves hypothesis [Pessoa and Adolphs, 2010] the cortex
has a more important role in emotion processing than it
was traditionally assumed. Taken together the power
effect (thalamus and extrastriate cortex) and the connectiv-
ity effect (thalamus towards extrastriate cortex), our find-
ings can be considered under the “multiple-waves”
hypothesis.

In conclusion, exploring entrainment by means of
steady-state stimulation, we observed subcortical-cortical
network dynamics during fear conditioning that reflect an
increased gating of modality-specific sensory information.
Crucially, our approach elucidated the central role of thal-
amus in fear conditioning in humans that has only been
described in animal models so far.

Limitations and Experimental Paradigm Issues

It is known that thalamus is a complex structure with
multiple substructures involved in different cognitive
processes and anatomically is divided in nuclei that pro-
ject to auditory, visual and sensory cortices [White, 1979].
However, the spatial resolution of MEG is not fine enough
to discriminate the involvement of different thalamic
nuclei in fear conditioning. The same stands for amygdala,
for which—with the spatial resolution of the MEG—we
find responses to the fearful faces in general, rather than
responses specific to fear learning. Thus potential involve-
ment of lateral amygdala in fear conditioning [LeDoux
et al., 1990] cannot be excluded. However, the use of
steady state stimulation allows looking for differences on
those regions, which are responsive to the entrainment.
This, on one side seems to limit our research as compared
with event-related potentials, which describe brain activity
free of any frequency modulation from the part of the
experimenter. On the other side, SSR offer an extremely
high signal-to-noise ratio that is a prerequisite to reveal
differences in deeper regions (e.g. hippocampus) with
MEG [Quaraan et al., 2010].

Herein we dealt with visually elicited fear conditioning.
Whether similar interactions between auditory thalamus
and auditory cortex in humans will be observable also
during auditory fear conditioning remains to be investi-
gated. It is worth to underline the use of fearful faces as
CS. This might have specifically elicited the higher evoked
power in fusiform gyrus and the higher efferent connectiv-
ity from thalamus during CS1 than during CS2. Connec-
tivity between right amygdala and fusiform gyrus
discriminates between seen and unseen fear-conditioned
faces [Morris et al., 1999] which points to the involvement
of fusiform gyrus when faces are used as CS. So, in addi-
tion to facilitated sensory processing of CS1 at the rele-
vant cortex [Keil et al., 2007], our findings indicate that
fusiform gyrus seem to be part of the fear-conditioning
network when faces are used as CS.
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In the present study, white noise was used to elicit star-
tle responses and validate in this indirect way the condi-
tioning process. Indeed the startle responses differed
significantly only during the conditioning phase. It is
probable that the measurement for example of the skin
conductivity or the heart rate during the whole experiment
would have given a more direct insight to the process of
extinction. Extinction in humans is very rapid as compared
with animals [for a review see Delgado et al., 2006] espe-
cially when a 100% reinforcement schedule is chosen
[Skinner, 1953]. This could explain the absence of signifi-
cant effects at least when using a permutation test
accounting for multiple comparisons (effects are seen at an
uncorrected level on similar sensors; data not shown). This
is in line with previous literature [Miskovic and Keil, 2013;
Moratti and Keil, 2005; Moratti et al., 2006]. However, the
learnt association is indicated by similar startle responses
for CS1 during extinction and conditioning (P 5 0.07),
while they both differ significantly from startle responses
for CS1 during habituation. As a last comment, the non-
constant duration of the CS (4.6–4.8 sec) was an unconven-
tional choice, however, our analysis is focused on the first
4.5 sec and the behavioral results do indicate that we
obtained a pattern common in fear conditioning.
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