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Diffusion Spectral Imaging Modules Correlate
With EEG LORETA Neuroimaging Modules
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Abstract: Objectives: The purpose of this study was to test the hypothesis that the highest temporal cor-
relations between 3-dimensional EEG current source density corresponds to anatomical Modules of
high synaptic connectivity. Methods: Eyes closed and eyes open EEG was recorded from 19 scalp loca-
tions with a linked ears reference from 71 subjects age 13–42 years. LORETA was computed from 1 to
30 Hz in 2,394 cortical gray matter voxels that were grouped into six anatomical Modules correspond-
ing to the ROIs in the Hagmann et al.’s [2008] diffusion spectral imaging (DSI) study. All possible
cross-correlations between voxels within a DSI Module were compared with the correlations between
Modules. Results: The Hagmann et al. [2008] Module correlation structure was replicated in the correla-
tion structure of EEG three-dimensional current source density. Conclusions: EEG Temporal correlation
between brain regions is related to synaptic density as measured by diffusion spectral imaging. Hum
Brain Mapp 33:1062–1075, 2012. VC 2011 Wiley Periodicals, Inc.
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INTRODUCTION

Convergent evidence from different imaging modalities
has demonstrated that the human brain is a network organ-
ized by ‘‘Nodes’’ with linkages and clustering of connections
defined as ‘‘Modules’’ based on the density of synaptic con-
nections and constituting ‘‘Functional Modules’’ [Achard
et al., 2006; Scannell et al., 1999; Sporns et al., 2004]. Graph
theory is commonly used to quantify the structural topology
of the human brain using different imaging methods and
achieving similar results from Diffusion Spectral Imaging
(DSI), functional MRI (fMRI) and quantitative EEG/MEG
[Achard and Bullmore, 2006; Achard et al., 2006; Bullmore
and Sporns, 2009; Hagmann et al., 2008; Lee et al., 2008; Stam
et al., 2007, 2009; Teipel et al., 2008). Recently, Hagmann et al.
[2008] used DSI and tractography to trace the cortical white

matter connections of the human cerebral cortex between 66
cortical regions with clear anatomical landmarks, using the
same gyri and sulci as described by von Brodmann in 1909
[Brodmann, 1909]. From the 66 cortical regions, 998 subre-
gions of interest (ROIs) were calculated using a connection
matrix of inter-regional cortical connectivity [see Table VI
and S5 in the methods section of Hagmann et al., 2008]. Net-
work spectral analyses of nodes and edges of the 998 ROIs
were grouped into six anatomical Modules with maximum
centrality defined as high within density connectivity [Hag-
mann et al., 2008]. However, little is known about the Electri-
cal Neuroimaging correlates of the connection modules of
the brain as measured by Diffusion Spectral Imaging. In the
present paper we explore these correlations by using ‘Low
Resolution Electromagnetic Tomography’ (LORETA) and
limiting our analyses to the six major anatomical Modules as
shown in Figure 6A in Hagmann et al. [2008]. The six main
DSI anatomical Modules included but are not exclusive of
the posterior cingulate, the bilateral precuneus, the bilateral
paracentral lobule, the unilateral cuneus, the bilateral isth-
mus of the cingulate gyrus, and the bilateral superior tempo-
ral sulcus [see Fig. 1 of Hagmann et al., 2008].

Neuroelectrical imaging methods such as LORETA
share the ability to link synchronous neural activity
registered to a common and standardized anatomical
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Talairach atlas [Lancaster et al., 2000; Michel et al., 2009;
Towle et al., 1993]. LORETA is a maximally smooth
inverse solution of the sources of the EEG by using a
three-dimensional Laplacian operator to weight the Lead
Field to simultaneous distributed sources [Pascual-Mar-
qui, 1999; Pascual-Marqui et al., 1994; Malmivuo and
Plonsey, 1995]. Because local synchrony of neurons is
necessary to produce a recordable scalp EEG, another
constraint on the Lead Field is that the density of synap-
ses in clusters of pyramidal neurons is positively related
to current source density in a given volume of the brain.
Cross-correlation of LORETA spectral amplitudes over
wide brain regions is a measure of the spatial-temporal
synchrony of neurons located in different regions of in-
terest (ROIs) and in different Brodmann areas [Hoechstet-

ter et al., 2004; Pascual-Marqui et al., 2001; Teipel et al.,
2008; Thatcher, 1995; Thatcher et al., 1994, 2007].

Several studies have used coherence and correlations to
investigate the normalized covariance of electrical activity
in different Brodmann areas [Hoechstetter et al., 2004;
Pascual-Marqui et al., 2001; Thatcher et al., 1994]. Thatcher
et al. [1994] recorded EEG during voluntary finger move-
ments and derived three dipoles in the sensory-motor cort-
ical regions that accounted for approximately 97% of the
variance of the surface EEG and were validated using PET
and MRI. A pseudo-inverse procedure was then used to
derive three different time series from each of the three
dipoles, and coherence and phase delays were computed
between the various combinations of dipole time series.
Stable but rapid changes in coherence between sources

Figure 1.

The locations of the six Hagmann et al. [2008] Modules as represented by the Key Institute

LORETA voxels [Lancaster et al., 2000; Pascual-Marqui, 2004]. As per Hagmann et al. [2008]

Modules 3 and 4 are the same but from different hemispheres. [Color figure can be viewed in

the online issue, which is available at wileyonlinelibrary.com.]
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were shown to be time locked to voluntary motor move-
ments in the supplemental motor cortex and the contra-lat-
eral motor cortex and long phase delays eliminated
volume conduction. Hoechstetter et al. [2004] used a multi-
ple dipole source solution for scalp EEG electrical poten-
tials and then used coherence to compute the correlation
between the three-dimensional current sources and dem-
onstrated changes in the correlation between current sour-
ces related to different tasks. Pascual-Marqui et al. [2001]
used low resolution electromagnetic tomography (LOR-
ETA) to compute current sources and then used a correla-
tion coefficient to explore differences in source correlations
between a normal control group and a group of schizo-
phrenic patients. Thatcher et al. [2007] used essentially the
same methods as published by Pascual-Marqui et al.
[2001], i.e., LORETA source correlations and demonstrated
spatial undulations and regular spacing of correlations as
a function of distance. Because of the spatial heterogeneity
of correlations volume conduction could not explain the
findings in any of these studies.

All of these studies revealed interesting and reproduci-
ble relations between current sources and network connec-
tivity that is independent of volume conduction and
provide a deeper understanding of the surface EEG dy-
namics. For example, in the Thatcher et al. [2007] study
regions that had the highest neuron packing density exhib-
ited the highest nearest neighbor source correlations and a
model of a ‘‘U’’ shaped cortico-cortical fiber system fit the
spatial patters of source correlations [Braitenberg, 1994;
Braitenberg and Schüz, 1998].

There are over 795 peer reviewed studies using LORETA
including cross-validations with PET, fMRI and SPECT
[Thatcher, 2010] and a listing at: http://www. uzh.ch/key-
inst/NewLORETA/QuoteLORETA/PapersThatQuoteLOR-
ETA05.htm). Given the large scientific literature in support
of accurate EEG source localization, it is reasonable to
hypothesize that there is a linkage between DSI and LOR-
ETA because diffusion weighted images reflect anatomical
connectivity (axons) and anatomical connectivity is the basis
for effective connectivity, (one region influencing another),
therefore, it follows that DSI should predict synchrony
between distant brain regions as measured by LORETA. In
other words, one would expect a relationship between the
density of synaptic connections as measured by DSI Mod-
ules and EEG currents generated within and between DSI
defined Modules. Therefore this paper is a test of the null-
hypothesis that LORETA current sources exhibit a random
clustering and random ranking of correlations that are not
like the anatomical clusters or Modules measured by DSI in
the Hagmann et al. [2008] study.

METHODS

Subjects

A total of 71 right handed normal adults ranging in age
from 13 to 42 (male ¼ 41, mean ¼ 16.13, SD ¼ 4.63, range

¼ 13.01–41.51) were included in this study. The subjects in
the study were selected based on no history of neurologi-
cal disorders such as epilepsy, head injuries and reported
normal development and successful school performance.
None of the subjects had taken any medications prior to
EEG recording. Only subjects with both a eyes open and
eyes closed EEG are included in this study and therefore
the subjects in this study are a subset of the 97 subjects
from the previous LORETA source correlation analyses
[Thatcher el al, 2007].

EEG Recording

The EEG was recorded from 19 scalp locations based on
the International 10/20 System of electrode placement,
using linked ears as a reference. Each EEG record was plot-
ted and visually examined and then edited to remove arti-
fact. The amplifier bandwidths were nominally 0.5–30 Hz,
the outputs being 3 db down at these frequencies, and the
sample rate was 128 Hz. Split-half and test–retest reliability
measures were conducted on the edited EEG segments and
only records with >95% test–retest reliability were entered
into the spectral analyses where the first half of the edited
EEG selections were used to predict the 2nd half of the selec-
tions [Ferguson, 1973]. EEG was acquired in the eyes closed
conditions and record lengths varied from 58.6 s to 120 s.

Cross-Spectral Analysis and LORETA

Computation

The edited EEG samples were divided into successive 2-s
epochs of 256 sample points of the edited EEG and then a
FFT cross-spectral analysis with a cosine taper window was
used according to standard procedures for Low Resolution
Electromagnetic Tomography (LORETA) frequency analy-
ses (Gomez and Thatcher, 2001; Pascual-Margui, 1999; Pasc-
ual-Marqui et al., 1994; 2001; Thatcher et al., 2005a, 2005b].
LORETA is a distributed EEG inverse solution where the
currents at three-dimensional gray matter voxels J are a lin-
ear combination of the signal S recorded at a scalp electrode:

J ¼ T � S

Where T is a minimum norm three-dimensional matrix of
2,394 gray matter voxels with x, y, and z coordinates in a
generalized inverse that weights the solution to sources
that are synchronous in local volumes or regions using the
three-dimensional Laplacian Operator [Pasqual-Marqui,
1999; Pasqual-Marqui et al., 1994]. The T matrix is mathe-
matically defined as:

T ¼ finvðWB0BWÞgK0fpinvðWB0BWÞK0g

Where B is the discrete Laplacian Operator and W is a
weighting matrix (inv indicates inverse) and pinv(X) is the
Moore-Penrouse pseudoinverse of X [Menke, 1984].
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The Talairach Atlas coordinates of the Montreal Neuro-
logical Institute’s MRI average of 305 brains [Lancaster
et al., 2000; Pascual-Marqui, 1999] and the linkage to
standard anatomical 7 mm � 7 mm � 7 mm voxels each
with a distinct Talairach Atlas Coordinate. Groups of vox-
els are also defined by the clear anatomical landmarks
established by von Brodmann in 1909 and referred to as
Brodmann areas. Importantly, Brodmann areas were
largely defined by the same clear anatomical landmarks as
used by Hagmann et al. [2008]. The resultant current
source vector at each voxel was computed as the square
root of the sum of the squares for the x, y, and z source
moments for each 0.5 Hz frequency band. To reduce the
number of variables, adjacent frequency 0.5 Hz bins were
averaged to produce nine different frequency bands: delta
(1–4 Hz); theta (4–7 Hz); alpha1 (8–10 Hz); alpha2 (10–12
Hz); beta1 (12–15 Hz); beta2 (15–18 Hz); beta3 (18–25 Hz),
and hi-beta (25–30 Hz) for each of the 2,394 gray matter
voxels.

Groupings of ROI According to DSI Modules

The anatomical names and Brodmann areas that corre-
spond to each of the 2,394 gray matter voxels in Talairach
Atlas coordinates was provided by Lancaster et al. [2000]
and Pascual-Marqui [1999, 2004]. The first best match to a
given ROI was used for both Brodmann area values and
anatomical names. However, the Hagmann et al. [2008]
Modules are not organized according to Brodmann areas
and have similar but not exactly the same anatomical
names as are commonly used in LORETA studies. Never-
theless, there was high overlap in most of the anatomical
labels and anatomical regions in DSI and EEG neuroimag-
ing using LORETA. Table I shows the groupings of LOR-
ETA ROIs that correspond to each of the six DSI Modules
[Hagmann et al., 2008].

Examination of the six modules shows that there was
reasonable correspondence between the anatomical

TABLE I. The Modules listed in Figure 6 of the

Hagmann et al [2008] DSI study and the corresponding

ROIs with Talairach atlas coordinates used in LORETA

Hagmann’s
modules Loreta anatomical regions x-tal y-tal z-tal

1 L_Cuneus �9 �82 17
L_Inferior Occipital Gyrus �36 �81 �5
L_Lingual Gyrus �11 �73 �1
L_Middle Occipital Gyrus �38 �81 7
L_Precuneus �14 �64 43
L_Superior Occipital Gyrus �36 �82 28
L_Superior Parietal Lobule �25 �59 55
R_Cuneus 9 �77 19
R_Inferior Occipital Gyrus 36 �84 �5
R_Lingual Gyrus 12 �70 �1
R_Middle Occipital Gyrus 40 �78 9
R_Precuneus 13 �63 42
R_Superior Occipital Gyrus 36 �82 28
R_Superior Parietal Lobule 27 �60 54

2 L_Cingulate Gyrus �5 �13 35
L_Paracentral Lobule �5 �32 55
L_Posterior Cingulate �9 �57 15
R_Cingulate Gyrus 6 �11 35
R_Paracentral Lobule 6 �31 53
R_Posterior Cingulate 10 �55 15

3 L_Angular Gyrus �47 �65 32
L_Fusiform Gyrus �43 �43 �15
L_Inferior Parietal Lobule �48 �42 42
L_Inferior Temporal Gyrus �52 �27 �20
L_Insula �39 �8 7
L_Middle Temporal Gyrus �54 �35 �2
L_Parahippocampal Gyrus �25 �24 �12
L_Postcentral Gyrus �49 �25 38
L_Precentral Gyrus �50 �2 30
L_Subcallosal Gyrus �10 8 �11
L_Superior Temporal Gyrus �50 �18 1
L_Supramarginal Gyrus �57 �47 30
L_Transverse Temporal Gyrus �55 �19 13
L_Uncus �27 �6 �28

4 R_Angular Gyrus 46 �65 34
R_Fusiform Gyrus 45 �41 �16
R_Inferior Parietal Lobule 50 �42 40
R_Inferior Temporal Gyrus 53 �28 �19
R_Insula 40 �6 9
R_Middle Temporal Gyrus 53 �33 �3
R_Parahippocampal Gyrus 25 �26 �10
R_Postcentral Gyrus 48 �26 41
R_Precentral Gyrus 52 �1 27
R_Subcallosal Gyrus 11 8 �11
R_Superior Temporal Gyrus 51 �17 1
R_Supramarginal Gyrus 58 �48 30
R_Transverse Temporal Gyrus 61 �12 14
R_Uncus 26 �4 �28

5 L_Anterior Cingulate �5 29 8
L_Extra-Nuclear �36 10 �6
L_Inferior Frontal Gyrus �40 24 �1
L_Medial Frontal Gyrus �6 31 19
L_Middle Frontal Gyrus �35 31 24
L_Orbital Gyrus �7 50 �21

TABLE I. (Continued)

Hagmann’s
modules Loreta anatomical regions x-tal y-tal z-tal

L_Rectal Gyrus �7 30 �22
L_Sub-Gyral �35 �23 0
L_Superior Frontal Gyrus �17 38 31

6 R_Anterior Cingulate 6 30 7
R_Extra-Nuclear 37 12 �6
R_Inferior Frontal Gyrus 42 24 1
R_Medial Frontal Gyrus 6 33 16
R_Middle Frontal Gyrus 36 30 26
R_Orbital Gyrus 8 43 �22
R_Rectal Gyrus 7 32 �23
R_Sub-Gyral 36 �21 �4
R_Superior Frontal Gyrus 18 41 26

Tal, talairach.
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labeling in the Hagmann et al. [2008] study and the ana-
tomical labeling used by the Human Brain Map nomencla-
ture that was used in the LORETA computations
[Lancaster et al., 2000; Pascual-Marqui, 1999, 2004]. Figure
one shows the ROIs in LORETA corresponding to the
Hagmann et al. Modules that correspond to the voxels col-
ored red in Figure 1. The listing of regions of interests and
the anatomical nomenclature is in Table I.

Distance Metric of Modules and ROIs

A Euclidean distance metric was computed for each ROI
that corresponded to the six Hagmann et al. [2008] modules
in two steps. Step one computed a separate average of the x,
y, and z Talairach atlas coordinates of each voxel within a
ROI. Step two involved computing the square root of the
sum of the squares of absolute distance between the average
x, y, and z coordinates of a reference ROI with respect to a
different ROI. The computation of the absolute distance is the
difference between the average X of a reference ROI or Mod-
ule (i.e., X1) and the average X coordinate of a second ROI or
Module (i.e., X2) and the same for the Y and Z coordinates.
The difference between the x, y, and z coordinates is then
squared and the square root computed. Table II shows the
Talairach atlas coordinates for the center of each Hagmann
et al. [2008] Module. Table III shows the Euclidean distances
between Brodmann areas within a Module as well as the Eu-
clidean distance between the centers of each Module.

Spatial-Temporal Source Correlations or

Comodulation

To reduce the total number of possible mathematical com-
binations of 2,394 � 2,394 to a more manageable size a ‘‘Refer-
ence Region of Interest’’ was computed as the average current
density within the ROI and each voxel in the selected ROI
was replaced with the average current density value. A Pear-
son Product correlation coefficient was computed between
the average reference ROI current density value and the aver-
age current density values in the remaining 32 ROIs in a given
hemisphere over successive two-second EEG epochs. In other
words, the spatial-temporal correlation was computed over

the time series of 2-s epochs between the reference ROI and
the remaining ROIs. This procedure was repeated for each of
the 66 ROIs (33 ROIs for the left hemisphere and 33 for the
right hemisphere). To be consistent with Hagmann et al.’s
[2008] procedures, only correlations between all combinations
of the 33 ROIs within a hemisphere were computed. The sta-
tistical significance level of the spatio-temporal correlations
were determined by the number of degrees of freedom or the
total number of 2-s epochs that span a given time series minus
two. The spatial-temporal correlation between all pairs of
ROIs within each hemisphere were computed, then averaged
across subjects, sorted, and rank ordered.

RESULTS

Correlations Between Hagmann Modules and

LORETA Brodmann Areas

Figure 2 are contour maps of all possible LORETA
source correlations in the eyes closed (EC) and eyes open
(EO) conditions summed for all frequency bands. The di-
agonal is the correlation of each ROI with itself (r ¼ 1.0).
The null hypothesis is that the off-diagonal elements are
randomly scattered and not spatially organized. In stead,
it can be seen that there is a strong ordering of correlations
between the LORETA ROIs that correspond to the Hag-
mann et al. [2008] Module organization. For example,

TABLE II. Talairach coordinates of the center of the six

Hagmann et al (2006). Modules based on the Key Institute

LORETA program (Pascual-Marqui, 1999; 2004)

Modules x-tal y-tal z-tal

Hagmann’s center average coordinates

Module 1 0 �74 21
Module 2 1 �33 35
Module 3 �43 �25 8
Module 4 44 �24 8
Module 5 �21 24 4
Module 6 22 25 2

Tal, Talairach atlas coordinates.

TABLE III. (A) The average Euclidean distances

between Brodmann areas within a module in

millimeters and (B) the average Euclidean distance

between the centers of each module in millimeters

Hagmann’s module distances

A Within modules Distances (mm)
Module1 36.40
Module2 40.66
Module3 43.96
Module4 44.78
Module5 42.16
Module6 40.88

B Between modules Distances (mm)
Module1 - Module2 43.54
Module1 - Module3 66.81
Module1 - Module4 67.75
Module1 - Module5 101.99
Module1 - Module6 102.96
Module2 - Module3 52.26
Module2 - Module4 52.31
Module2 - Module5 68.67
Module2 - Module6 69.70
Module3 - Module4* 87.61
Module3 - Module5 54.44
Module3 - Module6* 82.18
Module4 - Module5* 81.25
Module4 - Module6 54.46
Module5 - Module6* 42.39

*Between hemisphere distances that were no used in Figure 6.
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temporal correlations between the ROIs that correspond to
Hagmann et al.’s Module-1 are higher for Module-1 than
for any of the between Module correlations. Hagmann
et al. [2008] Module-2 is correlated most strongly with
LORETA ROIs that correspond to Module-2 and similarly
‘‘Module-3,’’ ‘‘Module-4,’’ ‘‘Module-5,’’ and ‘‘Module-6’’ all
exhibit the highest correlation to the matching Hagmann
ROIs and not to noncorresponding ROIs in different Mod-
ules. The red and orange colors represent high correlations
and the blue represent low correlations.

Table IV shows the average correlation between the ROIs for
each of the six LORETA derived Modules that correspond to
the six different Hagmann et al. [2008] Modules for eyes closed

and eyes open conditions. It can be seen that LORETA source
correlations exhibited the same intra-Module rankings as was
reported by Hagamann et al. [2008] based on the density of con-
nections. That is, LORETA Module 1 exhibited the highest cor-
relation with ROIs that correspond to the Hagmann et al. [2008]
Module #1 and lower correlations between ROIs that comprise
the other Modules. Similarly, LORETA Module 2 exhibited the
highest temporal correlation between ROIs that correspond to
the Hagmann et al. [2008] Module #2 and lower correlations
between ROIs that comprise the other Modules, etc.

A Chi Square statistical test of the fit between the DSI
Modules and the LORETA Modules based on the fact that
there are six DSI Modules and six LORETA Modules.

Figure 2.

Contour maps of showing the results of the temporal correla-

tion analysis between all possible combinations of the 33 LOR-

ETA ROIs in each hemisphere. The y-axis are the six Hagmann

et al. [2008] Modules and the x-axis are the LORETA ROIs cor-

responding to the Hagmann Modules shown in Table I. The diag-

onal is the correlation of ROIs with themselves [r ¼ 1.0]. The

null-hypothesis is that the off-diagonal elements are randomly

correlated and do not show any ordering. Instead the off-diago-

nal elements show a strong correspondence to the six Hagmann

et al. [2008] Modules using LORETA. The color scale to the

right of each contour plot is the magnitude of temporal source

correlation between LORETA ROIs. Example is from the theta

frequency band and the numerical results are shown in Table IV.

EC, eyes closed; EO, eyes open conditions. [Color figure can be

viewed in the online issue, which is available at

wileyonlinelibrary.com.]
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Therefore the probability for a single match is 1/36. A Chi
square test of the expected vs. observed frequency distri-
bution match between the Hagmann and LORETA maxi-
mal values ¼ 250; P < 0.00001. The Chi square was
statistically significant (P < 0.0001) for the eyes open and
eyes closed conditions and for all frequency bands. The
Chi Square was also significant for all nine frequency
bands and for eyes open and eyes closed conditions which
shows that there is a strong effect size.

The stability and robustness of the match between LOR-
ETA Brodmann areas and Hagmann et al. Modules was
assessed by determining how many of the 71 subjects
showed the highest correlation between EEG LORETA Brod-
mann areas that make up each Hagmann et al. Module, i.e.,
how many subjects showed the highest correlation between
LORETA Brodmann areas for Hagmann Module 1 compared
with any other module, or the LORETA Brodmann areas for
Hagmann Module 2 compared with any other module, etc.
Table V shows the results of this analysis in which the high-
est values were 71 out of 71 subjects for Modules 5 and 6 in
the eyes closed condition and the lowest was 48 out of 71 for
Module 2 in the eyes open condition. On the basis of the null
hypothesis a random number of ranked orderings expected
by chance alone is N ¼ 35.5 It can be seen in Table V that the
v2 ¼ 142.47 and P < 0.000001 for the eyes closed condition
and 153.0 and P < 0.000001 for the eyes open condition and
thus the effect size is moderate to strong and can be detected
in single subjects for some of the Modules.

Frequency Spectrum of LORETA Current Source

Density in Hagmann et al. Modules

Figures 3 and 4 shows the power spectrum of LORETA
current source density from the six Hagmann Modules for

the eyes closed and eyes open conditions. It can be seen
that eyes open (dashed lines) exhibits reduced power in
comparison to the eyes closed condition (solid lines) in all
frequencies. The alpha frequency bands were dominate in
posterior Modules 1 and 2 and alpha was weakest in the
frontal Modules 5 and 6. The frequency spectra in Mod-
ules 1 and 2 are similar but not identical. The high similar-
ity is likely due to the high relative connectivity between
the precuneus in Module 1 and the posterior cingulate in
Module 2.

Magnitude of LORETA Source Correlations

Figure 5 shows the magnitude of the temporal source
correlations within each of the six Hagmann et al. [2008]
Modules for each frequency band for the eyes open and
eyes closed condition. The y-axis ¼ average correlation
between LORETA ROIs and Hagmann et al. [2008] ana-
tomical Modules. The x-axis are frequency bands. The
solid lines are the eyes closed condition and the dashed
lines are the eyes open condition. Solid lines ¼ eyes closed

TABLE IV. Rank ordered LORETA correlations to Hagmann et al., DSI modules

MOD 1 Both
hemispheres visual

MOD 2 Both
hemispheres cin-
gulate volitional
motor attention,

wkmem

MOD 3 Left
hemisphere andi-
tory/language

memory

MOD 4 Right
hemisphere audi-
tory/language

memory

MOD 5 Left
hemisphere exec-
utive sequential
plan social skills

MOD 6 Right
hemisphere exec-
utive sequential
plan social skills

EC NORMs_n ¼ 71_Theta Loteta Source Corrs_Hagmann’s MODULES
Eyes closed
MOD 1 0.666 MOD 2 0.495 MOD 3 0.514 MOD 4 0.532 MOD 5 0.537 MOD 6 0.520
MOD 2 0.450 MOD 1 0.458 MOD 1 0.408 MOD 1 0.466 MOD 3 0.398 MOD 4 0.387
MOD 4 0.412 MOD 4 0.311 MOD 5 0.396 MOD 6 0.375 MOD 2 0.299 MOD 2 0.305
MOD 3 0.362 MOD 3 0.295 MOD 2 0.309 MOD 2 0.320 MOD 1 0.214 MOD 1 0.229
MOD 6 0.208 MOD 6 0.261 MOD 4 n/a MOD 3 n/a MOD 4 n/a MOD 3 n/a
MOD 5 0.200 MOD 5 0.257 MOD 6 n/a MOD 5 n/a MOD 6 n/a MOD 5 n/a

Eyes opened
MOD 1 0.652 MOD 2 0.496 MOD 3 0.505 MOD 4 0.512 MOD 5 0.521 MOD 6 0.515
MOD 2 0.446 MOD 1 0.445 MOD 5 0.385 MOD 1 0.439 MOD 3 0.387 MOD 4 0.381
MOD 4 0.392 MOD 4 0.297 MOD 1 0.378 MOD 6 0.373 MOD 2 0.291 MOD 2 0.301
MOD 3 0.342 MOD 3 0.269 MOD 2 0.281 MOD 2 0.307 MOD 1 0.210 MOD 1 0.229
MOD 6 0.207 MOD 6 0.256 MOD 4 n/a MOD 3 n/a MOD 4 n/a MOD 3 n/a
MOD 5 0.193 MOD 5 0.249 MOD 6 n/a MOD 5 n/a MOD 6 n/a MOD 5 n/a

TABLE V. Observed number of Subjects Per Top

Ordered Ranking. 35.5 are expected by chance alone

Modules: Eyes closed Eyes opened

MOD1 70 70
MOD2 51 48
MOD3 60 61
MOD4 58 69
MOD5 71 70
MOD6 71 69
X2 ¼ 142.5 153.0
P < 0.000001 0.000001
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condition and dashed lines ¼ eyes open. It can be seen
that the alpha frequency band exhibits the highest within
Module correlation between ROIs for Modules 1 to 4 and
that the hi-beta frequency band exhibits the highest within
Module correlation between ROIs constituting Modules 5
and 6.

Within Module vs. Between Module Brodmann

Area Distances

Many anatomical studies demonstrate a raid decrease in
synaptic connection density as a function of distance from
any group or cluster of pyramidal neurons [Braitenberg,
1978; Braitenberg and Schüz, 1998; Binzigger et al., 2010;

Sholl, 1959]. In order to explore distance affects, correla-
tions were compared between Brodmann areas within a
DSI Module vs. Brodmann areas between the centers of
the DSI Modules. Table III shows the average Euclidean
distance in millimeters between Brodmann areas within a
DSI Module. The average within Module Euclidean dis-
tance ranged from 36.4 mm (Mod1) to 44.8 mm (Mod4).
Table III shows the average between module distance in
millimeters from the center of the intrahemispheric Brod-
mann areas. The average between Module Euclidean dis-
tance ranged from 42.4 mm (Mod5 to Mod6) to 103 mm
(Mod1 to Mod6). The within module connection prediction
based on Sholl [1959] and Braitenberg [1978] is that corre-
lations decrease rapidly as a function of distance between
Brodmann areas within a module. The between module

Figure 3.

Left are the voxel locations of the Hagmann et al. [2008] Mod-

ules 1 to 3 as shown in Figure 1. Right are the power spectra of

the average LORETA currents from the ROIs constituting Hag-

mann Modules 1 to 3. The y-axis is current in uA/cm2 and the

x-axis is frequency from 1 to 30 Hz. The solid lines are the eyes

closed condition and the dashed lines are the eyes open condi-

tion. Solid lines ¼ eyes closed condition and dashed lines ¼
eyes open. [Color figure can be viewed in the online issue,

which is available at wileyonlinelibrary.com.]
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prediction is that the more distant Modules will exhibit
lower correlations than the less distant Modules because
connections decrease with distance from any Module. It
can be seen in Figure 6A that there is a significant nonlin-
ear quadratic function that best describes the change in
temporal correlations as a function of within Module dis-
tance, with Module 1 showing the highest correlations (R2

¼ 95.3%, P < 0.01). If Module 1 is excluded then there is a
slight increase in correlation with increased within Module
distance in the remaining five within Module correlations
and, in fact, the correlation is higher for Mod 4 than it is
for Mod 2 even though the within Module distance is
higher for Mod4 (44.78 mm) than Mod 2 (40.66 mm). This
finding is the opposite of that predicted by volume
conduction.

Figure 6B shows the relationship between distances as
shown in Table III and the magnitude of correlation of
current densities between Modules. Unlike the within
Module analyses, a statistically significant linear relation-
ship was present (R2 ¼ 66.1%, P < 0.02). That is, the
greater the distance from a given Module then the lower
the temporal LORETA current density correlations.

DISCUSSION

The results of this study demonstrated a spatial corre-
spondence between electroencephalographic source anal-
ysis and the anatomical density of connectivity as
measured by diffusion spectral imaging (DSI) [Hagmann

Figure 4.

Left are the voxel locations of the Hagmann et al. [2008] Mod-

ules 4 to 6 as shown in Figure 1. Right are the power spectra of

the average LORETA currents from the ROIs constituting

Hagmann Modules 4 to 6. The y-axis is current in uA/cm2 and

the x-axis is frequency from 1 to 30 Hz. The solid lines are the

eyes closed condition and the dashed lines are the eyes open

condition. Solid lines ¼ eyes closed condition and dashed lines

¼ eyes open. [Color figure can be viewed in the online issue,

which is available at wileyonlinelibrary.com.]
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et al., 2008]. The spatial ‘‘clustering’’ of EEG source cor-
relations was not random and instead was the same as
observed with diffusion spectral imaging (DSI) [Hagmann
et al., 2008]. Overall, the eyes closed and eyes open con-
ditions served as a replication since the EEG that was
measured at different periods of time and under differ-
ent conditions and produced the same cross-correlation
Module structures (Table IV and Fig. 2). The null-hy-
pothesis is rejected that the LORETA spatial relations are
random and do not cluster in the same manner as
observed in the Hagmann et al. [2008] study. A simple
explanation of why EEG source correlations are spatially
‘‘clustered’’ in the same manner as DSI is because the
same synaptic densities are measured by both DSI and
EEG source analyses. EEG differs from DSI by higher

temporal resolution and measures of synchrony between
sources, however, the basic six anatomical ‘‘clusters’’ are
present in the two different measurement domains
thereby demonstrating a linkage between structural DSI
and dynamical EEG. This is important because it pro-
vides another cross-modality validation of Electrical Neu-
roimaging as a neurophysiologically useful measure of
the sources of the human EEG. The Hagmann et al.
[2008] Modules are also functional modules in that each
involves different specialized brain regions clustered in
functional groups. By co-registration of EEG sources to
the Hagmann et al. [2008] anatomical clusters allows for
a spatial reference by which phase dynamics and fine
temporal coherence within and between Modules can be
analyzed.

Figure 5.

Magnitude of the temporal source correlations using LORETA ROIs within each of the six Hag-

mann et al. [2008] Modules for each frequency band and for the eyes open and eyes closed con-

dition. The y-axis ¼ average correlation between LORETA ROIs and Hagmann et al. [2008]

anatomical Modules. The x-axis are frequency bands. The solid lines are the eyes closed condi-

tion and the dashed lines are the eyes open condition. Solid lines ¼ eyes closed condition and

dashed lines ¼ eyes open.
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Volume Conduction vs. Connectivity

Volume conduction occurs because synchronous electrical
sources produce an electrical field with zero phase lag that
falls off smoothly and rapidly with distance. It is also
known that the greater the connectivity between neurons
then the higher the amplitude of EEG because connectivity
is necessary for synchrony. Anatomical studies also demon-
strate a smooth decrease in connectivity as a function of dis-
tance from any collection of neurons [Braitenberg, 1978;
Braitenberg and Schüz, 1998; Binzegger et al., 2010; Sholl,
1959]. Thus, electrical volume conduction and connection
density are confounded to some extent, especially in the
short distance domain. Schulz and Braitenberg [2002]
showed that there are three categories of cortico-cortical con-
nections in the human brain: (1) intracortical connections
which represent the majority of cortical connections and are
on the order of 1 mm to �5 mm and involve collateral axo-
nal connections that do not enter the cerebral white matter;
(2) ‘‘U’’ shaped myelinated fibers representing the majority
of the cerebral white matter that connect cortical gyri and
sulci and are on the order of 3 mm to 3 cm and, (3) deeply
located long distance fiber systems referred to as fasciculi
with connections from �3 to 15 cm that represent approxi-
mately 4% of the cerebral white matter. The intracortical
fiber system is too short at 1–3 mm for 19 lead or even 512
lead EEG to resolve connectivity differences at the scalp sur-
face [Nunez, 1981]. Nonetheless, the effects of the intracorti-
cal system on the amplitude of the EEG are strong because

fiber bundles carry action potentials that produce somaden-
dritic excitatory post synaptic potentials and thereby syn-
chronize large groups of neurons [Nunez, 1981, 1994].

LORETA source correlation studies have demonstrated
spatial heterogeneity consistent with the studies by Schulz
and Braitenberg [2002], especially in the longer distances
and these studies can not be explained by volume conduc-
tion [Pascual et al., 2001; Thatcher et al., 2007]. For example,
Figure 7 is an example of increases and decreases in source
correlations as a function of distance in a subject in this
study with a pattern consistent with the Schulz and Braiten-
berg [2002] cortico-cortical connection model which can not
be explained by volume conduction. All of the subjects in
the present study showed essentially the same spatially het-
erogeneous source correlations as those in Figure 7.

In addition to LORETA spatial heterogeneity the lack of a
systematic relationship between within Module distance
and the magnitude of temporal correlation also argues
against volume conduction as a significant source of var-
iance in the present study (Fig. 6A). For example, Module 4
exhibited a higher correlation than Module 2 which is the
opposite of what is expected if volume conduction was
operating (see Fig. 6A). A more definitive analysis of the
connectivity relations between source covariance and dis-
tance will require the use of coherence and phase differen-
ces because when phase differences are greater than zero
then volume conduction is ruled out by definition. A word
of caution is necessary because zero phase lag relations exist
across wide domains of the cerebral cortex due to the

Figure 6.

(A) are the within Module temporal source correlations and (B) between Module temporal

source correlations using LORETA. The y-axis is correlation and the x-axis is the Euclidean dis-

tance in mm from a given reference Brodmann area within a Module in (A) and the Euclidean

distance in mm between Modules in (B). A nonlinear quadratic function best describes the within

Module correlations as a function of distance while the between Module correlations are linear

as a function of distance.
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thalamus which is centrally located and can simultaneously
activate neurons in distant cortical regions [Steriade, 2006].
Therefore, just because phase difference ¼ 0 does not mean
that volume conduction explains the results, an underlying
thalamic input to two or more locations can also explain the
results. A method to distinguish zero phase lag due to vol-
ume conduction vs zero phase lag due to network connec-
tivity is by phase reset measures that precisely define the
onset and offset of phase shift which is by definition inde-
pendent of volume conduction [Buzsaki, 2006; Freeman
et al., 2003, 2006; Thatcher et al., 2008c, 2009].

Frequency and Connectivity

Although the alpha frequency power was dominant,
nonetheless, different power spectra were present in each

of the six Modules (see Figs. 4 and 5). Eyes closed and
eyes open conditions exhibited similar power spectra in
each of the Modules with the eyes open condition result-
ing in an attenuation of power especially in the 10–13 Hz
frequency range. Alpha1 exhibited the highest correlations
in Modules 1 to 2 which include posterior cortical regions
known to generate alpha rhythms. Module 5 and 6 exhib-
ited greater power in the lower frequency bands than the
other Modules. Alpha was the dominant frequency in
Modules 1 to 4 which is expected due to the predomi-
nance of posterior cortical regions included in these Mod-
ules. Less alpha in frontal ROIs was observed which is
also expected given the fact that there is typically less
alpha power in frontal regions than in posterior regions.
Also, there was greater power in the hi-beta frequency
band in frontal regions in comparison to posterior regions.

Figure 7.

From Thatcher et al. [2007] and an exemplar of one of the sub-

jects in this study demonstrating spatial heterogeneity of LORETA

source correlations which can not be explained by volume con-

duction. All subjects in this study exhibited similar spatially hetero-

geneous LORETA source correlations [see Thatcher et al., 2007

for further details]. The two-dimensional contour map of the

LORETA source correlations are ordered as a function of distance

from a reference Brodmann area. The regions of interest (ROIs)

are ordered from the left post central gyrus (Brodmann area (1)

to the left cuneus (Brodmann area 17 that is 62.75 mm distant).

The x-axis is frequency (1–40 Hz), the y-axis are regions of inter-

est (ROIs) and the regions of interest are ordered as a function of

distance from the post central gyrus. The z-axis is the magnitude

of the LORETA source correlation as represented by the color

bar of the contour map. PCA, posterior pentral gyrus; TTG, trans-

verse temporal gyrus; In, insula; STG, superior temporal gyrus;

MdFG, middle frontal gyrus; Sub G, sub gyral region; EN, extra-nu-

clear frontal gyrus; IFG, inferior frontal gyrus; IPL, inferior parietal

lobule, SMG, supramaginal gyrus; MTG, middle temporal gyrus;

CG, cingulate gyrus; SFG, superior frontal gyrus; PHG, parahippo-

campal gyrus; ITG, inferior temporal gyrus; MFG, medial frontal

gyrus; SG, subcallosal gyrus; AC, anterior cingulate; PCL, paracen-

tral lobule; FG, fusiform gyrus; UN, uncus; AG, angular gyrus; PC,

posterior cingulate; PCu, precuneus; RG, rectal gyrus; SOG, supe-

rior occipital gyrus; MOG, middle occipital gyus; OG, orbital

gyrus; LG, lingual gyrus; IOG, inferior occipital gyrus; Cu, cuneus.

[Color figure can be viewed in the online issue, which is available

at wileyonlinelibrary.com.]
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Electrical Neuroimaging Network Analysis

Structural network analysis is a new discipline used to
quantify the topologies of large connection datasets and
has its origins in the mathematics of networks known as
graph theory. Network analyses of structural and func-
tional connectivity are used to quantify brain networks
with a small number of meaningful and computable meas-
ures [Achard et al., 2006; Sporns and Zwi, 2004]. Recently,
Rubinov and Sporns [2009] reviewed a common set of con-
cepts and measures shared by a variety of Neuroimaging
modalities such as PET, fMRI, DTI, DSI, and EEG/MEG.
Each neuroimage modality produces somewhat different
Module structures. For example, Chen et al. [2008] used
cortical thickness and network analyses to demonstrate six
basic Modules and He et al. [2009] used fMRI and graph
theory and demonstrated five basic Modules. The He et al.
[2009] and Chen et al. [2008] Modules shared some simi-
larities to Hagmann et al. [2008]; however, there also were
differences in the make up of the Modules. The lack of
perfect agreement between anatomical DSI Modules vs
fMRI Modules are in part due to differences in the experi-
mental measures themselves (e.g., blood flow vs tissue
thickness vs axon connections, etc.) [Deuker et al., 2009].

In the present study a hypothesis was first posed based
on the fact that EEG current density is related to the den-
sity of synchronous synapses on the dendrites and soma
of pyramidal neurons, therefore, LORETA source correla-
tions should reflect the same ‘‘Modular’’ synaptic density
as measured by Hagmann et al. [2008] using DSI. The
choice of an anatomical measure of connection density
rather than other modularity studies was based on the im-
portance of a structural synaptic reference as the basis for
comparisons between functional Modules, anatomical syn-
aptic density and Electrical Neuroimaging [Michel et al.,
2009]. The results of this study demonstrate that the link-
age between structure and function is relevant to the
understanding of the temporal coupling of current sources
in different anatomical Modules in the millisecond time
domain.
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