
r Human Brain Mapping 34:1796–1810 (2013) r

Emotional Expressions in Voice and Music: Same
Code, Same Effect?

Nicolas Escoffier,1 Jidan Zhong,2 Annett Schirmer,1,3 and Anqi Qiu4,5,6*

1Department of Psychology, National University of Singapore, Singapore, Singapore
2NUS Graduate School for Integrative Sciences and Engineering, National University of Singapore,

Singapore, Singapore
3Duke/NUS Graduate Medical School, Singapore, Singapore

4Department of Bioengineering, National University of Singapore, Singapore, Singapore
5Clinical Imaging Research Centre, National University of Singapore, Singapore, Singapore

6Singapore Institute for Clinical Sciences, the Agency for Science,
Technology and Research, Singapore, Singapore

r r

Abstract: Scholars have documented similarities in the way voice and music convey emotions. By
using functional magnetic resonance imaging (fMRI) we explored whether these similarities imply
overlapping processing substrates. We asked participants to trace changes in either the emotion or
pitch of vocalizations and music using a joystick. Compared to music, vocalizations more strongly acti-
vated superior and middle temporal cortex, cuneus, and precuneus. However, despite these differen-
ces, overlapping rather than differing regions emerged when comparing emotion with pitch tracing for
music and vocalizations, respectively. Relative to pitch tracing, emotion tracing activated medial
superior frontal and anterior cingulate cortex regardless of stimulus type. Additionally, we observed
emotion specific effects in primary and secondary auditory cortex as well as in medial frontal cortex
that were comparable for voice and music. Together these results indicate that similar mechanisms
support emotional inferences from vocalizations and music and that these mechanisms tap on a gen-
eral system involved in social cognition. Hum Brain Mapp 34:1796–1810, 2013. VC 2012 Wiley Periodicals, Inc.
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INTRODUCTION

Many scholars proposed parallels between the emotional
expressions in music and those in the human voice. For

example, Jean-Jacques Rousseau held that ‘‘melody, by
imitating the inflections of the voice, expresses complaints,
cries of sadness or of joy, threats, and moans; all the vocal
signs of the passions are within its scope’’ (1781/1998,
p. 322). The capacity for music to express such passions
was linked to its acoustic substrate, which was thought to
mirror the voice. According to observations by Herbert
Spencer in the 19th century (1857) as well as more recent
acoustic measurements [Juslin, 2000; Scherer, 1986], music
utilizes the same acoustic features for expression as does
the human voice [Curtis and Bharucha, 2010; Ilie and
Thompson, 2006; Juslin and Laukka, 2003]. Thus, music
can imitate vocal expression of emotions.

Given this shared mode of expression, we asked
whether also the perception and brain representations of
emotions in music and vocalizations are similar. We
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presumed such similarity at three processing levels. First,
we predicted similarity in the way vocal and musical
acoustic information is represented in the brain. Second,
we thought that similarity may exist in the way emotions
are inferred from the acoustic representation of vocaliza-
tions and music. Finally, we speculated that voice and
music compare in the way emotional meaning or content
is represented in the brain. In the following, we will
review research that speaks to these processing levels and
justify our hypotheses for the present study.

Perceptual Representations of Voice and Music

The question of how voice and music are represented in
the brain has a long research tradition. Before the advent
of neuroimaging, inferences were made primarily based
on neurological case studies. These suggested a speech
network in left fronto-temporal regions with right hemi-
sphere analogues supporting speech independent vocal
representations [for review see Schirmer and Kotz, 2006].
Moreover, evidence from individuals who lost their musi-
cal abilities due to brain insult suggested a role of the right
hemisphere in the representation of music [e.g., Confav-
reux et al., 1992].

Subsequent neuroimaging research largely confirmed
these observations while providing additional insights [for
reviews see Schirmer and Kotz, 2006; Warren, 2008]. For
example, the passive listening to a mix of speech and non-
verbal human vocalizations has been contrasted with the
passive listening to a mix of other sounds. This revealed
activation differences in the bilateral superior temporal
sulcus (STS) and adjoining gyri [Belin et al., 2000, 2002]
suggesting that these regions support voice sensitive or
perhaps voice specific processing mechanisms. Research
that compared the processing of neutrally spoken words,
pseudo-words and/or reversed words with the processing
of duration and intensity matched synthesized tones or
instrumental notes [Binder et al., 2000; Tervaniemi et al.,
2006] supported this notion. It suggested that temporal
lobe representations of the voice differ even from the rep-
resentations of its acoustic approximation, music. How-
ever, as individual tones may not accurately elicit musical
processing, inferences about differences between music
and voice representations in the brain may be premature.

Emotional Evaluation Mechanisms for

Voice and Music

A second level of similarity in the processing of emo-
tions from voice and music may exist for the mechanisms
that support explicit emotion judgments. For vocalization,
neuroimaging research again implicated frontal and tem-
poral regions. For example, emotion judgments, when
compared to linguistic or acoustic judgments, were found
to activate orbital and inferior frontal gyri as well as supe-
rior temporal regions lateralized to the right hemisphere

[for a review see Schirmer and Kotz, 2006; Wildgruber
et al., 2006]. Additionally, some studies suggested an
involvement of medial frontal regions [Bach et al., 2008;
Fecteau et al., 2007; Peelen et al., 2010; Wildgruber et al.,
2002].

To the best of our knowledge, there are currently no
published neuroimaging studies that investigated emotion
evaluation mechanisms in music by comparing the evalua-
tion of musical emotion expression with an evaluation of
other musical attributes. Thus, the jury is still out as to
whether and in what way music evaluation mechanisms
compare to the ones that support vocal evaluation.

Representation of Emotional Content for

Voice and Music

Finally, voice and music processing may compare in
how emotional content is represented in the brain. Nota-
bly, inquiry in the representations of emotional content
has proved more difficult for vocal and music stimuli than
for the thoroughly studied facial emotional expressions.
Activations are often surprisingly small and unreliable
[Wildgruber et al., 2006]. Yet, some general trends can be
inferred from studies that used salient emotional exclama-
tions (e.g., screams, weeps) or other means to increase ex-
perimental sensitivity.

In vocal processing studies, emotional content represen-
tations have been explored by contrasting emotional and
neutral vocalizations. This revealed activation differences
in previously identified voice sensitive regions. Vocal emo-
tional expressions were found to activate STS and sur-
rounding gyri more strongly than neutral vocalizations
[Bach et al., 2008; Ethofer et al.; 2006; Fecteau et al., 2007;
Grandjean et al., 2005; Phillips et al., 1998]. Moreover, a
recent study employing a multi-voxel pattern analysis
technique [Peelen et al., 2010] revealed emotion category
specific spatial patterns of neuronal activity in the middle
temporal gyrus reaching into the STS (BA 37) as well as in
the medial prefrontal cortex (BA 10).

Research on music processing also probed the neuronal
representations of emotional content. For example, Khalfa
et al. [2005] compared the processing of sad and happy
classical music. They found that minor (sad) and major
(happy) excerpts activated the cingulate cortex and dorso-
lateral frontal regions, with major (happy) excerpts addi-
tionally activating premotor cortex. The involvement of
cingulate and frontal regions has been supported by other
studies contrasting minor and major melodies [Green
et al., 2008] or happy and sad classical pieces [Mitter-
schiffthaler et al., 2007].

Although some of these music activations partially over-
lap with those reported for vocalizations, methodological
differences make inferences about processing similarities
difficult. First, voice and music research focused on
different aspects of emotions. Voice research typically
contrasted emotional with neutral vocalizations, whereas

r Emotion Perception in Voice and Music r

r 1797 r



music research typically contrasted positive with negative
emotion states. Second, while the stimuli used in voice
experiments were highly representative of the vocaliza-
tions humans hear in everyday life, the same did not hold
for the stimuli in music experiments [Janata, 2009]. These
tended to be abstract, of short duration, or from genres of
limited interest to the young listeners typically recruited
for experiments (i.e., classical western music). Therefore,
further research is needed to enable a better comparison of
voice and music processing.

The Present Study

As apparent from the above review, we still know rela-
tively little about the processing of emotions in music and
in what way this processing may be similar or different
from the processing of emotions in the voice. With the
present study, we sought to further this knowledge. To
this end, we presented happy, neutral, and sad vocal and
musical excerpts to participants who processed the
excerpts’ emotional content either explicitly or implicitly.
In the explicit task, participants judged changes in emo-
tional valence, whereas in the implicit task, participants
judged pitch changes.

Given previous difficulties in the identification of emo-
tional content effects, we hoped to increase experimental
sensitivity in the following ways. First, we selected musi-
cal excerpts from popular genres that better reflected com-
mon, everyday musical experiences than excerpts selected
in past research. Second, vocal and musical excerpts were
of longer duration than in most previous studies and
matched for basic acoustic properties. Third, unlike prior
studies that used stimuli belonging to discrete emotion
categories, we used stimuli for which emotions varied on
a continuum from neutral to negative or neutral to posi-
tive. These variations were intended to mimic dynamic
emotional changes present in real-life intercourse. Fourth,
instead of making a categorical judgment after stimulus
offset, participants in the present study used a joystick to
assess emotions or pitch continuously, while listening to
the sounds. This was expected to more effectively engage
emotion evaluation systems [Zaki et al., 2009]. Finally, we
used the mean rating results from each participant, rather
than pre-experimental ratings, to select a subset of partici-
pant-specific sounds for statistical analysis.

To identify overlap and divergence of voice and music
processing regions, we contrasted voice against rest and
music against rest. On the basis of previous research we
predicted that this would reveal activations along the
bilateral STS for the voice contrast. We expected similar
activations for the music contrast, if music evoked acoustic
representations that are shared with the voice. To charac-
terize the emotion evaluation of voice and music, we con-
trasted the explicit emotion task with the implicit task. On
the basis of existing evidence from the voice literature, we
expected lateral and/or medial frontal and temporal acti-

vations for vocalizations and potentially overlapping
regions for music. Finally, we attempted to specify similar-
ities in the representation of emotional content from vocal-
izations and music by contrasting emotional with neutral
stimuli and happy with sad stimuli both in a whole brain
analysis and in functionally defined regions of interest.
Given that psychophysiological consequences [e.g., Ellis
and Thayer, 2010; Schirmer and Escoffier, 2010] are similar
for emotions conveyed vocally and musically, we expected
their representation in the brain to be similar also.

METHODS

Participants

Twenty participants were invited to this study. The data
from four participants were discarded due to technical
problems in the recording of participant behavior. The 16
remaining participants (seven females) were right-handed
and 18–26 years old (mean 21.7, SD 1.9). None of the par-
ticipants reported auditory or neurological impairments.
All participants gave written informed consent and were
financially compensated for their time.

Material

The music stimuli for the present fMRI experiment were
obtained in two steps. First, we selected 139 nonvocal mu-
sical excerpts from popular music genres (i.e., pop, jazz,
and classical music). These excerpts conveyed happy, neu-
tral, or sad emotional states and were unfamiliar to the av-
erage listener. All excerpts were edited to be between 10
and 30 s long. In a second step, the excerpts were sub-
jected to an emotion rating completed by 40 listeners, who
did not participate in the main experiment. Listeners rated
perceived happiness, perceived sadness, emotional clarity
(i.e., how easily the emotion could be identified) and fa-
miliarity of each excerpt on a 10-point scale. We selected
12 happy, six neutral, and 12 sad excerpts with the lowest
familiarity and highest clarity ratings to be included as
final stimuli in the fMRI experiment. The average familiar-
ity of the selected excerpts was rated as 4.5 (SD ¼ 1.1) and
did not significantly differ across the emotion categories
(P > 0.36 for all pairwise comparisons). Participants were
asked to give the maximum familiarity rating only if they
could identify the excerpt. None of the excerpts selected
could be identified. The mean rating scores for the selected
excerpts as well as their average duration are presented in
Table I (see Supporting Information for individual stimu-
lus ratings).

The vocal stimuli for the present fMRI experiment were
obtained by randomly swapping the vowels of 30 proper
English sentences to render them meaningless. A profes-
sionally trained female vocalist then produced all senten-
ces with a very happy, happy, neutral, sad and very sad
intonation. This allowed us to counterbalance sentences
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across vocal-emotional conditions such that a given partici-
pant heard a given sentence only once, while across sub-
jects each sentence occurred in each vocal-emotional
condition. The obtained 150 recordings were subjected to
an emotion rating completed by 20 listeners, who did not
participate in the main experiment. Participants rated per-
ceived happiness, perceived sadness, and emotional clarity
of each excerpt on a 10-point scale. Their rating scores and
average durations are presented in Table I (see Supporting
Information for individual stimulus ratings). Please note
that this and the music rating were conducted primarily to
test the suitability of each stimulus set for emotion
research. Ratings for a given stimulus are relative in that
they always depend on the stimuli/context in which they
are rated. As such a direct comparison of the music and
the voice ratings is not particularly meaningful. More rele-
vant here is a comparison of ratings from listeners
exposed to both music and voice. Such a comparison was
conducted in the main experiment and revealed that the
differences in perceived emotions between the experimen-
tal emotion conditions were comparable for music and
voice. Music and voice stimuli were presented in random
order in the fMRI experiment. Each participant listened to
the 30 musical excerpts and to 30 sentences (each compris-
ing 12 happy, six neutral, and 12 sad stimuli). All excerpts
were presented twice resulting in 120 trials.

Both music and voice stimuli were at standard CD qual-
ity (44,100 Hz, 16 bits). To control for loudness differences
all the stimuli were normalized to the same average root
mean square amplitude. Furthermore, we ensured that
music and voice compared in average pitch [t(29.6) ¼ 1.20,
P ¼ 0.24; meanmusic ¼ 188 Hz; meanvoice ¼ 169 Hz] as esti-
mated with a harmonic power spectrum technique
[Schroeder, 1968] and duration [t(42.7) ¼ 0.33, P ¼ 0.74;
meanmusic ¼ 17.3 s; meanvoice ¼ 17.4 s]. Please note that
although the sounds used here were matched for basic
acoustic parameters, they were nevertheless acoustically
different. Such differences cannot be perfectly controlled
as equating two sounds acoustically would make them
identical and render their comparison meaningless. There-
fore, in the present as in previously published work [e.g.

Belin et al., 2000] differences in brain activation between
music and voice could reflect both higher order functional
as well as basic acoustic differences. One may nevertheless
make inferences about higher order functional commonal-
ities in the processing of music and voice by considering
two points. First, regions outside auditory cortex likely
reflect higher order processes. Second, within-modality
contrasts should remove basic acoustic processes both dif-
ferent and common to music and voice. A conjunction
analysis of such contrasts should thus inform about higher
order functional similarities inside or outside auditory
regions without the confounding effect of acoustic
differences.

Procedure

One day before the fMRI experiment, participants
underwent a 15 min practice session to familiarize them-
selves with the response device and the tasks judging
excerpts not presented during the main experiment. On
the day of the experiment, participants were lying in the
scanner with eyes closed wearing linear frequency
response earplugs, which protected against the back-
ground scanner noise without altering the frequency con-
tent of the stimulus. Above these earplugs, participants
wore MRI-compatible headphones (SereneSound system,
Resonance Technology).

Figure 1 gives a graphical illustration of our procedure.
Music and voice stimuli were presented in a pseudo-ran-
dom order and with an inter-stimulus interval of 3 s.
While listening, participants performed one of two tasks.
One task required them to track the pitch of voice and
music stimuli (i.e., pitch task), whereas the other task
required them to track emotional expression (i.e., emotion
task). They accomplished both tasks by operating a joy-
stick placed beside their body and held by half the partici-
pants with the right hand and by the remaining
participants with the left hand. The center position of the
joystick was the reference. In the pitch task, this reference
corresponded to the pitch perceived at stimulus onset.
Half the participants were instructed to move the joystick

TABLE I. Stimulus ratings (1–10 scales) and average durations for the voice and music excerpts

Emotion

Ratings

Duration (s) Average pitch (Hz)Perceived happiness Perceived sadness Emotional clarity Familiarity

Voice
Happy 6.1 (0.7) 2.3 (0.7) 6.6 (1.0) – 16 (2.3) 182 (15)
Neutral 3.7 (1.0) 3.7 (1.0) 5 (0.9) – 16.7 (2.0) 160 (24)
Sad 2.3 (1.0) 6.2 (1.1) 6.9 (1.0) – 19.6 (3.2) 160 (16)

Music
Happy 8.7 (1.2) 2.8 (0.6) 8.6 (0.9) 4.5 (1.3) 16.1 (2.5) 141 (46)
Neutral 5.2 (1.2) 5.0 (1.1) 6.4 (0.4) 5.0 (0.7) 17.1 (2.0) 199 (103)
Sad 3.4 (0.7) 7.7 (0.9) 8.2 (0.7) 4.4 (1.0) 18.8 (3.4) 231 (95)

Standard deviations are indicated in parentheses.
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leftwards for increases in pitch and rightwards for
decreases in pitch. The remaining participants performed
the opposite motion. In the emotion task, joystick center
position corresponded to a neutral expression. Half the
participants were asked to move the stick leftwards if they
felt the stimulus to become sad and rightwards if the felt
the stimulus to become happy. The remaining participants
performed the opposite motion. Tasks were presented in
alternating blocks each comprising five stimuli. The task
was announced by a synthesized female voice saying
‘‘pitch’’ or ‘‘emotion.’’ Half the participants started with
the pitch task, whereas the remaining participants started
with the emotion task.

Participant-Specific Selection of Stimuli to be

Included in Data Analysis

The joystick movements in the emotion task were used
to derive an average emotion rating for each participant
and stimulus.1 From these ratings, the six most positive,
the six most neutral, and the six most negative musical
excerpts and vocalizations were selected. Only these stim-
uli were considered experimental stimuli in the data
analysis.

Image Acquisition

Anatomical and functional MR images were acquired
using a 3 Tesla Siemens Magnetom Trio system (Siemens,
Erlangen, Germany). A high-resolution T1-weighted
Magnetization Prepared Rapid Gradient Recalled Echo
(MPRAGE) was applied to generate the anatomical image.
Volumes consisted of 192 axial slices of 1 mm thickness
with no gap [voxel size ¼ 1 � 1 � 1; TR ¼ 2,530 ms; TE ¼
1.64 ms; flip angle ¼ 7�; field of view (FOV) ¼ 256 � 256
mm; acquisition matrix ¼ 256 � 256]. Functional images
were acquired using single-shot echo-planar imaging (EPI)
with 36 ascending 3.3 mm (no gap) axial slices parallel to
the AC-PC plane (voxel size ¼ 3 � 3 � 3.3; TR ¼ 2 s, echo
time ¼ 30 ms; flip angle ¼ 90�; FOV ¼ 192 mm; matrix ¼
64 � 64). In total, 1337 EPI volumes were collected in one
run. For better co-registration between the anatomical and
functional images, 36-slices low-resolution anatomical

images with the same slice position and orientation as the
functional images were acquired with 3.609 mm thickness
(no gap; FOV ¼ 192 � 192 mm; matrix ¼ 256 � 256).

Data Analysis

Because the cortex is a convoluted sheet with sulco-gyral
folding patterns, functionally distinct regions may be close
to each other in a volume space but geometrically distant
when measured along the cortex. This geometric property
of the cortex is well preserved in a cortical surface model.
Indeed, it has been shown that surface-based registration is
superior to volume-based registration in fMRI group analy-
sis [Anticevic et al., 2008]. Thus our data was both spatially
normalized to and analyzed on a cortical surface model.

Image segmentation and cortical surface generation

Anatomical MR images were first transformed to the
Montreal Neurological Institute (MNI) space by affine
registration using FLIRT from the FSL library [Jenkinson
et al., 2002]. The algorithm maximized the correlation ratio
between participant’s image and the MNI average tem-
plate (ICBM152) and images were resampled using a tri-
linear interpolation. All subsequent preprocessing steps
were performed in MNI space. Every voxel in the anatom-
ical images was first labeled as cerebrospinal fluid (CSF),
gray matter (GM), white mater (WM), lateral ventricles, or
subcortical structures (hippocampus, amygdala, caudate,
putamen, globus pallidus, and thalamus) using a Markov-
Random field model [Fischl et al., 2002]. An inner surface
was then defined at the boundary of GM and WM and
propagated to the boundary of GM and CSF to form an
outer surface [Dale et al., 1999]. Both image labeling and
surface generation were conducted using Freesurfer
(http://surfer.nmr.mgh.harvard.edu). A fiducial surface,
defined as a surface equidistant to the inner and outer
surfaces, was then generated. To reduce noise features and
small changes in shapes such as small spikes, this surface
was smoothed by changing the location of each vertex to-
ward the barycenter of its first neighbors. The smoothed
fiducial surface was used as the geometric representation
of the cortical surface for the analysis and figures. To

Figure 1.

FMRI experimental paradigm. The pitch and emotion tasks were presented in alternating blocks

separated by a 25 s break. The music and voice stimuli within each block were presented in

pseudorandom order. [Color figure can be viewed in the online issue, which is available at

wileyonlinelibrary.com.]
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facilitate localization of activation on the surface, we fur-
ther divided the left and right template surfaces into thirty
one regions based on anatomical definitions in Fischl et al.
[2004] and Desikan et al. [2006].

Cortical surface registration

To allow group analysis, we employed a multi-manifold
large deformation diffeomorphic metric mapping (MM-
LDDMM) algorithm to align the participants’ cortical fidu-
cial surfaces to a template generated from one participant
in the study [Zhong and Qiu, 2010]. The MM-LDDMM
algorithm utilizes different cortical representations (fidu-
cial surface and gyral curves) and seeks an optimal diffeo-
morphic transformation (one-to-one, reversible, smooth,
with topological preservation) to map one fiducial surface
to another. The algorithm improves the quality of local
alignment by incorporating the geometry of five reliable
gyral curves, and controls the quality of both global and
regional alignment by incorporating the geometry of the
fiducial surface. The five gyral curves included the pre-
central gyrus, post-central gyrus, superior temporal gyrus,
middle temporal gyrus and the inferior temporal gyrus.
They were chosen because they are consistently present
and are readily identifiable on the cortex around the
regions of interest for our study. They were semi-auto-
matically extracted from the fiducial surface using
dynamic programming [Ratnanather, 2003; Zhong and
Qiu, 2010] and manually labeled. The accuracy of the MM-
LDDMM algorithm alignment of the fiducial surfaces was
evaluated by comparing it with the diffeomorphic curve
mapping and the diffeomorphic surface mapping [Zhong
and Qiu, 2010; Zhong et al., 2010].

Projection of functional data to surface

The functional volumes were first preprocessed using
SPM5 (Wellcome Trust Centre for Neuroimaging). To this
end, the temporal offsets between slices were corrected
using a sinc interpolation. Data was then corrected for
motion artifacts and a temporal high pass filter with a cut-
off frequency of 1/190 Hz was used for baseline correction
of the signal. Grand mean scaling was applied for global
normalization of the data to remove the scanner gain. In-
tensity at each voxel was scaled by the average intensity
derived from all voxels of all fMRI volumes and then mul-
tiplied by 100. The functional data was then transformed
to MNI space and projected on each participant’s fiducial
surface in MNI space. For each participant, the low resolu-
tion anatomical image was rigidly aligned to the MNI-reg-
istered high resolution image. The functional volumes
were then rigidly aligned to the low resolution anatomical
image now in MNI space. Because the fiducial surface was
generated from the MNI-registered high resolution image,
both functional volumes and fiducial surface were in MNI
space prior to the functional data projection. The projec-
tion required a reduction of dimensionality: the assign-

ment of the functional data in the 3D volume to locations
on the fiducial surface. The mapping of a voxel in the
functional volumes to a vertex on the fiducial surface was
performed in two steps. In the first step, we defined a set
of voxels associated with each vertex on the fiducial sur-
face as all GM voxels within 2 mm of the vertex. In the
second step, we averaged the functional data over this set
of voxels and assigned it to the vertex [Qiu et al., 2006b].
As the coregistration of anatomical and functional volumes
was visually controlled, the procedure was conducted
under the assumption of no misregistration. For fMRI
group analysis, we then transferred individual functional
data on the template surface derived from the MM-
LDDMM transformation. Finally, the functional data was
spatially smoothed on the template surface using ortho-
normal bases of the Laplace-Beltrami operator [equivalent
to Gaussian smoothing with a kernel of 12 mm FWHM;
Chung et al., 2005; Qiu et al., 2006a].

Surface-based statistical analysis: First level

We analyzed our data in a general linear model frame-
work [Friston et al., 1995], fitting a linear model at each
location on the template surface. The analysis was per-
formed in MATLAB using code from SPM5 (Wellcome
Trust Centre for Neuroimaging). The first level model
included regressors modeling all combinations of material
(voice, music), task (pitch, emotion) and emotional content
(happy, neutral, sad). This resulted in 12 experimental
regressors. Additional regressors modeled the cues for rat-
ing pitch or emotion, the happy and sad voice and music
stimuli not included for analysis, six movement parame-
ters (translation and rotation for x, y, z axis, respectively)
and an intercept. For each regressor, events were modeled
as short stimulus blocks, time-locked to stimulus onset
and convolved with the synthetic hemodynamic response
function provided by SPM5 [Friston et al., 1998].

Surface-based statistical analysis: Second level

To examine commonalities and differences between con-
ditions, the relevant individual participant contrasts were
computed and subjected to second-level random effect
analyses [Holmes and Friston, 1998]. First, commonalities
between music and voice irrespective of task were identi-
fied using a conjunction of the two contrasts music minus
resting baseline and voice minus resting baseline. Activa-
tion differences were explored using the contrast music
minus voice. Second, overlaps between the neural corre-
lates of emotion evaluation in music and voice were deter-
mined by computing the contrasts emotion task minus
pitch task for both materials separately and computing
their conjunction. Potential differences in emotion evalua-
tion regions between music and voice were explored using
an overall interaction contrast (i.e., [emotion music�pitch
music]�[emotion voice�pitch voice]). Finally, we per-
formed a whole brain analysis to investige the effect of
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specific emotional content. We contrasted happy and sad
with neutral stimuli, and happy with sad stimuli, for both
music and voice. The effect of emotional content was fur-
ther investigated using an ROI analysis described further
below.

All differences between conditions were tested using
one sample t-tests implemented in a GLM model. Con-
junctions were tested using the conjunction null hypothe-
sis test [Nichols et al., 2005] after contrasts were entered in
a second level ANOVA model. Because statistical compari-
sons were performed at 142,310 cortical locations, we con-
trolled for multiple comparison at the cluster level using
random field theory [Andrade et al., 2001; Worsley et al.,
1996]. We set the vertex-level threshold at P < 0.001 uncor-
rected and a cluster size threshold at 112 mm2, corre-
sponding to a corrected significance level of P < 0.05. For
vizualization, the t-statistical maps were rendered on the
surface template using an uncorrected significance level of
P < 0.001.

Region of interest analysis

The effect of specific emotional content on regions identi-
fied by the whole-brain analysis was explored using func-
tional regions of interest (ROIs). The average BOLD signal
time course of each ROI resulting from the whole-brain
analysis was extracted and the average signal was com-
puted in a time-window time-locked to the onsets of each
condition. The average signal during rest periods was then
subtracted and the results scaled by this value and multi-
plied by 100. The resulting percent signal changes with ref-
erence to the resting baseline were then analyzed using
ANOVAs with Material (voice, music), Task (emotion,
pitch) and Emotional Content (happy, sad, neutral) as
repeated measures factors. An ROI factor was added when
relevant. It should be noted that some of the effects tested
in the ANOVAs were not fully independent from the ROI
selection procedure. We considered these only if they inter-
acted with the effect of Emotional Content.

RESULTS

Behavioral Results

The continuous rating procedure used here differs from
classical approaches and one might ask whether partici-
pants were indeed able to rate emotions using a joystick.
To investigate this question we computed the correlation
between the emotion ratings derived from joystick move-
ments and the initial stimuli ratings derived using the
classical, categorical procedure. The ratings from both pro-
cedures were highly correlated for both voice stimuli [r ¼
0.83, t(148) ¼ 17.8, P < 0.001] and music stimuli [r ¼ 0.92,
t(28) ¼ 12.3, P < 0.001]. This shows that participants were
able to rate emotions using the joystick and that their
mean rating values corresponded in accuracy to the accu-
racy of traditional categorical ratings.

To further assess perceived emotion from voice and
music, the joystick ratings were analyzed using an
ANOVA with Material (voice, music) and Emotional Con-
tent (happy, sad, neutral) as repeated measures factors. A
significant Emotional Content effect [F(2, 30) ¼ 14, P <
0.01] revealed that neutral stimuli were rated as less nega-
tive than sad stimuli [t(30) ¼ 9.2, P < 0.001] and as less
positive than happy stimuli [t(30) ¼ 8.3, P < 0.001]. Addi-
tionally, a significant Material effect [F(1, 15) ¼ 50.4, P <
0.001] indicated that participants perceived vocalizations
to be more positive than music. Importantly, Emotional
Content and Material failed to interact [F(2, 30) ¼ 1.6, P ¼
0.21] suggesting that the Emotional Content effect was
comparable for voice and music.

Neuroimaging Results

Music and voice processing

Regions involved in the processing of music and vocal-
izations were investigated by contrasting each stimulus
type to the resting baseline and subjecting the resulting
contrasts to a conjunction analysis. This analysis revealed
activity in parts of Heschl’s Gyrus (HG, BA 41) and the
planum temporale (PT, BA 42) bilaterally (Fig. 2, Table II).
Regions involved in the preferential processing of a stimu-
lus type were investigated by contrasting music and vocal-
izations. For music, this revealed activity in the left PT
and the right HG with activation along its medial border
reaching to the first transverse sulcus at the anterior bor-
der of HG (Fig. 3, Table II). For vocalizations, we found
activity in the superior and middle temporal gyrus (BA
21/22) and the cuneus (BA 19) in the left hemisphere. In
the right hemisphere, activations showed in the superior
temporal gyrus (BA 22), the temporal pole (BA 38) and the
precuneus (BA 7, Fig. 4, Table II).

Emotion evaluation

Regions implicated in the evaluation of both musical
and vocal emotional expressions were identified by con-
trasting the emotion task with the pitch task for both
music and vocalizations. The resulting contrasts were sub-
jected to a conjunction analysis to determine regions of
overlap (Fig. 5, Table II). This analysis revealed an activa-
tion cluster in the left and right medial superior frontal
gyrus (BA 10), with the right cluster extending from the
posterior part of the superior frontal gyrus (BA 10) to the
rostral anterior cingulate gyrus (BA 32). In these clusters,
activity was greater for the emotion as compared to the
pitch task. No brain regions were identified in which ac-
tivity was greater for the pitch as compared to the emotion
task. Regions activated preferentially for music or voice
during emotion evaluation were explored in an interaction
analysis (see methods). This analysis revealed activity in
the left intraparietal gyrus, which was further explored in
the ROI analysis reported below.
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Emotional content representation

We investigated the effect of emotional content both in a
whole-brain analysis and using a functional ROI approach.

The whole brain analysis contrasted the emotional (happy
and sad) with the neutral stimuli and the happy with the
sad stimuli for both music and voice. These and the oppo-
site contrasts were non-significant.

TABLE II. Peak activations corrected for multiple comparisons

Anatomical location BA Hemisphere

MNI coordinates

Z score Area (mm2)x y z

Voice >Rest � Music > Rest
Heschl’s Gyrus 41/42 L �60 �23 15 5.46 1136
Heschl’s Gyrus/Temporal Plane 41/42 R 60 �19 12 4.95 841

Voice > Music
Superior/Middle Temporal Gyrus 21/22 L �54 �16 12 5.32 2224
Temporal Pole 38 R 54 14 �24 3.66 132
Superior Temporal Gyrus 22 R 64 �4 �7 4.42 1149
Cuneus 19 L �1 �80 37 4.26 196
Precuneus 7 R 9 �69 45 4.22 316

Music > Voice
Planum Temporale 42 L �51 �35 13 4.16 144
Heschl’s Gyrus 41 R 43 �13 �2 5.74 282

Emotion Task > Pitch Task (Music � Voice)
Medial superior frontal gyrus 10 L �4 57 8 5.12 126
Anterior cingulate gyrus 32 R 11 45 0 4.36 109

1fMRI data analysis using dynamic changes around the average rating as a regressor revealed no significant results.

Figure 2.

Regions jointly activated by music and vocalizations when compared to rest in the left (A) and

right (B) hemisphere. Across these regions, we observed an effect of emotional content in the

pitch task but not in the emotion task (C). Error bars represent within-participant standard

error of the mean (Loftus and Masson, 1994). The dash (#) sign represents a tendential effect.
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ROI analyses were performed to investigate the effect of
emotional content in the regions identified in the previous
analyses. First, common and different activations for voice
and music as described in the Music and voice processing

section were subjected to separate ANOVAs with ROI
(regions identified in the whole brain analysis), Task (emo-
tion, pitch), Material (music, voice), and Emotional content
(sad, neutral, happy) as repeated measures factors. For

Figure 4.

Regions with greater activity when listening to vocalizations as

compared to music. The statistical t-map was thresholded at an

uncorrected vertex-level threshold of P < 0.001 and clusters

smaller than the cluster size threshold (112 mm2) were

excluded. Significant differences were found in (A) the left ven-

tral superior temporal gyrus (BA 22), dorsal middle temporal

gyrus (BA 21), (B) right ventral superior temporal gyrus (BA22),

temporal pole (BA 38), (C) left cuneus (BA 19), and (D) right

precuneus (BA 7).

Figure 3.

Regions with greater activity when listening to music as compared to vocalizations. The statistical

t-map was thresholded at an uncorrected vertex-level threshold of P < 0.001, and clusters

smaller than the cluster size threshold (112 mm2) were excluded. Significant effects were found

in (A) left planum temporale and (B) the right first transverse sulcus and part of HG. The red

arrows indicate the positions of the two activations.
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activations common to voice and music, the Task by Emo-
tional Content interaction was significant [F(2, 30) ¼ 3.70,
P < 0.05, Fig. 2]. Follow-up analysis for the pitch task
revealed tendentially greater activity for happy as com-
pared to sad [F(1, 15) ¼ 3.7, P ¼ 0.07] and neutral [F(1, 15)
¼ 3.2, P ¼ 0.09] stimuli. Notably, these observations were
made in two thirds of the participants (11 out of 16). The
difference between neutral and sad stimuli was non-signif-
icant (P > 0.38). No effects were observed in the follow-up
analysis for the emotion task (all Ps > 0.7). For activations
differing between voice and music, there were no signifi-
cant effects involving Emotional Content (Ps > 0.13).

Second, we investigated the effect of Emotional Content
on the frontal emotion evaluation regions identified in the
whole brain analysis described in the section Emotion
evaluation. For activations identified in this analysis an
ANOVA with ROI (L mSFG, R mSFG/ACC), Task (emo-
tion, pitch), Material (music, voice), and Emotional Con-
tent (sad, neutral, happy) as repeated measures factors
revealed an interaction between ROI, Task and Emotional
Content [F(4, 60) ¼ 3.71, P < 0.05]. Follow-up analysis of
the Task by Emotional Content interaction in the left
medial SFG ROI [F(2, 30) ¼ 3.20, P ¼0.05, Fig. 5] revealed
for the Emotion task a tendentially higher activity for neu-
tral as compared to sad stimuli [F(1, 15) ¼3.9, P ¼ 0.07].

These observations were again made in 11 of the 16 partic-
ipants. The difference between neutral and happy stimuli
was non-significant [F(1, 15) ¼ 0.04, P ¼0.84]. No effects
were observed in the follow-up analysis for the pitch task
(all Ps > 0.11). There were no significant effects of Emo-
tional Content in the right mSFG/ACC and the intraparie-
tal region (Ps > 0.1).

DISCUSSION

The aim of the present study was to compare the neuro-
nal substrates that mediate emotional music and voice
processing. The three different aspects of this processing
that were of interest here are discussed separately below.

Voice and Music Processing in the

Temporal Lobe

While surprisingly complex information is already rep-
resented at the level of the brainstem and the diencepha-
lon [Strait et al., 2009; Tervaniemi et al., 2006; von
Kriegstein et al., 2008], most aspects of sound recognition
rely on cortical representations and thus input from HG.
Past research suggests that primary auditory cortex in HG

Figure 5.

Regions with greater activity during the emotion as compared

to the pitch judgment task in the conjunction of music and

voice. The statistical t map was thresholded at an uncorrected

vertex-level threshold of P < 0.001, and clusters smaller than

the cluster size threshold (100 mm2) were excluded. Significant

effects were found in (A) lateral superior frontal gyrus and (B)

right anterior cingulate gyrus. Error bars represent within-partic-

ipant standard error of the mean (Loftus and Masson, 1994).

The dash (#) sign represents tendential effects. PSC, percent sig-

nal change.
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is differently specialized in the left and right hemisphere
[Schönwiesner et al., 2005; Zatorre and Belin, 2001]. Slow
spectral changes perceived as changes in melody or pitch
are favored by the right hemisphere, which presumably
has a large temporal integration window suited for these
changes. In contrast, fast spectral changes, as those repre-
senting consonants in speech, are favored by the left hemi-
sphere, which has a relatively smaller integration window.
Researchers believe that this specialization explains the
different lateralization patterns for music and speech. A
greater significance of slow spectral changes in music
plays to the right hemisphere, whereas a greater signifi-
cance of fast spectral change in speech linked to articula-
tion plays to the left hemisphere [Zatorre et al., 2002].

The present results accord with this. Compared to the
spoken, nonsensical utterances used here, music more
strongly activated the right HG. That music and vocaliza-
tions activated the left HG to the same extent likely reflects
the nature of the vocal stimuli (i.e., non-meaningful
speech) and the absence of a linguistic task [Gandour
et al., 2003; Imaizumi et al., 1998; Shtyrov et al., 2005].
Both music and voice activated the bilateral PT, which
forms an extension of HG in the superior temporal gyrus.
Surprisingly this activation was more left lateralized for
music than for vocalizations. Again, this may be explained
by the nature of the present stimuli. While music stimuli
were multi-instrumental comprising several spatial sour-
ces, vocalizations originated from only one source. Thus,
music may have been more likely to recruit auditory scene
analysis processes supported by the left temporal plane
[Deike et al., 2004; Micheyl et al., 2007].

Importantly, temporal regions more strongly activated
when contrasting voice with music listening were the
bilateral STG, the left MTG, and the right temporal pole.
These activations map onto previous reports of voice sen-
sitivity in the temporal lobe [Belin et al., 2000]. Moreover,
together with the activations observed in the occipital and
parietal lobe, they suggest that even when contrasted with
melodically and harmonically rich music, vocalizations are
more likely to recruit multi-sensory [Brosch et al., 2009;
Kawase et al., 2005] and attention processes [Brosch et al.,
2008; Sander at al., 2005]. A reason for this may be that
vocalizations play a more important role in social interac-
tions, which critically determine what humans attend to
and act on [Pittam, 1994].

Emotion Evaluation in the Frontal Lobe

Although vocalizations may be special in some respect,
they share basic properties with music. In particular, the
expression of emotions has been shown to be similar
between the two [Juslin and Laukka, 2003] and for both,
well accounted for by a current emotion model [Scherer,
2003; Zentner et al., 2009]. Evidence for culturally univer-
sal recognition of vocal [Chua and Schirmer, 2011; Pell
and Skorup, 2008] and musical emotions [Fritz et al., 2009]

furthermore suggests that emotion recognition for both
types of sounds is largely innate. Thus, one would expect
the underlying perceptual processes to be comparable. The
present results support this idea. Contrasting the emotion
task with the pitch task revealed no different but common
activations for music and vocalizations. Specifically, both
activated an area in the medial SFG bilaterally reaching
into the anterior cingulate.

These activations compare to those reported by Peelen
and colleagues [2010] who compared emotional processing
of voice, body movements, and facial expressions. As such
the present results corroborate the notion that the medial
prefrontal cortex supports supramodal emotional represen-
tations. Additionally, they indicate that such representa-
tions go beyond basic nonverbal cues but include
secondary means of emotional expression such as music.
Interestingly, the structures identified here have also been
implicated in mentalizing or theory of mind (ToM). For
example, the processing of short stories that require listen-
ers to infer the mental state of story agents activates the
medial SFG relative to stories about physical events that
do not require mentalizing [Fletcher et al., 1995; Gallagher
et al., 2000; Gobbini et al., 2007]. These and other findings
are reviewed by Carrington and Bailey [2009] who high-
light the medial SFG as the most consistently activated
structure related to ToM. Moreover, this structure appears
to be of particular significance for a subset of ToM tasks
related to empathy. Evaluating the emotional state of
others in a real life situation (e.g., from audiovisual record-
ing) activated this region [Zaki et al., 2009].

Interestingly, the medial SFG rarely emerges as a promi-
nent structure in the music and voice processing literature.
For voice, the SFG has been reported occasionally, but not
frequently enough to feature in current models [Schirmer
and Kotz, 2006; Wildgruber et al., 2006]. The reason for
this may lie in the nature of the stimuli and tasks that
were typically used. Stimuli were typically very clear with
respect to their emotional value – that is they were
selected as best representatives for a given emotion. More-
over, participants were required to assign stimuli to two
or three categories (e.g., emotional, neutral). Notably, one
study that deviated from this procedure reported ACC ac-
tivity that partially overlaps with the medial SFG activity
observed here [Wildgruber et al., 2002]. In this study, par-
ticipants listened to two sentence pairs with subtle acous-
tic differences and were asked to indicate which of the
two was more expressive. Thus, relative to other work, the
task was more challenging and encouraged continuous
emotion evaluation likely more suitable to elicit activity in
the medial SFG. In line with this, the present study found
activity in the left medial SFG at peak when the average
rating of sounds was neutral—suggesting that the more
ambiguous sounds recruited this region more strongly.

For music, medial frontal regions are traditionally not
considered central processing hubs [e.g., Levitin and Tiro-
volas, 2009; Peretz and Zatorre, 2004]. For example, in the
neuropsychological literature on emotion in music those
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regions have, to the best of our knowledge, never been
investigated. In light of the present findings, this could
explain why this literature never identified a general defi-
cit in the perception of emotions from music [Gosselin
et al., 2005, 2006, 2007, 2011; Peretz et al., 1998]. In the
neuroimaging literature, medial frontal regions have
recently been shown to respond to familiar and pleasant
musical stimuli [Janata, 2009b; Plailly et al., 2007] and
recent theoretical proposals highlight their importance
[Janata, 2009a; Livingstone and Thompson, 2009]. For
example, Janata [2009a] argues that empathic and self-ref-
erential processes supported by these regions critically
contribute to the appreciation of music in everyday listen-
ing contexts. That, nevertheless, music emotion researchers
failed to consistently observe medial frontal activations
likely reflects the fact that one of their important functions,
the evaluation of perceived emotions, has hitherto not
been probed with ecologically valid musical stimuli.

Brain Representations of Emotional Content

A final goal of the present study was to identify regions
recruited by specific emotional content. To this end, we
conducted both a whole brain and a more sensitive ROI
analysis [Saxe et al., 2006]. Despite all the measures taken
to increase experimental sensitivity, the whole brain analy-
sis was non-significant. This maps onto existing work,
which in the large majority reports negative results [Wild-
gruber et al., 2006]. Those that found emotion-specific acti-
vations used extreme emotion exclamations [Fecteau et al.,
2007], resorted to less conservative statistical thresholds
[Khalfa et al., 2005], restricted the analysis to specific
regions, used more sensitive multivoxel pattern analysis
[Ethofer et al., 2009] and/or used a larger number of par-
ticipants [Ethofer et al., 2006].

Overall, this suggests that the areas representing specific
emotional content for music and voice vary across and pos-
sibly within individuals making it difficult to identify con-
sistent effects in a whole-brain analysis. Inter- and intra-
individual variations in the localization of emotion-specific
areas can be linked to music and voice having different
relevance for different individuals in different contexts. For
instance, brain responses to emotional voices have been
shown to depend on social orientation [Schirmer et al.,
2004], gender [Schirmer et al., 2008], and musical expertise
[Strait et al., 2009]. Aside from differences in personal rele-
vance, variation in brain activation could arise from differ-
ences in the contexts in which representations were
acquired and the actions they were linked to.

Nevertheless, one may expect auditory emotional proc-
essing to have a common denominator across individuals.
To identify this denominator, we complemented the whole
brain analysis with a more sensitive ROI analysis guided
by functional activations observed when contrasting stimu-
lus type or task. Here, we found an emotion effect in the
bilateral HG and PT as well as in the medial frontal cortex.

In the bilateral HG and PT, activity tended to be greater
for happy as compared to neutral and sad sounds. This
effect is likely related to the greater arousal of happy rela-
tive to neutral and sad stimuli, which is conveyed by dif-
ferences in tempo, intensity and pitch [Banse and Scherer,
1996]. In the medial frontal cortex, neutral sounds tended
to elicit greater activity than emotional sounds. This effect
is likely related to emotion evaluation difficulty, which
was greatest for the neutral sounds that comprised few
clear emotion signals [Leitman et al., 2010].

While the former effect in HG and PT was present dur-
ing implicit but not explicit emotion processing, the latter
effect in the medial SFG was present during explicit but
not implicit emotion processing. Differential emotion con-
tent effects as a function of task have been reported previ-
ously [Critchley et al., 2000; Hariri et al., 2000, 2003]. For
example, Critchley and colleagues found greater activity to
emotional as compared to neutral facial expressions in pri-
mary visual cortex and amygdala during an implicit but
not during an explicit task. In contrast, the explicit task
produced greater activity to emotional as compared to
neutral facial expressions in the fusiform gyrus and mid-
dle temporal gyrus among others. In line with this, the
present study suggests that emotion content effects differ
depending on whether emotions are evaluated implicitly
or explicitly. The former seems to elicit changes in primary
sensory and emotion structures, whereas the latter seems
more likely to elicit changes in structures that support the
explicit evaluation of social information.

CONCLUSIONS

Together, the present results extend existing work by
showing that music and voice recruit specific, yet partially
overlapping, networks. Moreover, greater activations
beyond PT for vocalizations relative to music confirm the
notion of vocalizations being particularly important for the
human auditory system. Nevertheless, the mechanisms by
which listeners evaluate and represent emotions coded in
voice and music are comparable. Judging emotions in both
voice and music activates the medial SFG suggesting a
common reliance on processes involved in social cognition.
Moreover, emotion specific but not stimulus specific repre-
sentations emerge in low-level perceptual systems during
implicit processing and in high-level evaluative systems
during explicit processing. Although the range of emotions
expressed by music can extend beyond that of the voice
and vice versa [Juslin and Laukka, 2003; Zentner et al.,
2009], our findings imply basic overlap and support the
notion that music may mirror the voice [Rousseau, 1781,
1992; Spencer, 1857].
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