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Abstract: Performance errors are associated with distinct electrophysiological and hemodynamic signa-
tures: a fronto-central error-related negativity (ERN) is seen in the event-related potentials and a net-
work of activations including medio-frontal, parietal, and insular cortex is revealed by functional
magnetic resonance imaging. We used simultaneous electroencephalography and functional magnetic
resonance imaging (fMRI) to characterize the relationship between the electrophysiological and hemo-
dynamic responses to errors. Participants performed a modified Flanker task. When analyzed inde-
pendently, we found the ERN and hemodynamic activations in dorsal anterior cingulate cortex,
superior frontal gyrus, precentral gyrus, inferior frontal gyrus, and inferior parietal lobule. fMRI-
informed dipole modeling and joint independent component analysis (ICA) were used to couple elec-
trophysiological and hemodynamic data. Both techniques revealed a temporal evolution of the areas
found in the fMRI analysis, with the right hemisphere activations peaking before the left hemisphere.
However, joint ICA added information, revealing a number of cortical and subcortical areas that had
not been shown with parametric mapping. This technique also uncovered how these areas evolve over
time. All together, these analyses provide a more detailed picture of the spatiotemporal dynamics of
the processing of performance errors. Hum Brain Mapp 33:1621-1633, 2012.  © 2011 Wiley Periodicals, Inc.

Key words: electroencephalography; functional magnetic resonance imaging; multimodal imaging;

error; error-related negativity

*

*

Additional Supporting Information may be found in the online
version of this article.

Contract grant sponsor: DFG; Contract grant number: SFB 779/
A5; Contract grant sponsor: DAAD/“la Caixa”; Contract grant
sponsor: BMBF

*Correspondence to: Thomas F. Miinte, Department of Neurology,
University of Liibeck, Ratzeburger Allee 160, 23538 Liibeck, Ger-
many. E-mail: thomas.muente@neuro.uni-luebeck.de

Received for publication 26 August 2010; Revised 17 February
2011; Accepted 20 February 2011
DOI: 10.1002/hbm.21305

Published online 26 May 2011
(wileyonlinelibrary.com).

in Wiley Online Library

© 2011 Wiley Periodicals, Inc.

INTRODUCTION

Processing of Errors: Evidence From
Electrophysiological and Neuroimaging Studies

Errors are psychologically significant events. From reli-
gion to science, from psychoanalysis to behaviorism, what
goes on inside our heads when we make a mistake and
how we deal with its consequences has occupied people
for hundreds of years. About 20 years ago, a number of
pioneering studies were published which described how
our brains react when we commit an error [Falkenstein
et al., 1990, 1991]. Since then numerous electroencephalog-
raphy (EEG) studies [see, e.g., Ehlis et al.,, 2005; Gehring
et al.,, 1993; Gentsch et al.,, 2009; Luu et al., 2003; Miiller
et al.,, 2005] have described a negative deflection of the
event-related potential (ERP), most prominent in fronto-
central electrodes, which occurs around 50-100 ms after
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making an erroneous response, and has been labeled
error-related negativity (ERN). The ERN is often followed
by a so-called error-positivity (Pe), which peaks around
200-450 ms after the incorrect response and has a centro-
parietal scalp distribution. Source modeling has consis-
tently located the neural generator of the ERN in the pos-
terior medial frontal cortex [Dehaene et al., 1994;
Herrmann et al., 2004; Keil et al., 2010; Mathewson et al.,
2005].

Several theories have tried to explain the significance of
the ERN, the most recent ones viewing it is a consequence
of the conflict between the mental representation of the
correct and the given response [van Veen and Carter,
2002; Yeung et al., 2004], or part of a reinforcement-learn-
ing process [Holroyd and Coles, 2002]. Lately, the impor-
tance of motivational and emotional components has also
been highlighted [Hajcak et al., 2004, 2005], with studies
showing that cognitively more significant errors elicit a
greater ERN [Hajcak et al., 2005], or that the ERN can be
modulated by inducing short-term negative affect [Wis-
wede et al., 2009].

Functional magnetic resonance imaging (fMRI) studies
on error processing have used similar tasks as the afore-
mentioned ERP studies and have identified greater hemo-
dynamic activity related to incorrect compared with
correct responses in the supplementary motor area (SMA)
and anterior cingulate cortex (ACC) (BA 6 and 32), bilat-
eral insula and/or inferior frontal gyrus (IFG), bilateral in-
ferior parietal lobule (IPL), posterior cingulate cortex
(PCC), and precuneus [Carter et al., 1998; Hester et al.,
2004, 2009; Holroyd et al., 2004; Kiehl et al., 2000; Klein
et al., 2007; Magno et al., 2006; Menon et al., 2001; Ridder-
inkhof et al., 2004; Ullsperger and von Cramon, 2001]. The
fact that these fMRI studies have unveiled a greater num-
ber of areas activated after committing an error has led
some scientists to suggest that error processing might
involve a more distributed neural network than that
hypothesized on the basis of ERP studies [Menon et al.,
2001].

Coupling Electrophysiological and Hemodynamic
Data: Challenges and Achievements

For decades, neuroscientists have been exploring brain
function using methods such as EEG and fMRI, which
have numerous advantages, but also several drawbacks.
When performing electrophysiological recordings, neuro-
nal activity is directly measured with an excellent tempo-
ral resolution. However, EEG has a very poor spatial
resolution, which is additionally complicated by having to
solve the inverse problem [for a review of the properties
of EEG see Rippon, 2006]. Conversely, fMRI has an excel-
lent spatial resolution, but it images hemodynamic activ-
ity, which not only is an indirect measure of neuronal
activity, but also has a rather low temporal resolution [for
a review of the properties of fMRI see Bandettini, 2006].

Likewise, when choosing almost any other noninvasive
neuroscientific method, such as magnetoencephalography,
positron emission tomography, near infrared spectroscopy,
etc., researchers have to make a decision between poor
temporal or poor spatial resolution and decide between
the lesser of two evils.

For this reason, multimodal imaging has long been a
goal for many researchers, so as to exploit the advantages
and circumvent the disadvantages of techniques such as
EEG and fMRI. Thanks to a number of analysis methods,
which have made it possible to remove gradient [Allen
et al., 2000; Gongalves et al., 2007; Koskinen and Vartiai-
nen, 2009] and cardioballistic [Debener et al.,, 2007; Kim
et al., 2004; Leclercq et al., 2009; Niazy et al., 2005] artifacts
from the EEG data and control the influence of the EEG
equipment on the fMRI data [Mullinger et al., 2008], si-
multaneous acquisition of EEG and fMRI has now been
performed successfully for about a decade.

How to couple electrophysiological and hemodynamic
data is a more complex question to answer. The probably
most straightforward, and also oldest, way of combining
these data is to use the anatomical constraints derived
from fMRI to optimize current density estimates obtained
with EEG, whether it be seeding dipoles in areas hemody-
namically active during the performance of the same task
[e.g., Heinze et al., 1994; Thees et al., 2003] or performing
source analysis of the EEG data over the entire cortical
surface but spatially biasing the solution towards areas
delimited by fMRI [e.g., Babiloni et al., 2004]. fMRI-
informed source modeling can be used both on data
acquired independently or simultaneously. In contrast,
EEG parameters, such as amplitude/latency of the ERP of
interest, can also be used to modulate fMRI data, but this
method does require simultaneous acquisition, since it
needs to be done at the single-trial level [Bénar et al., 2007;
Debener et al.,, 2005, 2006; Eichele et al., 2005, Goldman
et al., 2009; Mulert et al., 2008; Warbrick et al., 2009]. Other
studies have also correlated oscillatory activity from EEG
with hemodynamic activity from fMRI, to use changes in
the EEG signal as a predictor of the changes in hemody-
namic activity recorded simultaneously [e.g., Laufs et al,,
2003; Martinez-Montes et al., 2004].

These methods of analysis focus on influencing one of
the modalities with parameters extracted from the other
modality. Other researchers, however, have used inde-
pendent component analysis (ICA) [Makeig et al., 1996] in
different ways to extract temporal information from EEG
and spatial information from fMRI and combine these fea-
tures. Joint ICA [Calhoun et al., 2006, 2009; Moosmann
et al.,, 2008] uses joint constraints of temporal and spatial
independence of the EEG and fMRI data, respectively, to
fuse the electrophysiological and hemodynamic results
(this method is described in further detail in the Materials
and Methods section). A complementary method is paral-
lel ICA [Calhoun et al.,, 2009; Eichele et al., 2009, 2008],
which computes the independent components of both EEG
and fMRI separately and then matches these by correlating
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their single-trial modulation. Alternatively, a number of
methods have been developed that are not based on ICA,
such as multi-set canonical correlation analysis [Correa
et al., 2010], which decomposes EEG and fMRI based on
trial-to-trial covariation across modalities, and methods
using dynamic Bayesian networks to estimate neural activ-
ity from multimodal imaging [Plis et al., 2010].

Processing of Errors, Simultaneous Recordings,
and the Current Study

Debener et al. [2005] have previously investigated the
processing of errors by combining electrophysiological and
hemodynamic results at the single-trial level. These
authors used infomax ICA [Bell and Sejnowski, 1995] to
isolate the EEG responses to errors and observed that trials
with a greater ERN amplitude were associated with stron-
ger BOLD responses in the dorsal ACC (BA 32). Also, by
convolving the single-trial amplitude of the ERN with the
hemodynamic response function, Debener et al. [2005]
used EEG-informed fMRI analysis and identified the dor-
sal ACC as the area most relevant to performance monitor-
ing, separating it from the other error-related activations
present in their conventional fMRI analysis.

In contrast to the aforementioned work, the aim of our
study was to explore the association between the averaged
hemodynamic and electrophysiological responses to per-
formance errors. To this end, we recorded EEG and fMRI
simultaneously.

In the electrophysiological data, we expected to observe
a fronto-centrally distributed ERN component to errors,
whereas hemodynamic data were anticipated to show
greater activation for errors compared to correct answers
in areas such as the ACC/SMA and the insula/IFG bilater-
ally. By using both fMRI-informed dipole modeling and
joint ICA [Calhoun et al., 2006], we wanted to explore the
relationship between the EEG and fMRI responses follow-
ing performance errors.

MATERIALS AND METHODS
Participants

Data sets from 10 participants (seven women, aged 23—
30 years, M = 26.50, SD = 2.27) were analyzed in this
study. Data from two additional participants were lost due
to artifacts. The study had been approved by the ethics
committee of the Otto-von-Guericke-Universitat, which
was the affiliation of all authors during the execution of
the study, and all participants had given written informed
consent prior to their participation.

Stimuli and Procedure

A modified version of the Eriksen flanker task [Eriksen
and Eriksen, 1974] was used. Participants were presented

for 100 ms with five white arrowheads in the center of a
black screen, which were arranged to be either compatible
(>>>>>/<<<<<) or incompatible (<<><</>><>>),
with ~60% incompatible stimuli. A fixation cross was
shown between trials. Participants were instructed to
make a button press in the direction of the central symbol
with the corresponding index finger. Only responses
within 900 ms after stimulus-onset were analyzed. The
mean stimulus onset asynchrony was 1,588 ms, jittered
between 1,000 and 4,000 ms. The experiment comprised
942 trials, divided into five blocks of 5.5 min. The stimuli
were presented using Presentation software (Neurobeha-
vioral Systems, Albany, CA).

EEG Data Acquisition

EEG data were recorded using a 32-channel MR compat-
ible EEG system (BrainProducts, Munich, Germany). The
EEG cap harbored 30 scalp Ag/AgCl electrodes distrib-
uted according to the 10-20 system and two additional
electrodes, one of which was fixed below the left eye to re-
cord the electrooculogram (EOG), and the other was
attached on the right side of the left scapula to acquire the
electrocardiogram (ECG). The reference and ground elec-
trodes were located at CPz and FCz, respectively. Data
were sampled at 5,000 Hz, with a bandpass filter of 0.016—
250 Hz and a resolution of 0.1 pV. EEG electrodes had
built-in 15 kQ resistors, and the ECG and EOG electrodes
had built-in 20 kQ resistors, therefore impedances were
kept below 20 and 25 kQ, respectively.

fMRI Data Acquisition

Functional MRI images were acquired using a GE 1.5-T
Signa LX scanner (GE Medical Systems, Milwaukee, WI),
equipped with a birdcage head coil. The participant’s head
was immobilized using sponge pads. A standard EPI fMRI
sequence was used (voxel dimensions 5 x 5 x 5 mm, 23
slices, 64 x 64 matrix, TE = 35 ms, TR = 2,000 ms, FOV
20, flip angle 80°), and a high resolution 3D T1-weighted
anatomical scan was also acquired in a different session
(voxel dimensions 1.5 x 1.5 x 1.5 mm, 124 slices, 256 x
256 matrix, TE = 8 ms, TR = 2,400 ms, FOV 25, flip angle
30°).

EEG Data Analysis

Raw EEG data were processed offline using BrainVision
Analyzer 2 (Brain Products, Gilching, Germany). Gradient
artifacts were corrected using a modified version of the
algorithms proposed by Allen et al. [2000], where a base-
line-corrected sliding average of 20 MR volumes was cal-
culated to correct each volume. The data were
subsequently downsampled to 250 Hz and low-pass fil-
tered at 70 Hz (bandstop at 50 Hz). After gradient artifact
correction, QRS complexes were identified
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semiautomatically, with manual adjustment for misidenti-
fied peaks and ballistocardiogram (BCG) artifacts were
corrected using Optimal Basis Set (OBS) [Niazy et al.,
2005], as implemented in EEGLAB [Delorme and Makeig,
2004]. OBS was chosen to remove BCG artifacts over the
Average Artifact Subtraction method implemented in
BrainVision Analyzer 2, since it has been shown to lead to
considerably cleaner data [Warbrick and Bagshaw, 2008].
Following BCG artifact correction, data analysis continued
with BrainVision Analyzer 2 by re-referencing the data to
the average of TP9 and TP10 and using ICA based on the
Infomax principle [Makeig et al., 1996] to correct ocular
and muscular artifacts, as well as residual scanner and
BCG artifacts. Thirty components were estimated and an
average of 23 (SD = 3) were kept for back-projection (an
example of data before and after ICA-based artifact correc-
tion, and grand average ERPs for all channels with and
without ICA-based artifact correction can be found in Sup-
porting Information Figs. 1 and 2). Data were then band-
pass filtered between 1 and 20 Hz, segmented into 600 ms
response-locked epochs (—200 to 400 ms postresponse)
and inspected for epochs containing a voltage change of
more than 50 pV, which were then rejected. The remaining
epochs were baselined between —200 and —100 ms, aver-
aged separately for compatible correct, incompatible cor-
rect and incompatible erroneous responses, and individual
averages collapsed to calculate the grand averages.

A repeated-measures ANOVA was performed on the
averaged amplitude of the ERPs between 0 and 100 ms
using the factors condition (incompatible correct/incom-
patible incorrect) and electrode (Fz/Cz). The scalp topog-
raphy for the difference between incompatible erroneous
and incompatible correct responses in this time window
was also computed.

fMRI Data Analysis

fMRI data were processed offline using the software
package SPM5 (http://www filion.ucl.ac.uk/spm/). The
first four images of each run were discarded to account for
T1 equilibrium effects. Functional images of the five runs
were corrected for differences in slice time acquisition,
and then spatially realigned to the first image of each run.
Subsequently, data were spatially normalized into stand-
ard Montreal Neurological Institute space [Friston et al.,
1995]. Finally, data were spatially smoothed with an 8 x 8
x 8 mm full width at half-maximum Gaussian kernel.

An event-related design matrix was created including
the conditions of interest: compatible correct, incompatible
correct and incompatible incorrect responses. To accom-
modate for movement artifacts, realignment parameters
were treated as additional predictors in the model. The
individual data were analyzed using a stick function cor-
rected for temporal delay of the BOLD response, resulting
in the contrast of interest: incompatible incorrect > incom-
patible correct. Images of the parameter estimates of each
participant’s contrast were entered into a one-sample t-

test, and significant activations were identified using an
uncorrected threshold of P < 0.0005 and a cluster thresh-
old of 20 contiguous voxels. Functional activation images
were projected on the standard single subject brain pro-
vided by SPM5.

fMRI-Informed Dipole Modeling

Source analysis was performed with BESA (MEGIS Soft-
ware GmbH, Gréfelfing, Germany), using the average ERP
and a realistic isotropic head model with a conductivity
ratio of 90. Dipoles were seeded in areas which had shown
significant activation in the fMRI analysis. One single- and
two three-dipole solutions were computed, the source
waveforms were obtained for the three dipoles between
—200 and 400 ms postresponse, baselined between —200
and —100, and the goodness of fit was calculated for the
1-20 Hz filtered error condition. Dipoles were projected on
the fMR images and the standard single subject brain pro-
vided by SPM5 using BrainVoyager QX 2.0 (Brain Innova-
tion, Maastricht, The Netherlands).

ERP-fMRI Data Fusion

The Fusion ICA Toolbox [http://icatb.sourceforge.net/;
Calhoun et al., 2006], implemented in Matlab 7.2 (Math-
works, Natick, MA), was used to couple the electrophysio-
logical and hemodynamic data. This toolbox uses an
algorithm based on the infomax principle [Bell and Sej-
nowski, 1995], assumes joint spatial and temporal inde-
pendence of the fMRI and EEG sources, respectively, and
computes the shared unmixing matrix and the fused ERP
and fMRI sources.

The ERP of the incompatible erroneous responses at Cz
and the contrast images for the error predictor the features
entered into the joint ICA. The number of independent
components of the joint EEG-fMRI data were estimated to
be nine using a method based on the minimum descrip-
tion length criteria [Wax and Kailath, 1985]. Independent
components were ranked according to their contribution
to the time course of the ERP of the erroneous response by
first regressing them on the potential. Subsequently, the
maximum absolute peak of each component was calcu-
lated and components which explained more than one
standard deviation of the ERP were used for further analy-
sis. The corresponding fMRI components were scaled to Z
values and voxels were colorized if Z > 3.5.

Subsequently, to reveal the dynamic interplay of the he-
modynamic and electrophysiological components, twofold
spatiotemporal reconstruction was performed [Calhoun
et al., 2006]. Firstly, the fMRI components were weighted
by their joint ERP time courses and linearly combined,
showing an evolution of the fMR images over time. Con-
versely, to estimate the “ERP time course” of given voxels,
the ERP components were weighted by their joint fMRI
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Figure I.

(A) Response-locked ERPs for incompatible erroneous (solid
red line), incompatible correct (solid green line), and compatible
correct (dashed green line) responses at Fz and Cz, and (B)
scalp topography of the difference between incompatible errone-
ous and incompatible correct responses between 0 and 100 ms

components and linearly combined. For further details on
the algorithms used see Calhoun et al. [2006, 2009].

RESULTS
Behavioral Results

On average participants responded correctly to 822 (SD
= 60) stimuli and incorrectly to 117 (SD = 60) stimuli.
Incorrect responses followed incompatible stimuli (M =
104, SD = 56) significantly more often than compatible
stimuli (M = 13, SD = 11), #(9) = 5.37, r = 0.87, P < 0.001.
Given that the number of errors following compatible
stimuli was too small for a meaningful statistical inference,
this condition was excluded from further analysis.

Reaction times were significantly shorter for compatible
(M = 389 ms, SD = 50) than incompatible trials (M = 411
ms, SD = 38), t(9) = —3.28, r = 0.74, P < 0.01. Following
incompatible stimuli, erroneous responses (M = 371 ms,
SD = 42) were made significantly faster than correct
responses (M = 450 ms, SD = 36), t(9) = —14.07, r = 0.98,

postresponse. (C) Cortical regions showing greater activity for
incompatible erroneous than incompatible correct responses.
Note that all cerebral images in this work are shown in neuro-
logical convention. [Color figure can be viewed in the online
issue, which is available at wileyonlinelibrary.com.]

P < 0.001. The average time between two consecutive
errors following an incompatible stimulus was 16.01 s (SD
= 6.28).

Event-Related Potentials

ERPs showed a more pronounced negative deflection af-
ter incompatible erroneous responses in comparison to
both compatible and incompatible correct responses in the
analyzed electrodes, Fz and Cz. Incompatible erroneous
responses showed a maximal negative peak of —5.6 uV at
48 ms in Fz and of —4.3 pV at 48 ms in Cz. In the time
window of the ERN, incompatible correct responses
peaked with —1.8 uV at 40 ms in Fz and with 0.3 uV at 36
ms in Cz, whereas compatible correct responses peaked
with —2.2 uV at 32 ms in Fz and with —0.01 pV at 24 ms
in Cz (Fig. 1A).

A 2 (incompatible correct/incompatible error) x 2 (Fz/
Cz) repeated-measures ANOVA was performed on the 0-
100 ms time window. The analysis of the within-subjects
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TABLE I. MNI coordinates of the fMRI activations of the
contrast incompatible error > incompatible correct

BA X Y V4
Left dorsal ACC 32 —4 18 44
Right SFG 6 4 2 66
Right SFG 6 20 -2 72
Left SFG 9 -32 50 32
Right precentral gyrus 6 34 —12 66
Right IFG 47 46 18 2
Left IFG 47 —44 18 4
Right IPL 40 44 —44 44
Left TPL 40 —36 —50 42
Midbrain * 10 —24 20

BA, Brodmann's area; ACC, anterior cingulate cortex; IFG, inferior
frontal gyrus; IPL, inferior parietal lobule; SFG, superior frontal

gyrus.
*No BA available.

effects showed that the main effects of condition and elec-
trode site were statistically significant, F(1,9) = 25.27, P <
0.005, and F(1,9) = 8.32, P < 0.05, respectively, whereas
the interaction between condition and electrode site was
not, F(1,9) = 1.08, P > 0.05. The scalp topography of the
difference between erroneous and correct responses in this
time window showed a fronto-central distribution (Fig.
1B). Cz was chosen to be introduced in the Fusion ICA

Toolbox, since data from only one electrode can be used
as an input.

fMRI Activations

Areas that showed a significant increase of hemody-
namic activity for incompatible erroneous compared with
incompatible correct responses can be seen in Figure 1C.
All cortical activations were more pronounced on the right
hemisphere, as can be appreciated in the figure. The exact
locations and coordinates of the activations can be seen in
Table I.

fMRI-Informed Dipole Modeling

Dipoles were seeded in coordinates corresponding to
five fMRI activations (Fig. 2A), i.e., left dorsal ACC, bilat-
eral IFG and bilateral IPL. A first solution (Fig. 2B) was
calculated using a single dipole seeded in the left dorsal
ACC (BA 32; MNI —4, 19, 40), which showed a negative
peak of —56.32 nAm at 44 ms postresponse, corresponding
with the peak of the ERN. This solution was found to
explain 81.09% of the variance of the ERN (0-100 ms).

In a second solution (Fig. 2C), three dipoles were seeded
in the left dorsal ACC (BA 32; MNI —4, 19, 40), right IFG
(BA 47; MNI 46, 18, 1) and left IFG (BA 47, MNI —44, 18,
2), peaking with —51.13 nAm at 44 ms (left dorsal ACC),

A...
t

O N 19

B 25 nAm C 25 nA D
400 ms 400 ms

Figure 2.

(A) Brain slices showing the three regions of greater activity for
incompatible erroneous than incompatible correct responses,
where the dipoles were seeded (left dorsal ACC in red, right
IFG in blue, left IFG in green, right IPL in magenta, and left IPL
in tan). (B-D) Response-locked source waveforms for the in-
compatible erroneous responses for the three computed solu-

tions: (B) left dorsal ACC, (C) left dorsal ACC and bilateral IFG,
and (D) left dorsal ACC and bilateral IPL. Source waveform col-
ors match the colors of the dipoles depicted on the slices.
[Color figure can be viewed in the online issue, which is avail-
able at wileyonlinelibrary.com.]
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Figure 3.

ERP time courses (blue line) that were considered for analysis, superimposed on the ERP for in-
compatible erroneous responses (red line), and their corresponding fMRI independent compo-

nents. [Color figure
wileyonlinelibrary.com.]

can

—17.41 nAm at 44 ms (right IFG) and —8.77 nAm at 76 ms
(left IFG). This three-dipole model explained 90.51% of the
variance around the peak of the ERN (0-100 ms).

A final three-dipole model (Fig. 2D) was computed with
seeds in the left dorsal ACC (BA 32; MNI —4, 19, 40), right
IPL (BA 40; MNI 44, —41, 43) and left IPL (BA 40; MNI
—36, —47, 41). The peaks of the source waveforms were
found at 44 ms with —44.64 nAm for the left dorsal ACC,
at 36 ms with —17.85 nAm for the right IPL and at 84 ms
with —9.06 nAm for the left IPL. This solution explained
92.13% of the variance of the ERN (0-100 ms).

ERP-fMRI Data Fusion

Nine independent components of the joint EEG-fMRI data
were estimated using the minimum description length crite-
ria [Wax and Kailath, 1985]. Of these, seven EEG compo-
nents were found to explain over one standard deviation of
the ERP of the incompatible erroneous responses at their
maximum peak. These and their corresponding fMRI com-
ponents can be seen in Figure 3. The MNI coordinates of
the hemodynamic components can be found in Table II.

The first EEG component (Fig. 3A) peaked positively at
260 ms and was coupled with hemodynamic activations
on right superior frontal gyrus (SFG), right ventral ACC
and bilateral superior temporal gyrus (STG), and bilateral
cerebellar activations on the culmen.

The second component (Fig. 3B) displayed a positive peak
at —16 ms and corresponded to left-lateralized activity in
IFG, precuneus, superior parietal lobule (SPL) and STG.

The third electrophysiological component (Fig. 3C)
showed its maximum at 164 ms postresponse and was
fused with an increase in activation in right SFG, left dor-
sal ACC, right parahippocampal gyrus (PHG), bilateral
PCC, right insula and bilateral STG.

be viewed in

the online issue, which is available at

The fourth EEG component (Fig. 3D) peaked negatively
at 122 ms and was matched with an increase in hemody-
namic activity in left IFG, left middle frontal gyrus (MFG),
right SFG, left IPL and left STG, and cerebellar activity in
the left declive.

The fifth component (Fig. 3E) revealed its maximum
peak at 204 ms postresponse and was coupled with hemo-
dynamic activations of the right IFG and left IPL.

The sixth and last electrophysiological component (Fig.
3F) largely corresponded with the ERN, peaking at 44 ms,
and corresponded to fMRI activations in right IFG, right
dorsal ACC, right cuneus, and left STG.

Spatiotemporal Reconstruction

A spatiotemporal chain of images was obtained by line-
arly combining the hemodynamic components and weight-
ing them by their joint electrophysiological components
(see Fig. 4). This revealed hemodynamic activity in the
interval between —55 and —20 ms, shortly before the sub-
jects made an erroneous response following an incompati-
ble stimulus. As seen in Figure 4, at —35 ms activations
could be found bilaterally in ACC (BA 24, 32), SFG (BA 9)
and IFG (BA 13, 47), as well as in right IPL (BA 40), STG
(BA 22), and lingual gyrus (BA 17), and left declive.

The spatiotemporal reconstruction also showed hemody-
namic activity in the interval between 5 and 90 ms postres-
ponse. Immediately after the participants responded
erroneously (5 ms) fMRI activations could be seen right-
lateralized in ACC (BA 24, 32), IPL (BA 40) and lingual
gyrus (BA 17), and bilaterally in IFG (BA 47).

At approximately the peak of the ERN (50 ms), multiple
activations could be seen. Most notably, the previous acti-
vations became more extensive: bilateral ACC (BA 24, 32),
IFG (BA 45, 47), and IPL (BA 40), and right lingual gyrus
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TABLE Il. MNI coordinates of the hemodynamic
components obtained with joint ICA
[Calhoun et al., 2006]

BA X Y Z
Component 1
Right ventral ACC 24 2 36 4
Right SFG 11 32 56 —-10
Right STG 38 42 8 -20
Left STG 38 —40 10 —20
Right Culmen * 16 —28 -22
Left Culmen * —14 -32 —24
Component 2
Left IFG 9 —56 18 28
Left Precuneus 19 —34 —80 36
Left SPL 7 —28 —62 64
Left STG 22 —54 —82 18
Component 3
Left dorsal ACC 32 -2 32 —6
Right SFG 8 24 42 50
Right Insula 13 44 —-10 -8
Right PCC 30 2 —64 4
Left PCC 30 —12 —60 6
Right PHG 35 20 —24 —14
Right STG 38 42 10 —22
Left STG 38 —40 6 —20
Component 4
Right SFG 10 36 62 0
Left MFG 8 —48 10 42
Left IFG 45 —48 26 20
Left IPL 40 —52 -50 52
Left STG 39 -50 —62 28
Left Declive * -30 —86 —26
Component 5
Right IFG * 48 44 0
Left IPL 40 —62 —-30 30
Component 6
Right ACC 32 2 16 44
Right IFG 47 58 16 0
Left STG 38 —48 16 —12
Right Cuneus 17 10 —-100 -8

BA, Brodmann’s area; ACC, anterior cingulate cortex; IFG, inferior
frontal gyrus; IPL, inferior parietal lobule; MFG, middle frontal
gyrus; PCC, posterior cingulate cortex; PHG, parahippocampal
gyrus; SFG, superior frontal gyrus; SPL, superior parietal lobule;
STG, superior temporal gyrus.

*No BA available.

(BA 18). Additionally, hemodynamic activations were visi-
ble in SFG (BA 6), MFG (BA 6, 8, 10), insula (BA 13), PCC
(BA 23, 31), SPL (BA 7), inferior temporal gyrus (ITG; BA
20) and thalamus, all bilaterally; right-lateralized in IFG
(BA 46), middle temporal gyrus (MTG; BA 39) and cuneus
(BA 19); and left-lateralized in precentral gyrus (BA 4),
MFG (BA 47), IFG (BA 9), and precuneus (BA 7).

Towards the end of the ERN (85 ms), hemodynamic ac-
tivity was analogous to that observed at 5 ms, with addi-
tional activations in bilateral SFG (BA 8) and left insula
(BA 13) at 85 ms postresponse.

Finally, some fMRI activations could be seen between
185 and 215 ms postresponse. These occurred right-lateral-
ized in dorsal ACC (BA 32) and IFG (BA 45, 47) at ~200
ms postresponse.

The second step in the spatiotemporal reconstruction
was to estimate the ERP time course of given voxels (see
Fig. 5). In this case it was observed that the reconstructed
time courses of areas such as SPL (1.6 pV at —28 ms), I[FG
(2.7 pV at —32 ms) and both dorsal (2.9 pV at —32 ms) and
ventral (1.3 pV at —32 ms) ACC coincided largely with the
positive peak preceding the ERN (1.8 pV at —28 ms). To a
lesser extent than these, the right STG (0.5 pV at —28 ms)
and the left culmen (0.8 pV at —24 ms) also showed a posi-
tive deflection preceding the participant’s response.

The dorsal and ventral ACC and the right IFG showed
the most pronounced negative deflections at the time of
the ERN (48 ms with —4.3 pV), peaking with —6.2 puV (44
ms), —3.9 pV (48 ms), and —7.2 pV (44 ms), respectively.
Additionally, on the left hemisphere, the ERP time courses
of the SPL (—2.2 uV at 52 ms), the MFG (—1.1 uV at 64
ms), both the more superior (—1.7 pV at 52 ms) and more
inferior (—1.3 pV at 44 ms) portions of the IPL, as well as
the culmen (—1.7 pV at 60 ms), and on the right hemi-
sphere, the reconstructed waveform of the STG (—2.8uV at
48 ms) showed important negative deflections correspond-
ing to the ERN.

Finally, several areas displayed considerable positivities
at the time of the Pe (208 ms with 1.8 pV). The time
courses of dorsal ACC and IFG, with peaks of 2.0 uV at
204 ms and 2.4 pV at 200 ms, respectively, almost fully
coincided with the Pe at Cz. Similarly, the reconstructions
of the ventral ACC (1.4 puV at 264 ms) and the right STG
(1.1 pV at 260 ms) closely matched the positivity, although
their appearance was slightly flatter. In contrast, the parie-
tal time courses showed a pronounced peak closely match-
ing the peak of the Pe, with the IPL (MNI —62, —30, 30)
peaking at 204 ms with 1.0 uV and the SPL at 212 ms with
1.4 pV. The ERP time courses of left STG and, in the cere-
bellum, bilateral culmen showed two distinct peaks during
the time window of the Pe, the second of which was most
pronounced in all three cases, peaking with 1.2 uV (256
ms) for the left STG, with 1.1 uV (256 ms) for the left and
with 0.9 uV (260 ms) for the right culmen.

DISCUSSION

In our work we have used simultaneous EEG and fMRI
to study the dynamic interplay of electrophysiological and
hemodynamic responses to performance errors. As
hypothesized, the separate analysis of each modality
resulted in the known pattern of electrophysiological and
hemodynamic responses to errors. The ERPs show a nega-
tive deflection around 50 ms postresponse, which has a
central scalp distribution, and is therefore consistent with
the ERN [e.g., Falkenstein et al., 1990, 1991; Gehring et al.,
1993; Luu et al.,, 2003]. The activity shown by the fMRI
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200 ms

85 ms

50 ms
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Figure 4.

Reconstruction of the fMRI activations at five points in time
(—35, 5, 50, 85, and 200 ms). Depicted on the top row is the
ERP for incompatible erroneous responses (red line) and the six
components used for the reconstruction (cyan, green, magenta,
yellow, orange, and blue lines), on the bottom row are repre-

Ventral ACC (MNI 2, 36, 4)
Y

MFG (MNI 48, 10,42)
SpV

Dorsal ACC/A(MNI 2, 16, 44)

Thalamus (MNI-10,-12, 10)
SV

™S SPL (MNI-28,-62, 64)
)

IPL (MNI -52, 50, 52)
SV

IPL (MNI -62, -30, 30)
En

sentative slices (z = 45, z = 10, and z = —5) at said points
postresponse. All slices at additional time points can be seen in
Supporting Information Figure 3. [Color figure can be viewed in
the online issue, which is available at wileyonlinelibrary.com.]

STG (MNI42,10,-22)
Suv

STG (MNI-40, 10, -20)
-5 uv

Thalamus (MNI 8, -8, 10)
Spv

Culmen (MN1-14,-32,-24) Culmen (MN| 16, -28,-22) i

Figure 5.
Reconstruction of the ERP time courses at given voxels (axial slices at z = 65, z = 45, z = 30, z
= 0, and z = —20). All ERP time courses (blue lines) can be seen superimposed on the ERP for
incompatible erroneous responses (red line). [Color figure can be viewed in the online issue,
which is available at wileyonlinelibrary.com.]
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reveals maxima in left dorsal ACC (BA 32), bilateral SFG
(BA 6, 9), right precentral gyrus (BA 6), bilateral IFG (BA
47), and bilateral IPL (BA 40), consistently with previous
reports comparing hemodynamic activity after incompati-
ble erroneous and incompatible correct responses [e.g.,
Debener et al., 2005; e.g., Hester et al., 2004, 2009; Kiehl
et al., 2000; Magno et al., 2006].

Given the tight correspondence between electrophysio-
logical and hemodynamic responses [Logothetis et al.,
2001; Niessing et al., 2005] and the fact that a more ample
network of activations is revealed when using techniques
with high spatial resolution like fMRI, we agree with the
proposal of authors such as Menon et al. [2001], who sug-
gest that inverse solutions locating the source of the ERN
in just one or two brain regions might be masking the
complexity of the wider neural network uncovered by
fMRI studies. Therefore we used both fMRI informed
dipole modeling and joint ICA [Calhoun et al., 2006] to
couple the electrophysiological and hemodynamic data,
and reveal additional information on the spatiotemporal
dynamics of the neural network that underlies the process-
ing of performance errors.

Some authors [Dehaene et al., 1994; Mathewson et al.,
2005] have previously used single dipole solutions to
locate the source of the ERN. However, when placing a
single dipole within the medio-frontal hemodynamic acti-
vation, roughly 19% of the variance is left unexplained,
suggesting that more areas of the network revealed by sta-
tistical parametric mapping should be used as dipole
seeds to give a more physiological solution. Indeed both
of the three-dipole solutions computed by placing two
extra dipoles in either the IFG or the IPL, bilaterally,
increased the goodness of fit of the model to ~92%.

Although the differences in the goodness of fit values
between both three-dipole solutions are negligible, a num-
ber of interesting observations can be made. In the solu-
tion with seeds in left dorsal ACC and bilateral IFG, the
source waveforms reveal a temporal evolution of the sour-
ces, with the dorsal ACC and right IFG peaking simultane-
ously in first place, followed by the left IFG around 30 ms
later. The bulk of the variance of the ERN seems to be car-
ried by the medial dipole; however, both lateral dipoles,
especially the one seeded in the left IFG, appear to contrib-
ute greatly to the positivity preceding the ERN. Similarly,
with medial and parietal seeds, the bulk of the variance of
the ERN still seems to be explained by the dorsal ACC
dipole. Regardless, this three-dipole solution also shows a
distinct temporal pattern, with the right IPL peaking
slightly before the dorsal ACC, but both around the maxi-
mum of the ERN, and the left IPL roughly 40 ms later.

Alternatively, we analyzed our data using joint ICA
[Calhoun et al., 2006]. Previous studies have shown that
the ERN can be rather well isolated by using ICA [Deb-
ener et al., 2005, Gentsch et al., 2009], as can also be
observed in our data set. However, by allowing other com-
ponents in the analysis, which also explained a substantial
amount of the variance of the ERP, the current analysis

included their coupled fMRI components. Some of these
hemodynamic activations had not been revealed by statis-
tical parametric mapping, which is in accord with the sug-
gestion that the statistical analysis methods typically used
on fMRI data might actually be underestimating the activ-
ity related to the task [Logothetis et al., 2001].

The method proposed by Calhoun et al. [2006] estimates
the temporal variation of the hemodynamic signal by
weighting the spatial with the temporal components,
revealing how the activation of different brain areas
evolves over time. Given that the spatiotemporal recon-
struction is based on the linear weighting of the compo-
nents, it must be taken into consideration that the
component with the greatest amplitude will have the
greatest weight, explaining why the component that car-
ries the bulk of the variance of the ERN is most present in
the analysis of performance errors. Still, the spatiotemporal
reconstruction reveals that, shortly before the participant
makes an erroneous response, the electrophysiological
response is already matched with some bilateral hemody-
namic activations in the limbic (ACC) and frontal (SFG,
IFG) lobes, right-lateralized activity in IPL, STG and lin-
gual gyrus, and left-lateralized cerebellar activation in the
declive. An especially rich picture is shown coupled with
the ERN, with initial right hemisphere activations in ACC,
IPL and lingual gyrus, and bilateral activations in IFG, im-
mediately after an erroneous response following an incom-
patible stimulus. At the peak of the ERN, around 50 ms
postresponse, the previous right-lateralized activations can
also be observed in the contralateral hemisphere and are
accompanied by more bilateral hemodynamic activity in
SFG, MFG, insula, PCC, SPL, ITG and thalamus, as well as
activity in right MTG and cuneus, and left precentral
gyrus and precuneus. Around the end of the ERN, though,
only the initial activations persist, except for some bilateral
activity of the SFG and an activation in the left insula.

At the threshold used, a small portion of hemodynamic
activation in the right dorsal ACC and IFG is also coupled
with the Pe. An increasing amount of research has con-
cerned itself with whether the ERN and Pe represent the
same or different processes, with several studies associat-
ing the Pe with, e.g., the degree of awareness or the moti-
vational significance of the error [Nieuwenhuis et al., 2001;
Overbeek et al., 2005; Ridderinkhof et al., 2009]. While our
data does not provide sufficient information to make any
functional inference about the Pe, it does seem to indicate
that a different set of brain areas are associated to the
ERN and the Pe. This altogether is an indicator that,
whether or not the ERN and the Pe are part of the same
process, these two components are at least anatomically
dissociable.

Interestingly, similar to what is observed with joint ICA,
the dipoles seeded in the fMRI activations also revealed a
staggered activation of both hemispheres, with the right
and medial areas peaking towards the beginning of the
ERN and the left ones towards the end. But nonetheless
there is an important gain in information with joint ICA,
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since it reveals how hemodynamic activation evolves over
time and also, as stated previously, unveils a number of
brain areas, whose activity had probably been underesti-
mated by statistical parametric mapping. As expected,
given that joint ICA model was computed using the error
contrast, all these areas have previously been associated to
error processing in numerous studies [Debener et al., 2005;
Garavan et al., 2002; Hester et al., 2004; Kiehl et al., 2000;
Menon et al., 2001; Ullsperger and von Cramon, 2001],
and/or with other closely related processes such as
response competition [Ullsperger and von Cramon, 2001]
or inhibition [Braver et al., 2001; Menon et al., 2001]. By
weighting the responses from both modalities, joint ICA
illustrates how these hemodynamic activations correspond
with the different time points of the ERP associated to
errors following an incompatible stimulus.

Spatiotemporal reconstruction was also used to obtain
the ERP time courses of the hemodynamic components.
Once again, in this case, linear weighting provokes that
the component with the greater amplitude carries the bulk
of the variance in most of the ERP time courses. The
reconstructed time courses reveal that the negative deflec-
tion corresponding to the ERN is greater in the case of the
right IFG, closely followed by the dorsal and ventral ACC,
although, in contrast to the dipole waveforms, they all
peak practically simultaneously around the maximum of
the ERN.

Additionally, joint ICA brought out some subcortical he-
modynamic activity, bilaterally located in the thalamus.
Once again, the associated time courses show a pro-
nounced negativity coinciding with the ERN. It is well
known that subcortical areas such as thalamus, habenula
or basal ganglia play an important role in the dopamine
system and hence in the reward system, and that these
work closely with cortical limbic structures, such as the
ones found in our work [Hester et al., 2004; Li et al., 2008;
Tsukamoto et al., 2006; Ullsperger and von Cramon, 2001,
2003]. However, subcortical signals are difficult to detect
on the scalp and the temporal properties of hemodynamic
activity makes it impossible to discern between phasic and
tonic activity. This makes the combination of EEG and
fMRI especially relevant, since it is a solid non invasive
method able to estimate the temporal evolution of the
deep subcortical areas shown by previous fMRI studies.

Summarizing, joint ICA [Calhoun et al., 2006] is an anal-
ysis technique, which utilizes the temporal and spatial
advantages of EEG and fMRI, respectively. Joint ICA has
the main advantage, compared for example to parallel
ICA, that it computes the temporal features of EEG and
the spatial characteristics of fMRI in a single algorithm,
outputting joint spatial and temporal components. How-
ever, the basic disadvantage is that the algorithm uses
averaged data (i.e., ERPs and statistical maps) from each
participant instead of raw activity. Moreover, the data
comes from a single electrode, in the case of EEG, and a
specific contrast, in the case of fMRI. Therefore, there is a
certain amount of information that is lost in the process. It

would therefore be interesting to be able to perform joint
ICA using information from several electrodes, since these
carry different information. In fact, Moosmann et al. [2008]
performed a simulation in which, among other things,
they computed joint ICA modeling 64 voxels and 64 elec-
trodes. However, to our knowledge, this has never been
performed on real data or simulating a realistic number of
voxels, which would probably imply modeling a number
of extra factors such as, for example, the depth of the sour-
ces that contribute to the electrophysiological components.

In conclusion, in our study, we have shown how the
electrophysiological and hemodynamic responses to per-
formance errors relate to each other by using methods that
combine EEG and fMRI data. We have also shown how
results obtained with fMRI-informed dipole modeling and
newer techniques that use ICA are compatible, and how
the latter can be used to complete the former. Finally, we
feel that using methods such as joint ICA [Calhoun et al.,
2006, 2009], which exploit the advantages of each modality
and circumvent their disadvantages, we will achieve a
more profound understanding of the spatiotemporal dy-
namics of neural processing.
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