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Abstract: A growing number of studies suggest that early visual processing is not only affected by low-level
perceptual attributes but also by higher order cognitive factors such as attention or emotion. Using high-den-
sity electroencephalography, we recently demonstrated that attentional load of a task at fixation reduces the
response of primary visual cortex to irrelevant peripheral stimuli, as indexed by the C1 component. In the lat-
ter study, peripheral stimuli were always presented during intervals without task-relevant stimuli. Here, we
use a similar paradigm but present central task stimuli and irrelevant peripheral stimuli simultaneously
while keeping all other stimulus characteristics constant. Results show that rather than to suppress responses
to peripheral stimulation, high attentional load elicits higher C1 amplitudes under these conditions. These
findings suggest that stimulus timing can profoundly alter the effects of attentional load on the earliest stages
of processing in human visual cortex.Hum Brain Mapp 33:63–74, 2012. VC 2011Wiley Periodicals, Inc.
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INTRODUCTION

A growing body of evidence indicates that even the ear-
liest stages of cortical visual processing in humans may be

modified by higher level factors such as emotion [Pourtois
et al., 2004; Stolarova et al., 2006], learning [Pourtois et al.,
2008; Schwartz et al., 2002], or attention [Kelly et al., 2008;
Rauss et al., 2009; Schwartz et al., 2005]. Although early
attentional effects are in accordance with results from ani-
mal experiments [Crist et al., 2001; Gilbert and Sigman,
2007; Gilbert et al., 2000], previous electroencephalography
(EEG) studies in humans found effects of attention in pri-
mary visual cortex (V1) only at a later latencies, suggesting
delayed feedback influences [Di Russo et al., 2003; Heinze
et al., 1994; Hillyard et al., 1998; Martinez et al., 1999;
Noesselt et al., 2002]. Reasons for these inconsistent find-
ings may partly lie in the large variability of human visual
cortex anatomy [Amunts et al., 2000; Dougherty et al.,
2003; Hasnain et al., 1998] that potentially precludes
adequate overlap of individual EEG topographies [Kelly
et al., 2008] as well as stimulation parameters not opti-
mally adapted to V1 characteristics [for detailed discus-
sions, see Pourtois et al., 2008; Rauss et al., 2009].

In a previous visual-evoked potential (VEP) experiment
[Rauss et al., 2009], we manipulated the attentional load
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[Lavie, 1995, 2005; Lavie et al., 2004] of a central task while
presenting occasional irrelevant stimuli in the periphery in
either the upper or the lower visual field. Using high-den-
sity EEG, we observed that the C1 component elicited by
such peripheral probes in the upper visual field was
reduced under conditions of high attentional load in the
central task. This result suggests a very early reduction of
neural activity elicited by peripheral stimulation as a func-
tion of the attentional demands of a task at fixation.

In this study, we further explored the boundary condi-
tions of such early load effects. We asked whether neural
activity elicited by peripheral stimuli would still be
reduced under high attentional load when peripheral
probes are presented simultaneously with central task
stimuli. As foveally presented stimuli do not elicit a reli-
able C1 component in the majority of subjects [Clark et al.,
1995; Jeffreys and Axford, 1972], simultaneous vs. nonsi-
multaneous presentation of central and peripheral stimuli
should not per se affect this first component of the VEP.
This allowed us to test the effects of stimulus timing on
early visual processing while leaving other low-level stim-
ulus characteristics as well as higher-level task demands
constant with respect to our earlier experiment [Rauss
et al., 2009].

Several theoretical accounts suggest that such a change
in stimulus timing could disrupt the load-induced reduc-
tion in C1 amplitudes we observed previously [Rauss
et al., 2009]. For example, a simultaneously presented,
task-irrelevant stimulus could interfere more strongly with
the processing of task-relevant stimuli than a nonsimulta-
neously presented one because of automatic capture of
attention [Kahneman et al., 1983; Khoe et al., 2005; Olivers
and Nieuwenhuis, 2005; Santangelo and Spence, 2007; Van
der Burg et al., 2008a]. Alternatively, the visual system
may use the temporal structure of a given task to gate the
processing of incoming stimuli [Correa et al., 2006; Nobre
et al., 2007], such that increased attentional demands (e.g.,
high load) lead to increased focusing on the expected
onset time of task-relevant stimuli. This ramping-up of
attentional resources could in turn modulate the process-
ing of simultaneously presented irrelevant stimuli. Inde-
pendent of the underlying mechanisms, if attentional
effects on early visual processing were modulated by stim-
ulus timing, this could explain some of the inconsistencies
in the literature noted above. It would also entail that
future studies should take into account not just the spatial
but also the temporal structure of their stimulation proto-
cols to adequately assess the characteristics of early visual
processing.

METHODS

Subjects

Nineteen healthy, right-handed participants without
neurological or psychiatric history gave written informed
consent to participate in the study, which was conducted

in accordance with the Declaration of Helsinki and
approved by the local ethics committee. Data from five
subjects had to be excluded because of poor behavioral
performance (i.e., error rates were two standard deviations
above the mean of all participants) and/or excessive arti-
facts on the EEG recordings. The remaining 14 participants
(11 females) were aged between 21 and 31 (median: 26).

Stimuli

Visual stimuli were presented using Cogent (www.visla-
b.ucl.ac.uk/Cogent2000), a MATLAB toolbox allowing pre-
cise timing and synchronization with the EEG system, and
shown on a 1700 CRT screen (viewing distance 40 cm,
refresh cycle 60 Hz). T-shapes of six different colors (blue,
green, red, rose, violet, and yellow) and two orientations
(upright vs. upside-down) were rapidly presented at the
bottom of the screen (1.35� � 1.90� of visual angle; Fig.
1A). Task-irrelevant arrays of white horizontal line ele-
ments were flashed in the periphery (�41� � 18�, distance
from upper edge of task stimuli �3.8�) on 22% of central
events. Peripheral probe stimuli were presented simultane-
ously with the T-shaped central task stimuli, unlike in our
previous study where they were interleaved with central
task stimuli [Rauss et al., 2009]. Stimuli were presented for
500 ms, followed by a blank screen of variable duration
(250–393 ms). The screen background remained black
throughout the experiment. Figure 1 shows a single-trial
time course.

As poorer performance was expected for synchronous
than asynchronous task-probe presentation [Kahneman
et al., 1983], we adapted stimulus duration so as to equate
difficulty with our previous study [Rauss et al., 2009]: cen-
tral task stimuli (and thus peripheral probes) were pre-
sented for 500 ms in this study, whereas they were
presented for 250 ms each in our previous experiment. In
addition, we used peripheral stimuli covering the whole
vertical extent of the screen, whereas different eccentricities
were tested with smaller probes in our previous study.

Procedure

Participants sat in a quiet, dimly lit and electrically
shielded recording booth. Four blocks of 410 trials were
presented yielding 60 probe trials of interest per load con-
dition. At the beginning of each block, participants were
instructed to press the space bar of a standard computer
keyboard either (i) if they saw an upright or upside-down
red T-shape (pop-out detection, low attentional load) or
(ii) if they saw an upright yellow or an upside-down green
T-shape (conjunction discrimination, high attentional
load). The two tasks were alternated across blocks, with
the starting condition randomized across subjects. Pseudo-
random trains of stimuli were created for each block, with
an equal number of imperative central task stimuli requir-
ing motor responses (32) in the low- and high-load
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conditions. Stimulus sequences were constructed such that
they could be used in either load condition, effectively
equating stimulus characteristics between conditions.
Instructions stressed that randomly occurring stimuli in
the periphery were task-irrelevant and to be ignored. Each
block lasted �6 min, including a short break after half of
the trials had been completed.

Data Recording and Analysis

Scalp-EEG was recorded from 62 Ag/AgCl electrodes
(Neuroscan, Synamps, El Paso, TX) positioned according
to the extended international 10-20 EEG system and refer-
enced to the tip of the nose. Signals were amplified at 30

K and bandpass-filtered between 0.01 and 100 Hz; a 50-Hz
notch filter was applied to filter line noise. Horizontal and
vertical electrooculograms (EOGs) were monitored using
four bipolar electrodes. Both EEG and EOG were acquired
continuously at 500 Hz.

Using Brain Vision Analyzer 1.05 (Brain Products, Mu-
nich, Germany), eye-blink artifacts were semiautomatically
corrected using the procedure described by Gratton et al.
[1983]. Continuous data were then high-pass filtered at 0.5
Hz to remove slow drifts (filter roll-off: 12 dB/oct), and
epochs from �100 to þ600 ms around stimulus onset were
extracted for task-only as well as task-plus-probe trials.
Epochs were baseline-corrected for the 100 ms preceding
stimulus-onset and semiautomatically inspected for artifacts,
using a rejection criterion of �80 lV. Single trials were aver-
aged for each condition, and the C1 (only on task-plus-probe
trials), P1, and N1 components were semiautomatically iden-
tified based on their distinctive polarities, latencies, and
topographic properties. Their peak amplitudes and latencies
were measured in each participant for electrode sites and
time windows determined from the grand averages (for
details, see Results). Repeated-measures analyses of variance
(ANOVAs) were conducted on peak amplitude and latency
values, with load condition, hemisphere (if applicable), and
electrode locations as within-subjects factors. Greenhouse–
Geisser correction of degrees of freedom was applied where
appropriate.

A local autoregressive average (LAURA) procedure
[Grave de Peralta Menendez et al., 2004] was used to esti-
mate electrical sources in the brain volume during selected
periods of interest. This distributed source localization
analysis does not require any a priori assumptions about
the number and position of neural generators but deter-
mines the most likely configuration of activity simultane-
ously in a large number of solution points (4,024 in this
study) evenly distributed throughout the gray matter of an
individual or template brain (the MNI template in our
case). Effects of attentional load were assessed via paired
t-tests conducted on the activity of each solution point in
each subject across experimental conditions.

RESULTS

Behavior

Nonparametric Friedman tests were used to assess the
influence of attentional load and experiment block on accu-
racy measures, i.e., the number of misses and false alarms.
Overall error rates were low, with no subject committing
more than three misses per block and only one subject com-
mitting more than 10 false alarms in one block. As expected,
accuracy dropped in the high- compared with the low-load
condition (misses: P < 0.05; false alarms, P < 0.001, one-
tailed tests).

An ANOVA was conducted on the mean reaction-time
(RT) data, with attentional load (low vs. high) and block
(first vs. second) as within-subjects factors. As expected,

Figure 1.

Experimental paradigm. A: During EEG recording, subjects per-

formed either an easy (color pop-out detection) or a more

demanding (color/orientation conjunction detection) task on the

same stream of centrally presented stimuli. B: Irrelevant probes

were presented simultaneously with the central stimulus on 22%

of trials, with approximately equal proportions of target and

nontarget central stimuli accompanied by peripheral probes (see

Methods). [Color figure can be viewed in the online issue, which

is available at wileyonlinelibrary.com.]
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the effect of attentional load was highly significant (F[1,
13] ¼ 229.75, P < 0.001, partial g2 ¼ 0.95), as indicated by
slower detection of imperative central task stimuli in the

high-load (mean � SE, 613 � 9 ms) relative to the low-
load condition (481 � 7 ms). The main effect of block and
the load � block interaction were not significant (both P >

Figure 2.

Task-only VEPs. Waveforms show VEPs elicited by nonimpera-

tive central task stimuli in the absence of peripheral probes and

represent grand averages across 10 lateral posterior electrodes

highlighted on the top-central map. Topographic maps are shown

for the P1 (115 ms) and N1 (165 ms) peak latencies, for low-

load and high-load conditions (scaled to �5 lV) as well as their

difference (high load minus low load, scaled to �2.5 lV). N1 dif-

ferences were significant when measured peak-to-peak (N1

minus P1). The inset shows the average across six central poste-

rior electrodes used for C1 analyses (see below) and indicates

that a C1 component was absent following foveal stimulation. *P

< 0.05. [Color figure can be viewed in the online issue, which is

available at wileyonlinelibrary.com.]
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0.19), suggesting that effects of attentional load were stable
during the course of the experiment.

These results are comparable with our previous study using
a similar paradigm with nonsimultaneous task-probe presenta-
tions [Rauss et al., 2009]. They confirm clear effects of the load
manipulation and indicate that task difficulty was successfully
equated between the two stimulation protocols (see Methods).
We also examined behavioral effects of the presence of periph-
eral stimuli by comparing performance on target trials with
and without simultaneous probe presentation. Because of the
relatively low number of such events, a maximum of 24 target-
plus-probe trials were compared to 40 target-only trials per

load condition. An ANOVA on RTs across load conditions and
probe presence/absence did not indicate any effects of the lat-
ter factor (P ¼ 0.27); nonparametric tests of the number of
misses per load � probe condition remained similarly non-
significant (P¼ 0.68). This indicates that the presence of periph-
eral probes did not impair performance on the central task.1

Figure 3.

Task-plus-probe VEPs. Waveforms show VEPs elicited by non-

imperative task stimuli accompanied by peripheral probes, aver-

aged across six central posterior electrodes highlighted on the

central map. C1 activity is largely determined by the peripheral

stimulation (compare with Fig. 2). C1 peak amplitudes differed

significantly between load conditions, with higher probe-related

activity in the high-load condition. Topographic maps are shown

for the C1 peak latency (75 ms), separately for low- and high-

load conditions (scaled to �5 lV), as well as their difference

(high load minus low load, scaled to �2.5 lV). *P < 0.05.

[Color figure can be viewed in the online issue, which is avail-

able at wileyonlinelibrary.com.]

1It is mainly for this reason that we refer to the peripheral stimuli as
‘‘probes,’’ whereas we described them as ‘‘distractors’’ in our previ-
ous study. Note, however, that an absence of behavioral effects does
not mean that these stimuli cannot exert distracting effects on low-
level visual processing.
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Task-Only VEPs

We first analyzed VEPs elicited by nontarget stimuli
appearing in the central RSVP stream. This excluded all
trials that required a motor response and any false alarms.
As shown in Figure 2, these non-imperative central task
stimuli elicited a conspicuous occipital P1 component
[Hillyard and Anllo-Vento, 1998], followed by an occipital
N1 component [Vogel and Luck, 2000]. The inset shows
that no clear C1 component was evident at the level of the
grand averages for these foveally presented stimuli, in ac-
cordance with the known characteristics of the C1 [Clark
et al., 1995; Jeffreys and Axford, 1972].2

Following standard practice, the P1 component was meas-
ured at lateral parieto-occipital electrodes P7, P5, P3, P4, P6,
P8, PO7, PO5, PO6, and PO8. Peak amplitudes were entered
into a repeated-measures ANOVA with factors attentional
load (low/high), hemisphere (left/right), and electrode (see
above). Results indicated a highly significant effect of load
(F[1, 13] ¼ 1874.74, P ¼ 0.001, partial g2 ¼ 0.59), with high
load leading to substantially higher P1 amplitudes than low
load (mean � SE ¼ 6.17 � 0.81 vs. 4.83 � 0.75 lV), consistent
with an early gain control mechanism acting on attended vis-
ual stimuli [Hillyard et al., 1998; Luck, 1995]. Analyses of peak
latencies showed no significant effect of load, and this was the
case for all analyses reported below, unless noted otherwise.

Amplitude values for the N1 component, measured at the
same electrodes as the P1 and analyzed using the same fac-
tors, did not show a significant effect of attentional load (P ¼
0.23). Considering the effect of attentional load on the preced-
ing P1 component, we repeated N1 analyses using peak-to-
peak measurements [Picton et al., 2000]. This complementary
analysis did indicate a significant effect of attentional load
(F[1, 13] ¼ 8.41, P ¼ 0.012, partial g2 ¼ 0.39), suggesting that
P1 differences may be responsible for the nonsignificant N1
differences at the level of absolute voltages.3

Task-Plus-Probe VEPs

We then analyzed trials in which the central stimulus did
not require a motor response but was accompanied by an

irrelevant and nonpredictive peripheral probe (see Methods).
On the basis of the grand averages (Fig. 3), we selected cen-
tral-parietal and parietal electrodes CP1, CPz, CP2, P1, Pz,
and P2 for analyses of the C1 component [see also Rauss
et al., 2009]. This is in keeping with previous studies show-
ing that this VEP component reaches its maximum ampli-
tude over posterior leads along the midline, consistent with
generators localized along the calcarine sulcus [Clark et al.,
1995; Di Russo and Spinelli, 1999; Jeffreys and Axford, 1972].
Peak voltages were analyzed with attentional load (low/
high) and electrode as within-subjects factors. Results dem-
onstrated a significant effect of load (F[1, 13] ¼ 5.88, P ¼
0.031, partial g2 ¼ 0.311), with higher C1 amplitudes under
high than low load (�6.59 � 0.76 vs. �5.07 � 0.75 lV).
Although the electrode factor was significant, it did not inter-
act with load (F < 1) and was therefore not followed up.

We further investigated subsequent VEP components eli-
cited by the combination of the central task and peripheral
probe stimuli. Analysis of P1 amplitudes followed the same
procedure as for task-only trials, i.e., using electrodes P7, P5,
P3, P4, P6, P8, PO7, PO5, PO6, and PO8 with attentional
load, hemisphere, and electrode as within-subjects factors.
The effect of attentional load was nonsignificant (F < 1).
There was a tendency toward higher P1 amplitudes over the
right hemisphere (P ¼ 0.064), and the electrode factor was
significant, but with no interaction effect with attentional
load (P > 0.1). As a C1 was evident at some of the lateral
posterior electrodes used to measure the P1 component, we
repeated these analyses using peak-to-peak measurements
(P1 relative to C1). This analysis revealed that the effect of
attentional load was significant (F[1,13] ¼ 4.76, P ¼ 0.048,
partial g2 ¼ 0.27), suggesting that differences at the level of
the C1 component may have partly masked the load-related
effects on the P1 for absolute voltage values. Analyses of N1
peak amplitudes, conducted on the same set of electrodes
and using the same factors as for the P1 component, did not
indicate any significant main or interaction effects.4

Additional C1 Analyses

The results obtained for the C1 component are striking
in that they demonstrate a reversal of the effect of atten-
tional load on early visual processing observed in our ear-
lier study [Rauss et al., 2009]. That is, although we
previously reported reduced C1 amplitudes following

2The small deviation seen in the low-load condition led us to mea-
sure and analyze this possible component using the same settings as
those employed for the C1 analyses described below, i.e., we checked
for the most negative amplitudes over electrodes CP1, CPz, CP2, P1,
Pz, and P2 between 40 and 90 ms poststimulus. Repeated-measures
ANOVA with factors attentional load and electrode indicated no
effect of load (F < 1) and no interaction between the two factors (P ¼
0.16). A similar null result was obtained for analyses based on mean
amplitudesmeasured over the same interval (P¼ 0.47).
3There is a possibility that low-level stimulus differences could have
affected these results because red crosses were included only in the
high-load VEPs, being imperative targets in the low-load condition.
We therefore recalculated these analyses using VEPs based on both
nontarget and target stimuli. Results were equivalent to those
reported above, arguing against low-level stimulus differences as an
explanation for the observed effects of attentional load.

4As for task-only VEPs, there is a possibility that low-level stimulus
differences may have contributed to the effects observed (see foot-
note 3). We, therefore, calculated VEPs including imperative target
stimuli and repeated all analyses. Results were largely equivalent to
those reported above, with the effect of attentional load on C1 ampli-
tudes significant at P ¼ 0.048. However, the effect of load on P1
amplitudes was nonsignificant both for raw voltages and peak-to-
peak measurements. In addition, P1 and N1 peaked slightly earlier
under high load (both P< 0.05), withmean differences of 3 and 6ms,
respectively. In light of our 2-ms sampling interval, we regard these
differences as unimportant.
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Figure 4.

Results of distributed inverse solutions using LAURA. Sagittal sli-

ces are shown from right (top) to left (bottom). A: Inverse solu-

tions over the C1 interval (45–70 ms), averaged across subjects

and load conditions. Principal activation foci were located bilat-

erally in lower visual cortex (2, 3) and middle temporal cortex

(1, 4). Data shown are current densities (CDs) in mA/mm3. B:

Inverse solutions were compared between load conditions for

each subject using paired point-by-point t-tests (high minus low

load) and subsequently averaged over the C1 interval and across

subjects. Maps of t-values shown are scaled to P ¼ 0.10 for df ¼
13. Results indicated higher activity under low load in regions

including right FEF (1), right TPJ (2), and bilateral PCC (3). In ac-

cordance with VEP results, a marginally significant increase in ac-

tivity under high load was observed in the cuneus bilaterally (4).

[Color figure can be viewed in the online issue, which is avail-

able at wileyonlinelibrary.com.]
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peripheral stimulation under increased attentional load,
the present results indicate increased C1 amplitudes to
task-irrelevant information under high attentional load if
peripheral probes appear simultaneously with central task
stimuli. To corroborate these findings, we performed sev-
eral control analyses.

First, to test the basic assumption that C1 amplitudes
were not affected by the simultaneous presentation of cen-
tral task stimuli per se, we conducted analyses on the dif-
ference waveforms between task-plus-probe minus task-
only VEPs. Results indicated that the effect of attentional
load on C1 amplitudes was still significant (F[1, 13] ¼ 7.26,
P ¼ 0.018, partial g2 ¼ 0.358) after controlling for activity
elicited by the central task stimuli in this way.

Second, the grand averages displayed in Figure 3 sug-
gested differences between load conditions during the
prestimulus interval. We systematically explored these
early differences to test whether they could have affected
the early poststimulus effects described above. Running t-
tests were applied to compare load conditions across all
subjects and electrodes for each time point from 100 ms
prestimulus onset to 300 ms poststimulus, with a liberal
significance criterion of P < 0.05 (uncorrected for multiple
comparisons) and an equally liberal temporal stability cri-
terion (�10 ms). Results indicated significant differences at
posterior electrodes throughout the 25 ms preceding stim-
ulus onset. The next period of significant differences was
the C1 interval between 45 and 70 ms poststimulus. The
fact that these two intervals of significant differences were
clearly separated by a period without any obvious atten-
tional effects rules out a simple baseline shift in one of the
two conditions as a likely explanation of the observed C1
effect. In addition, baseline differences were not correlated
across subjects with C1 differences, either when the latter
were measured across the interval of significant differen-
ces as defined by the point-wise t-tests (P ¼ 0.20) or when
C1 peak differences were used (P ¼ 0.18).

Third, to exclude that these correlation analyses as well
as the C1 results themselves might be affected by the base-
line correction procedure, we recalculated VEPs without
baseline correction, using a more liberal amplitude rejec-
tion criterion of �100 lV instead of the original �80 lV.
The C1 effect remained significant (F[1,13] ¼ 6.58, P ¼
0.024, partial g2 ¼ 0.34) in these analyses. Apart from a
general shift in the baseline in both load conditions, grand
averages were equivalent to those obtained in the original
analyses (compare Fig. 3 with Supporting Information Fig.
1). These results establish that the load-dependent modula-
tion of the C1 reported above was not confounded by
obvious changes during the prestimulus baseline interval
across the two load conditions.

Finally, we tested whether the load-related modulation
of C1 peak amplitudes (reflecting differential processing of
peripheral probes) correlated across subjects with the
attentional effects observed in task-only trials (reflecting
differential processing of central stimuli). No significant
correlation was observed between task-plus-probe C1 dif-

ferences and attentional modulations of the task-only P1
(P ¼ 0.334). However, C1 modulations correlated posi-
tively with the effect of attentional load on task-only N1
amplitudes, both for raw N1 voltages (r ¼ 0.65, P ¼ 0.011)
and peak-to-peak measurements (see above; r ¼ 0.58, P ¼
0.029). This result suggests a linear relationship between
the extent of attentional focusing on the central task, as
indexed by more negative N1 amplitudes, and increased
processing of peripheral probes in early visual cortex
under high attentional load, as indexed by increased C1
amplitudes. Interestingly, there was also a marginally sig-
nificant correlation between task-only P1 and N1 modula-
tions (r ¼ �0.47, P ¼ 0.087; note that the negative
coefficient is due to the components’ opposite polarities).
In combination with the absence of a significant correlation
between C1 and task-only P1 modulations, this finding
suggests that partly distinct aspects of task-only N1 var-
iance relate to C1 and task-only P1 variability,
respectively.

In addition to these control analyses, we calculated
inverse solutions to delimit the neural sources of the
observed C1 effect. Distributed source localization analyses
were calculated for each subject’s task-plus-distractor
VEPs using LAURA [Grave de Peralta Menendez et al.,
2004] and subsequently averaged across conditions and
subjects. Results indicated maximal activity in early visual
cortex as well as anterior temporal areas during the C1
interval (45–70 ms; Fig. 4A). The latter finding is in accord-
ance with a recent report by Plomp et al. [2010], indicating
that temporal cortices may be activated very early follow-
ing the onset of a visual stimulus. We then compared ac-
tivity at each of the 4,024 solution points between
conditions and across subjects for each time point using a
running t-test. Finally, we averaged t-values across the
time interval of interest (i.e., 45–70 ms) and applied a lib-
eral significance criterion of P < 0.10. As shown in Figure
4B, maximal differences were observed in bilateral poste-
rior cingulate cortex (PCC) stretching into the precuneus,
with higher activity seen under low attentional load. Mar-
ginally significant differences were found in lateral pre-
frontal and temporoparietal areas of the right hemisphere,
potentially corresponding to the frontal eye field (FEF; cf.
Plomp et al., 2010] and temporoparietal junction (TPJ),
respectively. Marginally significant differences were also
seen in the cuneus, where activity appeared higher under
high attentional load, in accordance with the VEP results
reported above.

Direct Comparisons Between Simultaneous and

Nonsimultaneous Presentation Conditions

To directly assess similarities and differences between
simultaneous (present experiment) and nonsimultaneous
conditions [Rauss et al., 2009], we conducted additional
analyses including VEP data from both studies (N ¼ 14
each), using experiment as a between-subjects factor.
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At the behavioral level, mixed-model ANOVAs across
both experiments indicated significant main effects of
attentional load on RT and performance variables, but no
main or interaction effects involving the experiment factor.
This result shows that task difficulty and participants’
speed were successfully matched between the two studies.

We then examined the possible role of stimulus differen-
ces between the two experiments: here, full-screen probes
were employed, whereas in our previous experiment, we
manipulated the eccentricity of task-irrelevant stimulation
as an additional factor, such that peripheral stimuli cov-
ered only half of the vertical extent of the screen. Consid-
ering the functional anatomy of human visual cortex and
the cortical magnification of locations closer to the fovea
[Slotnick et al., 2001], more eccentric stimulation should
lead to activations that are weaker and less comparable
across subjects than those following parafoveal stimulation
[Amunts et al., 2000; Dougherty et al., 2003; Hasnain et al.,
1998]. Thus, the larger vertical extent of probes used in
this study should not have led to a systematic increase of
C1 amplitudes. To formally examine this, we compared C1
amplitudes across all subjects from both experiments.
Although the load � experiment interaction was highly
significant (F[1, 26] ¼ 11.31, P ¼ 0.002, partial g2 ¼ 0.30),
in accordance with the reversed effect of attention on C1
amplitudes, no overall differences between C1 amplitudes
in the two experiments were observed (F < 1). Accord-
ingly, the inverted effect of attentional load observed in
this study is unlikely to be due to low-level stimulus dif-
ferences or idiosyncratic differences between participants.

Finally, regarding the significant correlation between C1
and task-only N1 modulations by attentional load, we
found a similar pattern of results for our previous experi-
ment: although there was no correlation between C1 and
task-only P1 amplitudes (r ¼ 0.39, P ¼ 0.17), a significantly
negative relationship was observed between modulations
of C1 and task-only N1 (r ¼ �0.55, P ¼ 0.043). Thus,
reductions in C1 amplitudes following peripheral stimula-
tion under high attentional load were linearly related
across participants to attentional focusing, as indexed by
increased N1 amplitudes.

DISCUSSION

This study demonstrates that C1 amplitudes increase
under high attentional load when central task stimuli and
peripheral probes are presented simultaneously. These
new data extend our previous work [Rauss et al., 2009] by
demonstrating for the first time that the attentional load of
a task at fixation may either increase or decrease C1
responses to peripheral, task-irrelevant stimuli, depending
on the relative timing of task and probe streams. More
generally, our study adds to increasing evidence for atten-
tional [Fu et al., 2009, 2010; Karns and Knight, 2009; Kelly
et al., 2008; Poghosyan and Ioannides, 2008; Rauss et al.,
2009] and other top-down influences [Pourtois et al., 2004,

2008; Stolarova et al., 2006] on the earliest sweep of corti-
cal visual-evoked activity.

We did not observe clear load-induced differences at the
level of the P1 and N1 components following simultaneous
central and peripheral stimulation. However, after removing
overlap from the C1 component via peak-to-peak measure-
ments, a significant difference did emerge for the task-plus-
probe P1. As activity at extrastriate levels necessarily reflects
compound processing of central task and peripheral probe
stimuli, these results may be explained in terms of saturation
effects. That is, attentional modulations of task processing
could be masked by activity elicited by the large peripheral
probes, whereas attentional modulations in probe processing
may quickly dissipate beyond the level of the C1. Additional
analyses on peak amplitudes from both task-only and task-
plus-probe VEPs (with probe presence as an additional
within-subjects factor) showed that this explanation may
apply to the task-plus-probe P1: both the effect of probe
presence (P ¼ 0.003) and the interaction between load and
probe presence (P ¼ 0.037) were significant and together
suggested a ceiling effect in the presence of peripheral
probes. However, the same pattern did not emerge for the
task-plus-probe N1 component.

Looking at VEPs elicited by the central task stimuli
only, we observed a significant increase in P1 amplitudes
and some evidence for differences at the level of the N1,
although the latter effect was significant only when the
component was measured relative to the preceding P1.
Interestingly, we did not observe any P1 modulations in
our previous study, although the central task stimuli used
were exactly the same. Two factors could explain this dis-
crepancy between the two studies: either the slight
changes in stimulus timing (longer stimulus duration and
shorter ITIs in this study, see Methods) modified the
response of extrastriate visual areas to the RSVP task or
the potential co-occurrence of central and peripheral stim-
uli in this study led to adaptive changes in attentional
gain control, e.g., to reduce interference. Considering the
well-known electrophysiological properties of the P1
[Handy et al., 2001; Hillyard and Anllo-Vento, 1998; Hop-
finger and Handy, 1998; Luck, 1995], we are inclined to
favor the latter explanation, although this issue cannot be
resolved based on the present data alone.

Importantly, attentional modulations of the (task-plus-
probe) C1 component correlated with task-only N1 modula-
tions across subjects. The N1 component is known to reflect
target discrimination processes [Luck, 1995], which presum-
ably constitute one of the main differences between the low-
and high-load conditions. The fact that its modulation was
linearly related to even earlier neural activity elicited by
peripheral stimuli in a different class of trials suggests a
functional relationship between the attentional resources
deployed at fixation and the processing of irrelevant infor-
mation in the periphery. The finding of a similarly signifi-
cant correlation of opposite sign in our previously published
experiment [Rauss et al., 2009] indicates that the nature of
this link is strongly dependent on stimulus timing.
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Finally, auxiliary source analyses indicated higher activity
in PCC and precuneus under low attentional load as well as
marginally higher neural activity in early visual cortex. Within
the limits of spatial resolution offered by distributed source
localization procedures, we propose that the first result may
be linked to reduced activity in the so-called default network
[Gusnard and Raichle, 2001] under increasing task demands.
Differences at the level of early visual cortex under high load
are consistent with the C1 results, but the marginal signifi-
cance of this effect may be partly due to the limited sensitivity
when using a template brain in combination with high ana-
tomical variability in these regions [Amunts et al., 2000;
Dougherty et al., 2003]. More advanced methods based on
individually tailored inverse solutions [Ales et al., 2010;
Hagler et al., 2009] may prove useful to corroborate and
extend these findings in the future.

As noted in the Introduction, several models may
explain the present results. Our original assumption was
that simultaneous presentation of irrelevant stimuli in the
periphery should increase their salience and thereby dis-
rupt the attentional modulation of C1 amplitudes observed
under nonsimultaneous presentation conditions. More spe-
cifically, attentional capture by simultaneously onsetting
stimuli has been demonstrated both in the visual domain
[Fournier, 1994; Kahneman et al., 1983; Kritikos et al.,
2008; Wilson and Singer, 1981] and across different modal-
ities [Olivers and Nieuwenhuis, 2005; Santangelo and
Spence, 2007; Van der Burg et al., 2008a,b). Because the C1
reduction observed in our previous study relates to endog-
enous attentional processes (with instructions determining
attentional load, while stimuli were the same in both con-
ditions), the present results might suggest that attentional
capture by salient (though completely task irrelevant)
stimuli can override endogenously driven suppression of
early visual cortex activity. However, this interpretation
rests on the comparison of two studies in different subjects
and would therefore need to be followed up with addi-
tional, within-subjects experiments. Also, such an interpre-
tation would only explain a reduction of the C1 effect
observed in our previous study [Rauss et al., 2009], not its
reversal. One would thus have to assume an additional
mechanism that ‘‘hijacks’’ increased recruitment of atten-
tional resources under high load, such that peripheral
probes may paradoxically elicit more neural activity. One
such mechanism could be temporal grouping [Blake and
Lee, 2005], an extended version of the Gestalt law of com-
mon fate assuming that stimuli with simultaneous onset
and offset will preferentially be processed together.

However, a more parsimonious interpretation may be
found in the temporal structure of the task: if attentional
resources were recruited periodically around the time of
expected stimulus onset, this temporally focused recruit-
ment could be increased under high attentional load, and it
could boost neural activity elicited by all stimuli occurring
around the expected onset time. (Note that this account and
the aforementioned interpretation in terms of temporal
grouping are not mutually exclusive, as temporally focused

recruitment of attention might lead to temporal grouping
between central targets and peripheral probes.) The signifi-
cant C1–N1 correlations observed in the present and our
previous experiment [Rauss et al., 2009] are in accordance
with this interpretation: periodical recruitment of atten-
tional resources, reflected in increased task-only N1 ampli-
tudes, could explain both increased C1 amplitudes elicited
by concurrently presented probe stimuli here, as well as C1
reductions when probes are presented during putative
attentional troughs between task stimuli as in our previous
study. The pervasive effects of temporal attention have been
extensively investigated in recent years [for a review, see
Nobre et al., 2007], but further studies would be required to
determine whether the jittered stimulus onsets in this study
would disrupt the effects observed with fixed SOAs in pre-
vious reports. In addition, it is unclear whether temporal
attention can affect early VEP components, which have tra-
ditionally been found to be modulated by spatial attention
only [Hillyard and Anllo-Vento, 1998]. However, recent evi-
dence suggests that this may be the case [Correa et al., 2006;
Doherty et al., 2005].

To further refine these interpretations, future studies
should manipulate SOAs parametrically in the same sub-
jects [cf. Kahneman et al., 1983]. Independent of their under-
lying mechanisms, the effects reported here and their
comparison with our previously published results indicate
that the temporal structure of a given task may profoundly
change the effects of attention on the earliest stages of proc-
essing in the visual cortex, as reflected by scalp VEPs. Thus,
temporal task structure should be carefully considered both
in designing and interpreting experiments that probe top-
down effects at the initial levels of visual perception.

It could be argued that the effects observed in this study
are the consequence of a spillover of spatial attention onto
the peripheral probes. Thus, if part of the peripheral stim-
ulus fell into the task-centered attentional spotlight [Brefc-
zynski and DeYoe, 1999], probe-elicited C1 amplitudes
might be enhanced as a result of increased attentional gain
under high attentional load. We believe that this alterna-
tive interpretation is unlikely because previous studies
have overwhelmingly reported a decrease of the size of an
attentional spotlight with increasing task difficulty [Bahcall
and Kowler, 1999; McMains and Somers, 2004; Schwartz
et al., 2005; Williams, 1984, 1985], which should reduce
spillover effects under high attentional load.

One might also interpret the differences between the
present and our previous study in terms of an attentional
blink-like phenomenon [Raymond et al., 1992] in the case
of nonsimultaneous probe presentation. However, this ex-
planation seems unlikely because the timing of our stimuli
was clearly different from the values reported in the atten-
tional blink literature. In particular, SOAs in attentional
blink paradigms are usually smaller than 500 ms [Hommel
et al., 2006], and stimuli are presented during very short
periods [e.g., 15 ms in the original study of Raymond
et al., 1992]. Both stimulus durations and SOAs were con-
siderably longer in our experiments.
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Finally, it could be that peripheral probes, consisting of
arrays of horizontal line elements, were processed differen-
tially because their task relevance differed between condi-
tions. That is, although in the low-load condition, detection
of the color red was sufficient to elicit a correct response,
participants additionally had to distinguish object orienta-
tions under high attentional load. As the orientation of the
task stimuli was defined by the location of a horizontal line
either at the top or bottom of a vertical line, the peripheral
arrays of horizontal lines might have gained task relevance
under high load and could thus have attracted more proc-
essing resources [Folk et al., 1992]. We cannot exclude such
an effect based on the present dataset, but note that it would
not by itself explain the effects of stimulus timing that we
observed across our two studies. Moreover, such an inter-
pretation rests on the assumption that feature-based atten-
tional mechanisms can modulate neural processing at the
level of the C1, something which to the best of our knowl-
edge remains to be shown [for evidence of early feature-
based attentional modulations at the level of the P1 compo-
nent, see Zhang and Luck, 2009].

In summary, our results demonstrate that relatively
small changes in stimulation parameters can have a pro-
found influence on top-down effects measured at the ear-
liest cortical stages of visual processing in humans. As the
number of studies demonstrating early attentional effects
on visual processing increases, an important aim is to bet-
ter characterize the conditions under which these effects
may be replicated. Recent work from our [Pourtois et al.,
2004, 2008; Rauss et al., 2009] and other groups [Karns and
Knight, 2009; Kelly et al., 2008; Khoe et al., 2005; Pog-
hosyan and Ioannides, 2008; Stolarova et al., 2006] shows
that attentional suppression or enhancement may be
observed very early following stimulus onset at the level
of V1, as a function of stimulus relevance and task
demands. This study adds important information to these
reports by demonstrating that stimulus timing may crit-
ically affect modulations of early visual cortex activity by
attentional load [Rauss et al., 2009; Schwartz et al., 2005].
Temporal and spatial factors may thus combine to shape
the effects of attention on the earliest stimulus-evoked
responses of the visual system.
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