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Abstract: We present a technique for predicting cardiac and respiratory phase on a time point by time
point basis, from fMRI image data. These predictions have utility in attempts to detrend effects of the
physiological cycles from fMRI image data. We demonstrate the technique both in the case where it can be
trained on a subject’s own data, and when it cannot. The prediction scheme uses a multiclass support vec-
tor machine algorithm. Predictions are demonstrated to have a close fit to recorded physiological phase,
with median Pearson correlation scores between recorded and predicted values of 0.99 for the best case
scenario (cardiac cycle trained on a subject’s own data) down to 0.83 for the worst case scenario (respira-
tory predictions trained on group data), as compared to random chance correlation score of 0.70. When
predictions were used with RETROICOR—a popular physiological noise removal tool—the effects are
compared to using recorded phase values. Using Fourier transforms and seed based correlation analysis,
RETROICOR is shown to produce similar effects whether recorded physiological phase values are used,
or they are predicted using this technique. This was seen by similar levels of noise reduction noise in the
same regions of the Fourier spectra, and changes in seed based correlation scores in similar regions of the
brain. This technique has a use in situations where data from direct monitoring of the cardiac and respira-
tory cycles are incomplete or absent, but researchers still wish to reduce this source of noise in the image
data. Hum Brain Mapp 34:985–998, 2013. VC 2011 Wiley Periodicals, Inc.
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INTRODUCTION

Time-series depicting blood oxygenation level depend-
ent (BOLD) contrast contain complex signals arising from
a variety of sources including neurovascular coupling,

systemic physiology, and the magnetic resonance imaging
instrument. The interpretation of functional magnetic
resonance imaging (fMRI) experiments is predicated
on the assumption that the measurements reflect the neu-
rally mediated component. However, the cardiac and
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respiratory cycles in particular are known to contribute
significant noise to the signal. The respiratory cycle causes
variations from the flow of cerebro-spinal fluid (CSF),
changes in blood oxygenation and carbon dioxide levels as
well as magnetic field in homogeneities because of chest
motion [Birn et al., 2006; Windischberger, et al. 2002]. The
cardiac cycle also causes CSF flow [Britt and Rossi, 1982]
in addition to pulsation of blood vessels [Dagli et al.,
1999]. It has been shown that these physiological noise
fluctuations can reduce sensitivity to BOLD effects of
interest [Lund et al., 2006], and with the trend towards
higher-field strengths and the concomitant increase in sen-
sitivity of fMRI to physiological processes [Kruger et al.,
2001; Triantafyllou et al., 2005] combined with emerging
interest in resting state fMRI acquisition, motivation
has increased for investigation of these signal sources,
including their estimation and correction.

Several tools have been developed to remove fluctuations
because of cardiac and respiratory cycles with the aim of
increasing the (neurovascular) signal to noise, and thus
reduce the number of false positive or negative voxels in
the significance testing of fMRI activation paradigms. Some
of these methods require modifications to the normal scan-
ning protocol; for example, extremely fast but reduced
field-of-view scanning to oversample the physiological
cycles [Chuang and Chen, 2001], k-space based removal
methods [Wowk et al., 1997] or linking physiological cycles
to the acquisition sequences [Stenger et al., 1999]. Alterna-
tively, data driven approaches have been developed that
combine BOLD sensitive imaging with simultaneous meas-
urements of cardiac and respiratory cycles: averaging
images that occur at the same stage of the cycles and
removing this average from images [Deckers et al., 2006];
temporal frequency filtration [Biswal et al., 1996]; inde-
pendent component analysis [Thomas et al., 2002]; and the
most popular, at least by citation count, low-order Fourier
series regressions to the data [Glover et al., 2000].

Many of these removal tools rely upon physiological
data acquired concurrently with the fMRI acquisition to
detrend these effects. This typically takes the form of a
respiratory bellows around the abdomen and a pulse
oximeter placed on the fingertip or toe. Measurements of
temporal variation in chest circumference and blood satu-
ration levels are then recorded. These physiological record-
ings are occasionally corrupted by, e.g., subject motion,
battery exhaustion, or software failure. Alternatively, phys-
iological recording may not be available because of the
unavailability of equipment or software, or if it is inappro-
priate to the paradigm in question (e.g., if the monitoring
equipment would interfere with operation of a button
box). An experimenter may only realize after data acquisi-
tion that physiological data would have been valuable,
and wish to retrospectively correct the data for physiologi-
cal artifacts. In each case, estimation of physiological noise
is required without concomitant physiological recordings.

Some methods have been designed to function without
utilizing direct monitoring of the physiological cycles. The

first is the aforementioned oversampling of the frequency
domain with a temporal sampling rate high enough to
monitor physiological noise without aliasing, but unfortu-
nately such short TRs do not permit acquisition of suffi-
cient slices for whole brain coverage [Chuang and Chen,
2001]. Other methods use some form of temporal and spa-
tial component analysis, such as PCA or ICA, [Beall and
Lowe, 2007; Thomas et al., 2002] to automatically separate
out differing components of the signal. Unfortunately, this
requires separation of those components that are physio-
logical in origin and those that are neurovascular, for
which visual inspection is still considered by some authors
to be a ‘gold standard’ [Kelly et al., 2010; Perlbarg et al.,
2007]. Other methods use phase information [Cheng and
Li, 2010] or the centre of k-space [Frank et al., 2001; Le
and Hu, 1996] to map physiological phase, with some
success in the case of the respiratory cycle, but with more
limited results when dealing with the cardiac cycle. Each
of these methods shows promise but is not yet a complete
solution to the problem of physiological noise removal in
the absence of physiological data.

We offer an alternative means of obtaining physiological
data when physiological recording is either fully or par-
tially absent, by predicting the phase of each physiological
cycle from the image data. This physiological phase data
can then be used in common noise removal tools such as
RETROICOR to detrend physiological noise, with compa-
rable results to using recorded data. We demonstrate
its capabilities by utilizing the predicted phase data in
RETROICOR and observing its efficiency as compared to
recorded physiological data.

MATERIALS AND METHODS

Removal of Physiological Noise—RETROICOR

RETROICOR is a well-cited retrospective image based
correction algorithm for physiological artifact removal
[Glover et al., 2000]. It works by modeling physiological
noise as a low-order Fourier function of the form:

y@ðtÞ ¼
XM
m¼1

acm cosðmuðtÞcÞ þ bcm cosðmuðtÞcÞ

þ arm sinðmuðtÞrÞ þ brm sinðmuðtÞrÞ ð1Þ

The u terms denote the phase of either cycle and are cal-
culated from the output of the physiological monitoring
devices. Glover et al. [2000] found empirically that M ¼ 2
was adequate, and hence we have used the same value.
The a, b are coefficients for the cardiac, c, and respiratory,
r, cycles are calculated by voxelwise regression to the
fMRI dataset.

In the original article by Glover et al. [2000], cardiac
phase is computed as:

ucðtÞ ¼
2pðt� t1Þ
ðt2 � t1Þ

(2)
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where t1 is the time of the peak of the R-wave directly
prior to time t as recorded from the cardiac recordings,
and t2 the time for peak of the R-wave directly after t.
This assumes that the phase linearly proceeds from 0 to 2p
during each R-wave peak to R-wave peak interval.

The respiratory phase is complicated by the significance
of depth of respiration. This has been further investigated
by other researchers as extensions to RETROICOR [Birn
et al., 2006; Chang and Glover, 2009b; Wise et al., 2004],
who found changes in respiration depth make low-
frequency contributions to fMRI data. During this investi-
gation, we recreated the respiratory phase as measured in
the original article, defined as:

urðtÞ ¼ p

PrndðRðtÞ=RmaxÞ
b¼1 HðbÞP100

b¼1 HðbÞ
sgn

dR

dt

� �
(3)

where H is a histogram of the recorded respiratory values
R, divided into 100 bins and rnd() is an integer rounding
operation. Sgn() is the sign operator, taking values of one
for arguments greater than zero, and minus one for argu-
ments less than zero. The phase thus has a range of �p for
peak inspiration, and less for breaths of lower inspiration.

As RETROICOR removes physiological noise on a per-
voxel basis, the phase of the physiological cycles for each
voxel can be calculated on either a slice-wise or volume-
wise basis. Theoretically, calculating phase on a slice-wise
basis gives a more accurate estimate of physiological noise,
as the phase is more directly mapped to the time of voxel
acquisition. Some studies implementing RETROICOR have
therefore calculated and removed phase on a slice-wise
basis [de Munck et al., 2008; Harvey et al., 2008]. However,
other studies instead have done this on a volume-wise
basis [Lund et al., 2006; Shmueli et al., 2007]. A compara-
tive study has found that using slice-wise timing
shows small but significant improvement as compared to
volume-wise timing [Jones et al., 2008].

Throughout this work, phase was estimated on a
volume wise basis, with the slice acquired TR/2 into the
volume used as a timing reference. This choice was made
to increase the amount of information available to the clas-
sifier at each time point. Had we chosen to conduct this
work on a slice-wise basis, the varying number of voxels
per slice, and the varying level of physiological informa-
tion those voxels carry, would cause predictions from
different slices to have differing levels of accuracy. We
also note that it may not be possible to conduct between-
subject predictions on a slice wise basis, as the match of
physiological phase to an individual slice varies between
acquisitions. The implications of this choice are explored
in the discussion section.

In the original RETROICOR publication [Glover et al.,
2000], for each voxel, the coefficients a and b were
determined by a Fourier summation over all time points.
The RETROICOR interpretations within publicly available
research tools AFNI [Cox, 1996] and Camba [Brain

Mapping Unit, University of Cambridge) implement this
by estimating and detrending each physiological cycle
sequentially. This technique is vulnerable to error if there
are correlations between the effects of the cycles or they
are aliased to similar frequencies, and so instead we esti-
mated these simultaneously using a general linear model,
as in some recent other implementations of RETROICOR
[Lund et al., 2006]. Once estimated, the signal attributed to
these cycles was then subtracted from the time course.

Physiological Data Restoration Using Support

Vector Machines

RETROICOR relies upon accurate monitoring of the
physiological cycles. However, such data may not be
acquired, and in any case physiological data acquisition
methods remain unreliable in modern scanner environ-
ments, and recordings are often incomplete or absent
despite the imaging data being uncompromised. The
effects of the physiological cycles are represented in the
data, and with some knowledge of how these are repre-
sented, we can estimate the missing physiological data so
that RETROICOR can be applied.

We trained a classifier on the available recorded data.
We then used this model on the image data, which had no
physiological recordings, to predict what those values
would have been. If the predictions were sufficiently accu-
rate, the effects of RETROICOR would be comparable to
those that would have been observed had perfect record-
ings been possible.

In a typical physiological cycle, phase as calculated by
RETRICOR proceeds from 0 to 2p before wrapping back to
zero. There is therefore a mathematical discontinuity in the
description of phase between 2p and 0, making it a difficult
parameter to regress. Instead we chose to separate phase
into discrete bins and to construct a classifier that first pre-
dicted, which phase bin each image belonged to, and then
interpolated between results to obtain fine distinction.

To construct this classifier model, we assigned a phase
as described earlier to each time point of the physiological
recording data. Each MRI EPI-volume was then assigned a
phase based on the time point occurring in the middle of
its acquisition. These volumes were partitioned into
N phase bins of equal width. To determine the optimal
value for N various values were tested. A multiclass sup-
port vector machine [SVM) classifier [Cortes and Vapnik,
1995; Vapnik, 1982] was then constructed that imple-
mented a pairwise-coupling scheme [Hastie and Tibshir-
ani, 1998] using Platt’s SVM probability estimates [Platt,
2000], as this has been previously shown to be a good
multiclass SVM scheme [Duan and Keerthi, 2005]. This
method allowed us to predict which phase bin, and hence
which range of phase values, each EPI volume fell into.

Inputs to the classifier, both for training and testing,
were whole brain volumes, preprocessed as detailed
below. Each voxel was treated as a separate variable
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submitted to the classifiers. Aside from brain extraction,
no further dimensionality reduction was performed, pro-
viding an input vector of length �15,000 for each time
point. Class labels for each volume were then determined
as described earlier, by calculating which phase bin was
associated with its time of acquisition.

The analysis used an SVM algorithm based on code
from SVM_light [Joachims, 1999] to generate a distinguish-
ing model between each pair of classes (in this case each
class comprised the images from a certain phase bin of a
physiological cycle), using the data from the training set.
SVMs are a maximum margin classifier. SVMs work by
constructing a hyperplane in variable-space that maxi-
mally splits two groups of training data. This hyperplane
can then be used to predict, which group new data points
belong to [Vapnik, 1982]. To account for training errors, a
soft-margin technique is used, where a user-defined
parameter ‘C’ allows for a trade off between misclassifica-
tion errors and margin size [Cortes and Vapnik, 1995]. For
this work, we found that increasing the value of C
improved the performance of the classifier until a maxi-
mum, dataset dependent value was reached. After this
value increases in C had no effect. We therefore used a
value of C, 50,000, that was large enough to be greater
than this maximum for all our datasets. We used a linear
kernel throughout, as this produces a weight vector that
can be simply displayed and averaged between subjects,
to permit the between subject methodology.

The algorithm outlined by Platt converts raw SVM out-
puts to probabilities by modeling the SVM output as a sig-
moid [Platt, 2000]. Using this method requires that the
sigmoid be recalibrated and its parameters derived sepa-
rately for each training dataset under consideration. We
did this by using three-fold cross validation on each train-
ing data set. Results of this cross validation were then
used with a model-trust algorithm based on that in the
original description of the sigmoid fitting [Platt, 2000] to
fit the sigmoid parameters for that dataset. These parame-
ters were then recorded and used to form any predictions
based on that training data set.

The pairwise coupling scheme requires a binary classi-
fier to be created to discriminate between every possible
class pair, which in this case amounts to N(N � 1)/2 bi-
nary classifiers. Once each classifier has returned a value
and its output converted to a Platt probability (rij, where i
and j are the two classes the classifier discriminates
between), pairwise coupling attempts to estimate the
underlying class probabilities from these binary outputs.
We do this by introducing variables lij where:

lij ¼
pi

pi þ pj
(4)

and pi is the probability (to be found) that the test image
lies in group ‘i’. Initial estimates of pi were set as uniform
[e.g., 1/(number of classes)]. The pi values are then opti-
mized such that these lij values are as close to the rij as

possible. In practice, using the Kullback–Leibler distance
as a measure of proximity between rij and lij, the probabil-
ities are found from:

pnewi ¼ poldi

P
j6¼i nijrijP
j6¼i nijlij

(5)

This is repeated until convergence, defined by an aver-
age difference in pi between successive iterations of less
than 0.001, renormalizing pi after each iteration. In this
equation nij is the number of training instances that were
either in group ‘i’ or group ‘j’.

This technique provided an optimized class probability,
pi, for membership of each possible class. Selecting the class
with highest probability would therefore result in a predic-
tion with resolution equal to the class width (2p/N). We
improved this resolution by fitting a cubic spline to the class
probabilities, and the prediction was derived from the phase
value corresponding to the peak of the fitted spline. Each
3D volume submitted to the classifier therefore produced a
single scalar prediction, which could take any value in the
continuous range 0–2p, regardless of the chosen value of N.
We chose to use a interpolation resolution of 0.1 radians
throughout the results presented in this work, as little bene-
fit was seen from choosing finer resolution.

No temporal smoothing of results was attempted, as
aliasing of the physiological cycle meant that each time
point carried little information that could be used to
improve the prediction of its neighbors.

Experiments

To assess the physiological phase prediction technique,
we tested it on resting state data with concurrently
acquired physiological recordings. We repeated this for
both split half cross validation within the same dataset
(‘partially absent data/within-subject training’) and leave
one out cross validation over all data sets (‘fully absent
data/between-subject training’). Accuracy of the algorithm
was tested by measuring root mean squared error and
Pearson product-moment correlation between predicted
and recorded values. Testing of its efficacy at removing
physiological noise was undertaken by using RETROICOR
on the datasets with either predicted or recorded values.
Resulting datasets were compared using a Fourier trans-
form of the data, and seed based correlation analysis
(SCA).

Finally, a weight vector based on the predictive models
was computed, demonstrating the regions of the brain
weighted most strongly in predictions of the physiological
cycles.

Study Participants and MRI Data Acquisition

Scans were acquired from 27 healthy volunteers with
ages 22–43 years (mean 30 � 6), of whom 3 were female.
The measurements were performed on a 3 T Siemens
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MAGNETOM Trio scanner (Siemens, Erlangen, Germany)
with an 8-channel phased-array head coil. For acquisition
of the resting state fMRI data, the subjects were told to lie
still in the scanner with their eyes closed. Functional time
series of 488 time points were acquired with an echo-pla-
nar imaging sequence. The following acquisition parame-
ters were used: echo time ¼ 25 ms, field-of-view ¼ 22 cm,
acquisition matrix ¼ 44 � 44, isometric voxel size ¼ 5 � 5
� 5 mm3. Twenty-six contiguous interleaved axial slices
covered the entire brain with a repetition time of 1,250 ms
(flip angle ¼ 70�). High resolution T1-weighted structural
MRI scans of the brain were acquired for structural
reference using a 3D-MPRAGE sequence (TE ¼ 4.77 ms,
TR ¼ 2,500 ms, T1 ¼ 1,100 ms, flip angle ¼ 7�, bandwidth
¼ 40 Hz/pixel, acquisition matrix ¼ 256 � 256 � 192,
isometric voxel size ¼ 1.0 mm3).

An additional dataset was taken with a single subject
(male, aged 26 years) on a 3 T Siemens MAGNETOM Trio
scanner (Siemens, Erlangen, Germany) on a different site.
This dataset was taken to allow comparison between results
with the above acquisition parameters, and those that may
be found with alternate acquisition parameters. Two resting
state sessions with closed eyes were acquired, both 10 min
and 10 s in length using a 12-channel phased-array head
coil. An echo-planar imaging sequence was used with pa-
rameters as close as possible to the original acquisition for
one run, except using a 64 � 44 matrix, maintaining the
same (5 � 5 � 5 mm3) spatial resolution with a larger field
of view. All other parameters were identical. For the second
run, instead the following were used: echo time ¼ 30 ms,
field of view ¼ 19.2 cm, acquisition matrix ¼ 64 � 64, voxel
size ¼ 3 � 3 � 3 mm3. Thirty-two interleaved axial slices of
size 3 mm and slice gap 0.75 mm covered the entire brain
with a repetition time of 2,000 ms (flip angle ¼ 70�). All
analysis on this dataset was identical to that which took
place on the larger dataset. Results from this dataset are
presented in Supporting Information.

The study was undertaken in compliance with the Code
of Ethics of the World Medical Association (Declaration of
Helsinki) and was approved by the local IRB of the medi-
cal school, Otto von Guericke University, (or the Wolfson
Brain Imaging Centre, University of Cambridge for the
single subject data) with all participants giving written
consent prior to scanning.

Data Preprocessing

The first 10 s of each imaging sequence were discarded
to allow for T1-magnetization stabilization. Motion correc-
tion (rigid body translation and rotation) and brain extrac-
tion was then performed using Camba (Brain Mapping
Unit, University of Cambridge).

Estimation of Phase of Physiological Cycles

The monitoring hardware was the manufacturer’s stand-
ard equipment—a respiratory bellows and pulse oximeter—

and measured chest expansion and blood oxygen saturation
as proxies for the respiratory and cardiac cycles, respec-
tively. This data was taken concurrently with fMRI acquisi-
tion. The physiological monitoring device sampled each
cycle at a frequency of 49.82 Hz (50.0 Hz for the single
subject dataset) and a time stamp on the output allowed
temporal registration to the BOLD time series.

A phase value for each time point of the physiological
monitoring data was calculated using the AFNI toolbox
[Cox, 1996] based on this data.

Prediction of Physiological Phase

Recreation of partially absent data/within-subject
training

In some situations—for example if a subject were to
move the body part with physiological monitoring device
attached or device batteries were exhausted—only par-
tially useable data is recorded from physiological monitor-
ing apparatus. In this case, RETROICOR could only be
applied to the data before the loss of physiological record-
ing. Using the methods described earlier, we created a
SVM model from a subset of our full dataset and recreated
the physiological data for the remaining images, so that
RETROICOR could instead be applied to the whole
dataset.

Classifiers were trained on the first 240 time points and
tested on the latter 240 time points of each subject’s data-
set. For each prediction, multiples of 2p were added/sub-
tracted until the result lay within �p of the recorded
value. This does not affect the RETROICOR implementa-
tion, as it uses sinusoids of the phase, but enables mean-
ingful comparisons between predicted and recorded
phase.

When implemented with RETROICOR, we did not
include the half of the data that had been used to train the
SVM model in our RETROICOR analysis. This meant that
effects were only from the predicted values, and were not
obscured by contributions from recorded values on the
first half of the data.

Prediction of values using split within-subject training
was repeated, reducing the amount of training data each
time, to determine what level of training data would be
required to obtain good results. This was done by remov-
ing time points from the start of the dataset each time. The
values sampled were 240 (all of the data), 200, 160, 120, 80,
40, 30, 20, or 10 time points used as training.

Recreation of fully absent data/between-subject
training

A leave-one-out procedure was adopted in which the
entire 480 time-points from all subjects, except one, were
used for training a set of classifiers. Weight vectors of clas-
sifiers were then averaged across subjects at each point in
MNI space [Evans et al., 1993]. These average classifiers
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were then registered into the remaining subject’s brain
space using FLIRT [Jenkinson and Smith, 2001], and used
to predict the physiological data for that subject’s entire
time course.

Aside from the source of the training data, all other
techniques used were the same as for the case of partially
absent data.

This was repeated for each subject, retraining on the
remaining 26 subjects each time.

Benchmark for predictions using random number

generation

To provide a baseline with which to compare perform-
ance of the predictions, we also used a pseudo-random
number generator to homogeneously distribute predictions
between �p of the recorded values. This was repeated 100
times for each data set, for each physiological cycle.

Comparing Recorded to Predicted Physiological

Phase

To determine how accurate the physiological phase pre-
dictions were, we first of all directly compared them to the
recorded values. For each subject, we calculated the root
mean squared error (RMSE) between predicted and
recorded values.

Example plots of predicted phase plotted against
recorded phase, from the single subject with the median
RMSE score, are presented.

As with all the following methods, this was repeated for
both cycles (cardiac and respiratory) and both types of
prediction (partially and fully absent physiological data).
In only this method we also compared over all sampled
numbers of phase bins, and to the pseudo-random number
generator.

Fourier Transform

As a simple first comparison of RETROICOR perform-
ance with recorded and predicted phase values, we com-
puted the Fourier transform of each voxel’s time course
before and after RETROICOR with each type of physiolog-
ical data, and then averaged these across the whole vol-
ume. Comparison of these Fourier transforms then shows
how much each RETROICOR implementation has reduced
signal fluctuations at different frequencies. The aim was to
demonstrate whether predicted physiological phase
allowed RETROICOR to remove the same spectral compo-
nents as using recorded physiological phase.

Example plots of a single subject with median RMSE
error are presented for comparison.

Seed Based Correlation

We then chose an analysis technique that has been used
to study resting state data to show how either RETROI-

COR technique could affect a standard data analysis. The
analysis we chose was seed based correlation [Cordes
et al., 2000; Uddin et al., 2009], using a seed region for the
default mode network, as taken from [Fox et al., 2005].
Seed based correlation works by calculating the correlation
coefficient between individual voxel time courses and the
time course of the seed region. The intent of the method is
to therefore infer some kind of relationship between the
voxels of brain matter encompassed by the seed region
and other voxels displaying high correlation to the seed
voxel. Here we show how correlation between voxels and
a seed in the default mode network may vary with RET-
ROICOR based on different physiological data.

To conduct seed based correlation, we followed a sim-
plified SCA methodology. Following the above preprocess-
ing steps, we either (a) performed no physiological noise
removal, (b) performed physiological noise removal with
recorded phase values or (c) performed physiological noise
removal with predicted phase values. We then trans-
formed each subject time course into standard MNI space.
We calculated an average time course of a cubic seed
region of sides 7 mm centered on a seed voxel from the
posterior cingulated cortex (PCC). We used the same voxel
used in at least two prior studies [Cole et al., 2010; Fox
et al., 2005], where it was given, respectively, Talairach
coordinates of (�2, �36, 37) and MNI coordinates of
(�2, �39, 38). On a voxelwise basis, the correlation coeffi-
cient was then calculated between the seed time course
and all voxel time courses. This was repeated for all sub-
jects. Finally, correlation coefficients were averaged over
all subjects for each voxel.

This is a simplified SCA method, in that we did not con-
duct temporal filtration, global signal regression, CSF
regression or any of the other preprocessing steps that are
sometimes applied to analyses of this sort. It has been
suggested that if used, these steps should be applied after
physiological corrections [Strother, 2006]. As we were
solely interested in the differences elicited by using the
different physiological correction schemes, we did not
conduct these further preprocessing steps, which might
blur the differences of interest.

Weight Vectors

When using linear SVMs, the weight vector demon-
strates regions that the model uses most in its predictions.
Regions of large magnitude in the weight vector have the
most impact on eventual predictions. In the scheme used
here, there are multiple weight vectors as each phase bin
is compared to each other. We can gain an insight into
how the physiological effects on the fMRI image change
over time, however, by looking at weight vectors from
classifiers that distinguish between adjacent phase bins.
For example, in a 10 phase bin system, a weight vector of
the classifier comparing phase bin one to phase bin two
shows the voxels most useful in distinguishing between
images of the brain seen during the first and second tenths
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of the physiological cycle. This can then be repeated over
all adjacent phase bins to give a time series of weight vec-
tors. We calculated the weight vectors for the N ¼ 10 case
(the highest value of N sampled) to give the finest tempo-
ral resolution available. The time series of weight vectors
for the cardiac and respiratory cycles, averaged over all
subjects, are then presented individually.

RESULTS

Unless otherwise stated, all results presented here are
average � one standard deviation.

Comparing Recorded to Predicted

Physiological Phase

For both cycles, RMSE was reduced by using N greater
than two (Fig. 1). N > 3 did not give significantly differing
results, either in terms of average error or correlation coef-
ficient, compared using a paired two tail t-test with P <
0.05 as a threshold.

In every case, the random number benchmark gave
RMSE larger than the predictions. The cardiac cycle when
predicted using within subject training provided the low-
est RMSE, with highest RMSE when predicting the respira-
tory cycle using between subject training. This last case
was the only one for which (if N > 3) the RMSE was
greater than half that of the random number generation
benchmark, and has a visibly worse match to recorded
phase in example scatter plots (Fig. 2d). The other cases,
prediction of cardiac cycle with between subject training
and prediction of respiratory cycle using within subject
training lay in between these two extreme cases.

As examples, in Figure 2 are scatter plots of predicted
against recorded phase for single subjects. These are me-
dian subjects in each case; the predictions have median
RMSE error amongst our subjects, meaning as many fits
were worse than this as were better than this. In each plot
the N ¼ 6 case is presented as a representative sample, as
it is roughly central amongst the N ¼ 4, 6, 8, and 10 cases.
These cases showed less than 5% difference in RMSE and
as such did not demonstrate notably different behavior in
example plots. Pearson correlation coefficient scores for
the relationship between recorded and predicted phases
were, in these cases, 0.99 (mean: 0.96 � 0.08 over all sub-
jects) for the cardiac cycle predicted after training within
the subject, 0.93 (mean: 0.93 � 0.08 over all subjects) for
the cardiac cycle predicted after training between subjects,
0.96 (mean: 0.92 � 0.04 over all subjects) for the respira-
tory cycle predicted training within the subject and 0.83
(mean: 0.85 � 0.05 over all subjects) for the respiratory
cycle predicted after training between subjects. By contrast,
the benchmark random number generator produced an av-
erage correlation score of 0.70. This nonzero correlation
score from the random number generator was the result of
shifting each prediction such that it lay between �p of the

true value. Supporting the evidence of Figure 1, again the
relationship between recorded and predicted phase was
strongest for cardiac predictions using within subject train-
ing, and worst for respiratory predictions with between
subject training.

When the level of training data was reduced from 240
TRs (300 s), the RMSE of predictions increased (Fig. 3). This
data is again from the N ¼ 6 case, as the behavior of the
cases was very similar regardless of the chosen value of N.
The RMSE was significantly increased (P < 0.05, paired t-
test, d.o.f. 26) for the cardiac cycle when using any amount
of training data less than the maximum, or if using less than
200 s of training data for the respiratory cycle.

Fourier Transform

The Fourier transforms were averaged over all voxels
that had been extracted by the brain extraction tool

Figure 1.

Graphs of root mean squared error (RMSE) in predictions of (a)

cardiac and (b) respiratory phase. In each graph, black line dis-

plays results from the benchmark predictions using random

number generation, the dashed gray line displays results from

between-subject training (median values), and the solid gray line

(lowest values) displays results from within-subject training. In

each case, error bars are � one standard deviation (error bars

on random number generation results too small to plot).
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(Fig. 4). Datasets presented use N ¼ 6 and are of the single
subject with median RMSE between the two physiological
cycles for the fully absent data/between subject training.
This means as many predictions had greater error than
these examples as had lesser error. These examples are
representative of the behavior in the overall group, though
the frequency at which the physiological cycles aliased
into the spectra varied between subjects.

As can be seen from the example Fourier transforms,
when using RETROICOR with either predicted or
recorded physiological values, the Fourier transform
showed reduced power from spikes in two main regions
of the spectrum. When cardiac cycle detrending was
applied with RETROICOR, spikes around 0.2 Hz were
reduced in amplitude (Fig. 2a,b), when using either pre-
dicted or recorded cardiac phase values. Similarly, when
respiratory cycle detrending was applied with RETROI-
COR, spikes around 0.4 Hz were reduced in amplitude
(Fig. 2c,d), when using either predicted or recorded car-
diac phase values.

The biggest discrepancy between using recorded and
predicted physiological values came when removing respi-
ratory noise with between-subject testing. Figure 4 shows
that in this case there is a discrepancy between the Fourier
transforms around the 0.35–0.4 Hz region. This is
reinforced by the percentage signal changes computed in
Table I. This table shows that the percentage of signal
change caused by using RETROICOR, in the relevant

regions, is very similar using either source of physiological
phase. The discrepancy between the effects of the two
RETROICOR implementations is smaller than this, except
in the case of predicting the respiratory cycle between sub-
jects. This follows the evidence of the previous results,
where the fit for predictions was good except in the case
of the respiratory cycle trained between subjects.

Seed Based Correlation

After using RETROICOR with either recorded or pre-
dicted values, correlation coefficients in SCA changed
throughout the brain (Fig. 5). Figure 5a,d show the raw
Pearson correlation scores with the seed region, resem-
bling the often reported ‘default mode network’ [Cole
et al., 2010; Uddin et al., 2009].

Difference images show that RETROICOR causes similar
changes in these R scores, whether using recorded or pre-
dicted values, if predictions are made by training within a
subject’s own data (Fig. 5b,e). The magnitude of R differ-
ence caused by using predicted phase values as opposed
to recorded phase values was typically only a tenth of the
magnitude of the difference seen when using RETROICOR
in the first place.

When using predictions made after training between
subjects, the differences caused by using predicted as
opposed to recorded values with RETROICOR grew
larger. With cardiac detrending, the differences between
using recorded and predicted values grew to nearly half

Figure 2.

Example plots of predicted phase against recorded phase for the

cases of (a) the cardiac cycle, with a classifier trained within a

subject’s data, (b) cardiac cycle, classifier trained between sub-

jects, (c) respiratory cycle, classifier trained within a subject,

and (d) respiratory cycle, classifier trained between subjects.

The data is from the single subject with median RMSE in predic-

tions made from classifiers trained between-subjects. All cases

used six phase bins to make predictions (N ¼ 6). Solid dark

lines represent �p of the recorded values. This is the limit of

possible error on each prediction, as factors of 2p were added

or subtracted until each prediction lay within this range.

Figure 3.

Graph of root mean squared error (RMSE) in predictions of car-

diac (light gray) and respiratory (dark gray) phase from fMRI

data as amount of training data is reduced. Also displayed is a

line (black) indicating the RMSE error resulting from random

chance predictions of physiological phase. Means and errors

(�one standard deviation) are taken over all subjects. In each

case, data was removed from the start of the training set until

the desired amount was left. A model was then trained on this

data, and used to predict physiological phase for the entirety of

the second half of the dataset. The model used in this case takes

a value of N ¼ 6.
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of the magnitude of the differences seen using RETROI-
COR in the first place (Fig. 5c).

The largest differences between using predicted and
recorded values were seen, as in the previous results, in
predicting the respiratory cycle using between subject
training (Fig. 5f). In this case the differences in R scores
caused by using predicted as opposed to recorded phase
values were larger than the differences caused by using
RETORICOR. This is further evidence for poorer predic-

tions in the case of predicting the respiratory cycle
between subjects.

Weight Vectors

The weight vector for both the cardiac and respiratory
cycles (Fig. 6a,b) show greatest amplitude in regions
typically associated with physiological noise in fMRI-

Figure 4.

Example Fourier Transforms of dataset with median RMSE in

predictions. In each plot, the black line displays the raw (no RET-

ROICOR) data, blue line displays data after RETROICOR has

been applied using recorded physiological phase values and red

line displays data after RETROICOR has been applied using pre-

dicted physiological phase values. The plots show (a) detrending

of the cardiac cycle using predicted values created by training

within the subject’s data, (b) detrending of cardiac cycle using

predicted values from training between subjects, (c) detrending

of respiratory cycle using predicted values created by training

within the subject’s data, and (d) detrending of respiratory cycle

using predicted values from training between subjects. Each was

calculated based on the last 240 time points in each dataset.

Fourier transforms of the physiological monitoring data showed

that the cardiac cycle has a fundamental frequency that varied in

the approximate range 0.95–1.5 Hz (aliased to 0.15–2.5 Hz in

the fMRI data), whilst the respiratory cycle had a fundamental

frequency between 0.35 and 0.42 Hz. [Color figure can be

viewed in the online issue, which is available at wileyonline

library.com.].

TABLE I. Percentage signal changes between spectra without RETROICOR denoising, (raw) with RETROICOR

denoising using recorded physiological monitoring values (RETROICOR with recorded values) and with

RETROICOR denoising using predicted physiological monitoring values (RETROICOR with predicted values)

Within-subject training Between-subject training

Cardiac Respiratory Cardiac Respiratory

Raw data versus RETROICOR with recorded values 12 � 11% 18 � 15% 11 � 10% 17 � 14%
Raw data versus RETROICOR with predicted values 12 � 11% 17 � 15% 9 � 9% 10 � 8%
RETROICOR with predicted values versus RETROICOR with recorded values 1 � 1% 4 � 3% 4 � 3% 11 � 10%

In each case, percentage signal change is calculated from the dataset in Figure 4, and is averaged over all frequencies in the range
approximately associated with the respective physiological cycles for that dataset. These are 0.15–0.25 Hz for the cardiac cycle and 0.35–
0.4 Hz for the respiratory cycle.
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ventricles, cerebrovasculature, and the brain edge. There is
no region of the brain with consistently low-weight; how-
ever, indicating that all voxels are used to some degree in
making predictions. In particular the cardiac cycle weight
vector (Fig. 6a) demonstrates a band of high weight mov-
ing in the superior–inferior direction across time points,
involving large numbers of voxels in predictions.

DISCUSSION

We have demonstrated that predictions can be made
from data in the image domain, to track physiological
phase on a time point by time point basis, and thus
detrend physiological noise, without need for the standard

monitoring equipment. From the results it can be seen that
there exists a relationship between physiological phase as
calculated by RETROICOR, and fMRI image data. If this
were not the case, the average prediction would have been
no better than chance. This is supported by previous work
showing noise linked to the physiological cycles in fMRI
data [Birn et al., 2006; Dagli et al., 1999; Windischberger
et al., 2002].

We found in general that predictions made using a clas-
sifier ensemble trained on a subject’s own data (partially
absent data case) performed better than a classifier ensem-
ble averaged over multiple other subjects (fully absent
data) (Figs. 1 and 2). The response of a brain to the physi-
ological cycles contains many subject-specific influences,

Figure 5.

Effects of RETROICOR using recorded or predicted physiologi-

cal phase values on voxelwise Pearson correlation scores with

a seed timecourse in the PCC. Raw correlation scores are

thresholded at 0.3 (uncorrected) and displayed (a, d) overlaid

on an MNI structural atlas. Figures a and d are identical and

are repeated for reference. RETROICOR was then used to

remove the effects of the cardiac cycle (b, c) or the respira-

tory cycle (e, f) and correlation scores were recalculated. Dif-

ference images were calculated by comparing the average

correlation score in each voxel from two of the following three

preprocessing steps: RETROICOR with recorded phase values

(RETR), RETROICOR with predicted phase values (RETP) or

no physiological noise removal (raw). For each figure the left-

most image is of the RETR-raw difference image, then the

RETP-raw image, with RETP-RETR rightmost. The case where

only half the data set was used (within subject training for pre-

diction) is demonstrated for cardiac cycle (b) and respiratory

cycle (e) noise removal. The case where all data was used

(between subject training for prediction) is displayed for the

cardiac cycle (c) and respiratory cycle (f) also. [Color figure

can be viewed in the online issue, which is available at

wileyonlinelibrary.com.].
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such as depth of respiration, heart rate, ventricle size and
cerebrovascular network architecture that influence fMRI
response, causing this increased difficulty in making pre-
dictions ‘between’ subjects. We have not tested whether
between-session changes in response to physiological
cycles are smaller than between-subject changes. We
would, however, expect this to be the case as between-sub-
ject scans are of necessity also between-session, incorporat-
ing both the variability associated with multiple sessions
and the subject specific influences mentioned above. This
implies that, where possible, for optimal physiological
detrending using these techniques, at least some physio-
logical data from a subject should be taken. The results
from using reduced levels of training data show that the
more of this data that can be acquired, the better the
results will be. Errors rapidly increased if less than 100 s
of training data was used, and so we regard this as a mini-
mum, with a preference for more data if possible. Even if
this is not possible during the acquisition of the time series
to be detrended, recording during another time series
would likely give a better estimation of the effects of phys-
iological cycles on that subject than relying on similarities
between their response and the general population aver-
age. This may be the case, for example, if the fMRI task

requires the use of button pressing or hand motion, mak-
ing the use of a pulse-oximeter or respiratory bellows
problematic for a specific paradigm, but not in general.

Despite this reduction in prediction accuracy, the Fou-
rier transforms for the case of fully absent data show good
similarity between RETROICOR implemented on pre-
dicted and recorded values, at least in the case of the
cardiac cycle (Fig. 4). Notably, noise in the frequency
region associated with the respiratory cycle is reduced less
when using predicted values. This is supported by evi-
dence from SCA (Fig. 5), that showed similar changes in
correlation coefficient after RETROICOR with either
recorded or predicted values of the cardiac cycle, but not
the respiratory cycle. Taken with the poorer relationship
between predicted and recorded data in this case, the
results indicate that the respiratory cycle is more variable
between subjects than the cardiac cycle. Although, using
predictions in this case does still reduce some level of the
respiratory noise seen with a Fourier transform, a comple-
mentary technique, such as the phase or k-space estima-
tion methods [Cheng and Li, 2010; Frank et al., 2001; Le
and Hu, 1996], may be a better choice for respiratory noise
reduction in the case of fully absent physiological data. In
the case of partially absent data, this machine learning

Figure 6.

Average weight vectors from the classifiers using 10 phase bins

to predict (a) cardiac phase and (b) respiratory phase. Time

points (T) 1–10 represent weight vectors distinguishing between

adjacent phase bins, e.g., T ¼ 5 depicts the weight vector distin-

guishing between images acquired during phases 4p/5�p and

images acquired during phases p�6p/5. Weight vectors from

classifiers distinguishing between nonadjacent phase bins have

been omitted. Mid gray (background color) represents a weight

vector value of zero—no impact on predictions, bright values

represent voxels where brightness indicates weighting towards

the later phase bin, dark values represent voxels where bright-

ness indicates weighting towards the earlier phase bin discrimi-

nated by the particular classifier. As weight vectors at each time

point, and for each physiological cycle, were separately derived,

direct comparison of intensity values between them is not possi-

ble. Each image uses the same arbitrary scaling.
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based technique is appropriate for use with the respiratory
cycle.

The reasons for greater respiratory between-subject vari-
ation stem from multiple factors. The first is that the
effects on fMRI are partially resulting from field changes
as the subject’s chest moves. Subject chests show consider-
able variability, leading to variable effects on fMRI images.
Secondly, subjects have variable breath depths, meaning
that effects on fMRI images will have considerably differ-
ent magnitudes between subjects. The topic of respiratory
depth variation and fMRI is a current field of study, [Birn
et al., 2009; Chang and Glover, 2009b] and it is apparent
that respiration depth changes do cause variation in fMRI
images, even over a single time course. The variation
between subjects can be expected to be even larger, lead-
ing to greater error in predictions that implicitly assume
similar responses between subjects. Thirdly, the particular
physiological monitoring system that was used auto-
corrects to prevent the respiratory signal from saturating.
This will render the calculation of respiratory phase, as
presented in the original RETROICOR paper, problematic,
as it attempts to account for respiration depth, but the
auto-correction makes this impossible to discern. The car-
diac cycle suffers such problems to a lesser extent, and is
why the prediction scheme had better performance on
between subject predictions.

For the case of partially absent data most of these con-
cerns are not relevant, and the Fourier transforms and seed
based correlation analyses show that the predictions in this
case give comparable performance to using recorded values,
and so would be a good technique to use.

The weight vectors (Fig. 6), corroborated by the maps of
where SCA showed changes after RETROICOR (Fig. 5)
show broad agreement with previous reports that the car-
diac cycle induces noise mainly in CSF and cerebrovascula-
ture, and the respiratory cycle primarily affects the brain
edge and CSF [Dagli et al., 1999; Windischberger et al.,
2002]. These are some of the regions with highest amplitude
in the relevant weight vectors, demonstrating that these are
regions that the model is using to distinguish between dif-
ferent parts of the two cycles. High-values of the weight
vector, and regions of large change in correlation coefficient
after RETROICOR, were not strictly localized to these
regions, however. Instead, all regions of the brain had at
least some changes in correlation coefficient (Fig. 5) and
contribution to the predictions (Fig. 6), underlining the im-
portance of using physiological detrending, even in regions
not typically associated with high physiological noise. It
should be noted that although we can state that a whole
weight vector shows ability to discriminate physiological
phase, the same cannot be said of individual voxel values
within that weight vector. The SCA analysis also used an
abbreviated preprocessing pipeline. These factors limit the
scope of comparisons that can be made to prior investiga-
tions, utilizing different methodology, in both cases.

The weight vector showed a band of high amplitude
moving in the superior–inferior direction over time in the

cardiac cycle. We are not able to fully explain this phe-
nomenon; however, we suggest this could demonstrate a
bolus of blood passing through the brain, causing intensity
changes over time. This would not necessarily be visible in
prior studies of cardiac effects because of its seemingly
short duration (single voxels experience positive and nega-
tive lobes of the band in subsequent time points). In the
weight vector for the respiratory cycle, a rotation compo-
nent is apparently present, indicating a ‘nodding’ action of
the subjects throughout the respiratory cycle. This demon-
strates that motion correction software may not be capable
of removing all gross motion of the head associated with
the respiratory cycle.

It is difficult to compare these results to those seen in
prior studies of the use of physiological noise removal
with resting state data [Birn et al., 2006; Chang and
Glover, 2009a; Van Dijk et al., 2010] as typically prior stud-
ies only report changes in terms of significance, whereas
we were interested in magnitude of changes regardless of
significance measures. We did, however, generally see
increases in correlation in regions often associated with
the default mode network (Fig. 5) when using RETROI-
COR, which agrees with findings of previous reports.

We were interested to note that using RETROICOR on
the full and half data sets had slightly different effects in
general on seed based correlation values (Fig. 5b,c,e,f). The
causes of this are beyond the scope of this investigation,
and it is not clear whether this will hold true of SCA
investigations in general, or is an artifact of our datasets in
particular. We do note, however, that the basic RETROI-
COR methodology we used is expected to be less stable
over long periods, as changes in respiratory or cardiac rate
are not adequately modeled, but have been demonstrated
to affect fMRI datasets [Birn et al., 2006; Shmueli et al.,
2007]. We also note that, the full datasets would allow
greater information for the determination of the Fourier
components in the RETROICOR methodology. These
effects, and their interactions, could explain some of the
differences.

The technique as demonstrated shows promise for use
in situations where physiological data could not be
recorded, or recording was corrupted. It has demonstrated
a close fit to values obtained by actually recording the
cycles, giving it practical use for experimenters. However,
it is bounded by the same limitations as the RETROICOR
technique. Amongst these are the previously mentioned
variations in cardiac and respiratory rate, which RETROI-
COR does not take into account. Interaction terms between
the cardiac and respiratory cycle are not used in the origi-
nal RETROICOR formulation, and hence have not been
included in this study, but interactions have been shown
to be present [Frank et al., 2001], and attempts have been
made to model and remove these effects as extensions to
RETROICOR [Brooks et al., 2008; Harvey et al., 2008]. It
has been shown that end tidal CO2 monitoring offers
insights into the effects of the respiratory cycle on fMRI
that a respiratory bellows does not entirely account for
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[Chang and Glover, 2009b]. It is unknown how well a pre-
dictive technique, such as the one outlined herein, could
model these values. The incorporation of these factors into
the machine learning model will be important next steps
towards detrending of the physiological cycles in the face
of problems monitoring them.

The data analysis discussed so far has taken place on
data with specific acquisition parameters and from only
one scanner. We acquired additional data from a single
subject, using two different sets of acquisition parameters,
one matched to those used in the main body of this work
(referred to as TR ¼ 1.25 s parameters) and one with dif-
ferent acquisition parameters (referred to as TR ¼ 2 s pa-
rameters, see ‘Materials and Methods’ section for further
details of exact parameters used). This dataset allowed us
to minimize between-subject variability in our comparison
between acquisition parameters. The results of this analy-
sis are presented in the Supporting Information. The
RMSE of predictions took very similar values with either
set of acquisition parameters (Figs. S1 and S2), with the
difference between the two far less than the standard devi-
ation over the multi-subject dataset presented above (Fig.
1). The effects on the Fourier transforms were likewise
similar between the two datasets (Fig. S3, Table S1). The
SCA maps (Fig. S4) provide more evidence that the predic-
tive scheme operates in a similar manner on the dataset
with different acquisition parameters: the difference
between RETROICOR implementations was smaller than
the difference produced by using any RETROICOR imple-
mentation by itself.

More data is required to fully establish whether the
methods presented in this work are equally valuable at
differing acquisition parameters than those presented.
However, the close match between results seen in these
two datasets with differing parameters does provide
promising initial evidence, leading us to expect this tech-
nique to work comparably well in larger datasets with
acquisition parameters such as those in the TR ¼ 2 s dataset.

We chose to predict phase on a volume wise, rather
than slice wise basis. Using slices instead to make predic-
tions would reduce the reliability of each prediction, by
reducing the number of voxels available to the classifier at
each time point to the number in an individual slice. We
note that slice-wise prediction would potentially allow for
some temporal smoothing by oversampling each physio-
logical cycle. However, the means by which these less reli-
able, and variable predictions (as each slice contains
varying levels of information on the physiological cycles)
could be integrated into a cohesive output are not clear to
us at present. A pilot study we undertook, attempting to
utilize slice-wise predictions, produced results with greater
errors than those demonstrated in this work. Using vol-
ume-wise timing is a known approximation to the tech-
nique; however, a comparative study, focused on
optimizing RETROICOR implementation, found that in
real data the difference between slice-wise and volume-
wise phase calculation for RETROICOR, though signifi-

cant, was minimal, [Jones et al., 2008]. We therefore
believe that this approximation had little effect on results.

The technique at present is a useful tool for removing
periodic variation caused by the physiological cycles, if
some subject specific physiological and fMRI data is avail-
able. If no physiological data is available with fMRI data,
the technique can still predict the cardiac cycle well, but
not the respiratory cycle.

CONCLUSIONS

We have presented a technique for the prediction of
phase of the cardiac or respiratory cycles from fMRI image
data. This has use in the detrending of physiological noise
from the fMRI data in the absence of directly recorded in-
formation on the physiological cycles.

The technique showed a good match to recorded values
if it was trained on the same subject it was tested on. For
the respiratory cycle performance deteriorated if it was
instead trained on other subjects, but for the cardiac cycle
still demonstrated a good fit to recorded data.

Using RETROICOR with the predicted values showed
similar performance to using it with recorded values,
excepting the case of the respiratory cycle predicted after
training on subjects other than the one being tested on.
This was tested by taking Fourier transforms of data and
performing SCA before and after RETROICOR using either
predicted or recorded physiological phase values.

The technique has potential use as a means of perform-
ing physiological detrending on data sets where full physi-
ological monitoring was not possible.
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