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Abstract: Sentence comprehension is a complex process. Besides identifying the meaning of each word
and processing the syntactic structure of a sentence, it requires the computation of thematic informa-
tion, that is, information about who did what to whom. The present fMRI study investigated the neu-
ral basis for thematic reanalysis (reanalysis of the thematic roles initially assigned to noun phrases in a
sentence) and its interplay with syntactic reanalysis (reanalysis of the underlying syntactic structure
originally constructed for a sentence). Thematic reanalysis recruited a network consisting of Broca’s
area, that is, the left pars triangularis (LPT), and the left posterior superior temporal gyrus, whereas
only LPT showed greater sensitivity to syntactic reanalysis. These data provide direct evidence for a
functional neuroanatomical basis for two linguistically motivated reanalysis processes during sentence
comprehension. Hum Brain Mapp 32:1775–1787, 2011. VC 2010 Wiley Periodicals, Inc.
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INTRODUCTION

To understand a sentence, the information about who
did what to whom, that is, thematic information, has to

be computed. For example, comprehension of the sen-
tence ‘‘John gave Mary a present’’ involves, besides iden-
tifying the meaning of each word and processing
syntactic relations between the words, the assignment of
the following thematic roles to each phrase in the sen-
tence: ‘‘John’’ is the agent of a present-giving action,
‘‘Mary’’ is a recipient of that action, and ‘‘a present’’ is the
theme undergoing the action. Previous evidence in both
psycholinguistics and event-related brain potentials
(ERPs) suggests that thematic information (i.e., assign-
ment of thematic roles to a sentence) is processed online,
immediately upon the reception of each word. It further
suggests that there is a default (or initial canonical) inter-
pretation about which thematic role is assigned to which
phrase during online comprehension of a sentence [Born-
kessel and Schlesewsky, 2006; Bornkessel et al., 2002,
2003; Kamide et al., 2003; Kuperberg, 2007; Kuperberg
et al., 2003, 2006, 2007; Mazuka and Ito, 1995]. In some
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sentence constructions, the initial assignment of thematic
roles (e.g., agent role before patient role) turns out to be
wrong at a later point during sentence comprehension. In
such cases, the original assignment of thematic roles must
undergo revision, ‘‘thematic reanalysis.’’ Consider, for
example, the passive sentence ‘‘John was given a present
by Mary.’’ When presented in an out-of-the-blue context
and read or listened to online, ‘‘John’’ is initially assigned
an agent role (at the time when ‘‘John’’ is heard or read),
but when the predicate ‘‘was given’’ is processed, the the-
matic role must be reanalyzed from the agent role to a re-
cipient role, so that the sentence is interpreted correctly
as a passive sentence. Numerous psycholinguistic studies
provide evidence of a processing cost induced by the-
matic reanalysis (e.g., see Clifton et al. [2003] for an over-
view). Furthermore, recent ERP findings provide clear
evidence that thematic (re)analysis is a distinct linguistic
processes, different from other kinds of linguistic process
such as that required to comprehend a complex structure
as opposed to a simple structure [Bornkessel and Schle-
sewsky, 2006; Bornkessel et al., 2003; Kuperberg, 2007;
Kuperberg et al., 2007]. The thematic reanalysis process,
if psychologically real as suggested by previous psycho-
linguistic research [Altmann, 1999; Carlson and Tanen-
haus, 1988; Clifton et al., 2003; Kamide et al., 2003;
MacDonald et al., 1994; McRae et al., 1997; Rayner et al.,
1983; Scheepers et al., 2000; Trueswell et al., 1994] and
neurophysiological studies [Bornkessel and Schlesewsky,
2006; Bornkessel et al., 2002, 2003, 2005; Kuperberg, 2007;
Kuperberg et al., 2003, 2006, 2007], should involve as its
neural basis some regions of the brain related to language
processing.

General Aims and Previous Findings in Related

Research Areas

The present work aims to identify the neural basis of a
particular type of linguistic process, that is, thematic reanal-
ysis during sentence comprehension and its interplay with
syntactic (‘‘movement’’) reanalysis. Identification of a func-
tional–neuroanatomical basis for such linguistic processes
is critical in understanding the function of language-related
areas in the human brain. When it comes to the investiga-
tion of complex processes such as the reanalysis processes
in sentence comprehension, theoretical development as
well as experimental findings in the relevant interdiscipli-
nary research areas (e.g., linguistics, neurolinguistics, and
neurocognitive models of language) must be considered at
the same time. In what follows, previous proposals and
findings related to key components of the present study
(e.g., thematic roles, syntactic ‘‘movement’’ and thematic
processes, and reanalysis processes) in the relevant research
areas will be briefly discussed.

First, concerning thematic roles, linguistic theories—at
least some—assume that thematic role assignments are
syntactic as well as semantic in nature (see, e.g., Chomsky

[1981]). According to these theories, verbs specify thematic
role information by assigning thematic roles to the noun
phrases in a sentence. In this view, thematic information is
closely tied to the syntactic structure of a sentence; a sen-
tence’s basic structure is determined by a verb and a noun
or noun phrases, which are linked to thematic roles speci-
fied by the verb. For example, in a sentence like ‘‘John
gave Mary a present,’’ the verb ‘‘give’’ asks for three noun
phrases, ‘‘John’’ (a subject noun phrase ¼ agent), ‘‘Mary’’
(an indirect object noun phrase ¼ recipient), and ‘‘a pres-
ent’’ (a direct object noun phrase ¼ theme). Thematic in-
formation is also semantic in nature, because it indicates
‘‘semantic’’ (or ‘‘thematic’’) relations between the entities
denoted by each of the noun phrases in a sentence. In the
previous sentence, the assigned thematic roles, agent, re-
cipient, and theme identify semantic relations between
‘‘John,’’ ‘‘Mary,’’ and ‘‘a present.’’ If the linguistic assump-
tions laid out here are directly connected to the nature of
language processing and its brain basis, thematic role
(re)assignments should exhibit brain activation related to
syntactic and semantic processing.

Second, turning to neurolinguistic theories, with respect
to syntactic processes, a process called ‘‘movement,’’
hypothesized to apply to sentences with noncanonical
word order, lies in Broca’s area in the left inferior frontal
gyrus (IFG) [Grodzinsky, 2000]. Previous neuroimaging
studies have provided support for such a proposal by
showing that different subregions of Broca’s area, for
example, the left pars triangularis (LPT; BA 45) and the
left pars opercularis (BA 44), are responsible for processing
different linguistic input. Although the processing of lexi-
cal-semantic information relies on BA 45/47 in addition to
the middle and posterior portion of the left superior tem-
poral gyrus (STG) and the middle portion of temporal
gyrus [Vigneau et al., 2006], syntactic processes recruit
Broca’s area (BA 44/45) together with anterior and poste-
rior portions of the left STG (for an overview, see Book-
heimer [2002], Friederici [2002], and Grodzinsky and
Friederici [2006]; see also Ben-Shachar [2003, 2004] and
Wartenburger et al. [2004]). Even within the Broca’s area,
recent studies have suggested that syntactic structures that
require ‘‘movement’’ recruit BA 45 ([Santi and Grodzinsky,
2007a,b]; see also Ben-Shachar et al. [2003, 2004] and Kinno
et al. 2008), whereas structural complexity generated by
the number of permutations of noun phrases or by the
number of embedded phrases within a sentence induces
greater activation of BA 44 [Friederici et al., 2006; Makuu-
chi et al., 2009]. Furthermore, directly related to the inves-
tigation of thematic processing and thematic reanalysis,
Bornkessel et al. [2005] found that the complexity associ-
ated with ‘‘argument hierarchization’’ (i.e., linearization of
a hierarchical structure such as placing a subject (agent)
before an object (theme)) elicited increased activity in a
fronto-temporal network, with the processing of a (the-
matic) hierarchical structure resulting in activation in BA
44 and the processing of morphological information rele-
vant for linearization (i.e., case markers in German)
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recruiting left posterior superior temporal sulcus (STS)
(see also Grewe et al. [2005]).

Third, previous ERP evidence suggests that thematic
and syntactic reanalyses are distinct neurocognitive proc-
esses reflected in different ERP components (i.e., N400 and
P600 effects), occurring at different time points in language
processing. Frisch and Schlesewsky [2005] have shown
that problems of semantic–thematic integration are indi-
cated by an N400 effect, whereas the cost of syntactic inte-
gration arriving at a well-formed structure for a sentence
elicits a posterior P600 effect (cf., Hagoort et al. [1993],
Osterhout and Holcomb [1992]; see Friederici [2002] for an
overview). A previous study by the same researchers
[Frisch and Schlesewsky, 2001] provides additional sup-
port for the N400 effect not only being associated with the
cost attributed to the general lexical semantic integration,
as widely assumed in the ERP literature, but also the the-
matic problem (for an overview, see Kutas and Federmeier
[2000]; for recent theoretical development concerning the
N400 effect, see, e.g., Bornkessel et al. [2002, 2003, 2005],
Bornkessel and Schlesewsky [2006], Kuperberg [2007], and
Kuperberg et al. [2003, 2006, 2007]). As for a P600 effect,
two different syntactic subprocesses, that is, reanalysis and
repair, are associated with different topographical distribu-
tions. A P600 effect with an anterior distribution is associ-
ated with an increased integration cost for processing
complex syntactic structures (or syntactic reanalysis),
whereas a P600 with a central–parietal distribution reflects
a repair process for sentences with syntactic violations
(Friederici et al. [2002]; see also Kaan and Swaab [2002,
2003]). In summary, the ERP studies seems to have pro-
vided evidence for two reanalysis processes, thematic
reanalysis (correlated with an N400) preceding syntactic
reanalysis (correlated with a P600) in online sentence
comprehension.

Fourth, neurocognitive models must also be looked into
given an interesting case examined in this study. The
notion of ‘‘reanalysis’’ in sentence comprehension implies
that the structure of a sentence initially processed (i.e., the
initial syntactic structure or a canonical structure of sen-
tence, as well as the thematic roles originally assigned to
the phrases based on the available input) has to be given
up when contradictory information concerning the syntac-
tic structure or thematic roles of the phrases is signaled by
the input, and received and processed by listeners or read-
ers. In other words, thematic reanalysis may be viewed as
a case in which there is a mismatch between the thematic
structure constructed in the listeners or readers’ mind up
to some point in time (based on language input available
up to that point) and the actual (or correct) thematic roles
that must be assigned to the phrases using information
such as morphological markers, which may come in at a
later point in time. Likewise, syntactic reanalysis may be
viewed as a case in which conflicting information regard-
ing the syntactic structure of a sentence is involved. Many
models proposed in the domain of cognitive neuroscience,
especially those concerning inhibition processes, generally

assume that the prefrontal cortex is recruited for inhibition
and related processes. Some of these hold that BA 45 is
associated with the selection of task relevant items and the
inhibition of irrelevant items [Badre and Wagner, 2007;
Rodd et al., 2005]. If one hypothesizes that the reanalysis
process in sentence processing mirrors the inhibition of
the preferred canonical structure, one would predict that
increased activation in BA 45 should be observed as a
function of inhibition cost.

The Present Study in Japanese: Aims and

Hypotheses

The central goal of the present work is to determine the
neural basis for thematic reanalysis and its relation to
another crucial process, syntactic (‘‘movement’’) reanalysis,
which also plays an important role during sentence com-
prehension. To pursue this, the present study addresses
the question of whether different brain activation patterns
can be observed when two linguistically distinct processes
are computed: thematic versus syntactic ‘‘movement’’
reanalysis. Japanese serves as an excellent testing ground
for studying these distinct linguistic processes. As detailed
below, Japanese allows the processes in question to occur
exactly at the same location within a sentence, that is, at
the verb that appears consistently at the sentence final
position. Despite the fact that a verb always appears at the
end of a sentence, Japanese sentences are processed incre-
mentally, that is, input is processed on a word by word
basis without delay even before encountering the verb
[Aoshima et al., 2004; Kamide and Mitchell, 1999; Wolff
et al., 2008]. Relevant to the current study, case markers
attached to the noun phrase, which indicate a grammatical
relation of noun phrases to the verb such as subject and
object, are used to assign thematic roles to each phrase as
the phrases are processed [Kamide et al., 2003; Mazuka
and Ito, 1995]. That is, as depicted in Figure 1, before the
verb is heard or read, each noun phrase receives a the-
matic role (agent, recipient, and theme) via case marking
information [e.g., nominative (NOM), dative (DAT), and
accusative (ACC)] (see black arrows in Fig. 1).

The current fRMI study investigated the following three
linguistic processes: (a) the default assignment of thematic
roles, (b) thematic reanalysis, and (c) syntactic reanalysis. For
an active sentence (Fig. 1A), the default assignment of the-
matic roles (i.e., ‘‘agent’’ first, ‘‘recipient’’ second, and
‘‘theme’’ third) is correct and, hence, no thematic reanaly-
sis is required at the end of the sentence. In contrast, both
causative (Fig. 1B) and passive sentences (Fig. 1C) require
thematic reanalysis at the sentence final verb (i.e., at the
causative and passive markers or morphemes attached to
the verb). In the causative and passive sentences, the ini-
tial assignment of thematic roles guided by case marking
information of the noun phrases (NOM, DAT, and ACC)
does not coincide with the thematic roles which the special
causative and passive morphemes at the sentence final
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verb call for. (For the predicted thematic reanalysis (see
Fig. 1B,C); thematic reanalysis is indicated by blue
arrows). A passive sentence, in addition to the expected
thematic reanalysis described earlier, requires syntactic
reanalysis. ‘‘Syntactic reanalysis’’ here corresponds to the
process that requires the phrase John to ‘‘move’’ to a differ-
ent syntactic position within a sentence to construct the
correct underlying structure for the passive sentence (Fig.
1C; see red arrows). (For recent literature supporting the
movement analysis for Japanese passive sentences adopted
here, see, e.g., Hoshi [1991], Shibatani [1990], and Terada
[1990]; for an alternative proposal, refer to Kuroda [1979]).
Crucially, passive and causative sentences differ in that in
the former, but not in the latter, a syntactic ‘‘movement’’
reanalysis process is involved (cf. Fig. 1B,C) (For the lin-
guistic assumptions relied on here, see Hoshi [1999] and
Miyagawa [1999]). As illustrated in Figure 1, both thematic
and syntactic reanalyses are triggered exactly at the same
position within a sentence for both causative and passive
sentences, that is, where the critical morphemes appear at
the sentence final verb. This feature of Japanese allows us
to test these different types of reanalysis processes in a
well-controlled manner, as sentences are identical up to
the critical position.

In summary, both causative and passive sentences
undergo thematic reanalysis, while passive sentences, but
not causative sentences, are subject to syntactic reanalysis.
Active sentences are free from any of these reanalysis
processes. These properties of Japanese, all together, create
interesting test sentences to study brain responses for lin-
guistically distinct reanalysis processes, that is, thematic
and syntactic reanalysis processes.

MATERIALS AND METHODS

Participants

Sixteen native speakers of Japanese (12 females, mean
age 25.63 years, SD 3.26) participated in the present experi-
ment after receiving written informed consent. No partici-
pant had any history of speech, hearing, neurological, or
psychiatric disorders. All participants had normal or cor-
rected vision and were right handed (mean laterality quo-
tient 95.44; Oldfield [1971]).

MATERIALS

Participants listened to Japanese sentences of the form
in Table I. To investigate brain areas supporting the-
matic reanalysis, the comparison for activation elicited
by sentences requiring thematic reanalysis (Causative
and Passive) and those requiring no thematic reanalysis
(Active) was crucial (see Table I and Fig. 1; see blue
arrows for Causative and Passive in Fig. 1). In addition,
Passive against Causative provided a critical comparison
to investigate the effect of syntactic ‘‘movement’’ reanal-
ysis. Passive, but not Causative, requires syntactic

Figure 1.

Predicted thematic and syntactic reanalysis. Black arrows indi-

cate a default assignment of thematic roles, blue arrows the-

matic reanalysis, and red arrows syntactic reanalysis. As a

default thematic role assignment (A), a phrase with a nominative

marker (NOM) is assigned to ‘‘Agent’’ (an actor of an event),

one with a dative marker (DAT) ‘‘Recipient’’ of an event, and

one with an accusative marker (ACC) ‘‘Theme’’ (an object that

undergoes an event). In Causative sentence (B), the causative

morpheme sase triggers the second phrase ‘‘Mary-DAT’’ for the-

matic reanalysis from ‘‘Agent’’ to ‘‘Recipient’’ and in Passive sen-

tence (C), the passive morpheme rare requires thematic roles

for the first two phrases, ‘‘John-NOM’’ and ‘‘Mary-DAT,’’ to be

interchanged (‘‘Agent’’ to ‘‘Recipient’’ and vice versa). In addition,

Passive sentence (C) undergoes a syntactic reanalysis ‘‘move-

ment,’’ that is, an additional structural change relating the first

phrase ‘‘John-NOM’’ to the syntactic position before the accusa-

tive phrase ‘‘apple-ACC.’’
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reanalysis in addition to thematic reanalysis (see red
arrows in Fig. 1).

Procedures

A total of 34 spoken sentences for each condition
(Active, Causative, and Passive) constituted the critical
materials in this experiment. A temporal adverbial phrase
(e.g., the other day, around noon, in the evening, and
two years ago) was added at the beginning of each sen-
tence. One hundred and two experimental sentences were
combined with 68 filler sentences. The filler sentences
took the form of either active sentences with different
morphemes attached to the verb or passive sentences
requiring no thematic reanalysis at the sentence final
position. The filler sentences were included to balance the
ratio of active versus nonactive sentences and the ratio of
sentences requiring reanalysis process versus those
requiring no reanalysis process. Sentence materials (both
experimental sentences and fillers) were recorded by a
native speaker of Japanese. All sentences were spoken as
naturally as possible. Acoustic analyses for the sentences
were provided to ensure that the experimental sentences
did not differ from each other prosodically. The length of
sentences was systematically controlled (�5 s). Table II
presents the results of the acoustic analyses, that is, F0
maxima and the duration of each phrase in the experi-
mental sentences (note that the intensity level for the sen-
tences was normalized to less than 73 db and therefore,
the acoustic analysis on this measure was not included.)
In addition, Figure 2 provides pitch (F0) information in

hertz for each condition. One-way ANOVAs with the fac-
tor CONDITION (Active, Causative, and Passive) were
conducted for each phrase of the sentences on each
acoustic measurement reported in Table II. The results
showed no significant difference among the three condi-
tions (all F’s < 0.79).

All the sentences (both experimental sentences and fill-
ers) were systematically distributed across two lists, each
containing a total of 170 sentences and divided into three
blocks, so that no one sentence appeared in more than one
condition in one block of an experimental session. Within
each list, sentences were pseudo-randomized using con-
straints such that the same type of sentences (e.g., active
sentence and active filler) did not appear more than twice
in a sequence. Each of the lists was randomized twice and
as a result, a total of four lists were created (two lists �
two randomizations). Each participant was randomly
assigned to one of the four lists.

At the beginning of each trial, a small fixation star
appeared in the middle of a screen, which participants
saw via a small mirror placed in front of their eyes. After
500 ms, a sentence was presented to participants over
headphones. The fixation star remained on the screen until
the end of the sentence. Following 20% of the total number
of trials, a comprehension question about the content of
the previous sentence was presented auditorily. For exam-
ple, a Japanese sentence corresponding to ‘‘John threw a
ball’’ was played as a question sentence to the Japanese
test stimuli ‘‘John made Mary throw a ball.’’ Two choices
(‘‘yes’’ or ‘‘no’’ written in Japanese) to the question
appeared on the screen until one of the choices was

TABLE I. Example sentences

Conditions Example sentences

A. Active Mikkamae John-ga Mary-ni Ball-o Nageta
‘‘Three days ago John threw a ball at Mary’’

B. Causative (thematic reanalysis) Mikkamae John-ga Mary-ni Ball-o Nagesaseta
‘‘Three days ago John made Mary throw a ball’’

C. Passive (thematic and syntactic reanalysis) Mikkamae John-ga Mary-ni Ball-o Nagerareta
‘‘Three days ago John was thrown a ball by Mary’’

TABLE II. Acoustic analyses

Condition
Adverbial
phrase

Nominative
phrase

Dative
phrase

Accusative
phrase

Verb

Stem Critical morpheme

F0 maxima of each phrase (Hz)
A. Active 280 316 280 267 236 217
B. Causative 279 316 277 266 240 218
C. Passive 279 319 276 266 238 219

Duration of each phrase (s)
A. Active 1.48 0.71 0.79 1.17 0.19 0.62
B. Causative 1.42 0.67 0.79 1.17 0.19 0.78
C. Passive 1.45 0.70 0.79 1.17 0.18 0.76

r Neural Correlates of Reanalysis Processes r

r 1779 r



selected by pressing one of the buttons on a key pad or a
time-out period of 3,000 ms was reached.

fMRI Data Acquisition

Twenty axial slices (4-mm thickness, 1-mm interslice dis-
tance, FOV 19.2 cm, data matrix of 64 � 64 voxels, in-
plane resolution of 3 � 3 mm) were acquired every 2 s
during functional measurements (gradient-echo EPI
sequence, TR ¼ 2 s, TE ¼ 30 ms, flip angle 90�, and acqui-
sition bandwidth 116 kHz) with a 3 Tesla Siemens TRIO
scanner (Siemens, TRIO, Erlangen). Before functional
imaging, T1-weighted MDEFT images (data matrix 256 �
256, TR 1.3 s, TE 10 ms) were obtained with a non–slice-
selective inversion pulse followed by a single excitation of
each slice [Norris, 2000]. These were used to co-register
functional scans with previously obtained high-resolution
whole-head 3D brain scans (128 sagittal slices, 1.5-mm
thickness, FOV 25.0 � 25.0 � 19.2 cm, and data matrix of
256 � 256 voxels) [Lee et al., 1995].

fMRI Data Analysis

The functional imaging data were processed with the
software package SPM5 (available at http://www.fil.ion.u-
cl.ac.uk/spm/). The first five volumes of each fMRI ses-
sion were discarded to eliminate magnetic saturation
effects, resulting in a total of 1,200 volumes. Structural
images were corrected for a signal intensity bias due to
the magnetic field inhomogeneity using the bias correction
tool in SPM5. As a preprocessing step, the EPI images
were realigned to the first image, and the slice time correc-
tion was applied. EPI images were coregistered to the par-
ticipants’ T1 and then to 3D high-resolution structural
images. The normalization of an individual structural
image to the SPM5 T1 brain template was processed in
two steps: (1) estimation of the normalization parameters

and (2) writing the normalized images with the obtained
parameters. These parameters transformed the structural
images and all the EPI volumes into a common stereotaxic
space to allow multiparticipant analyses. The EPI images
were resampled into 3 � 3 � 3 mm3 voxels and the struc-
tural images into 1 � 1 � 1 mm3 voxels with the seventh
degree B-spline interpolation.

The statistical evaluation was based on a least-squares
estimation using the general linear model for serially auto-
correlated observations [Worsley and Friston, 1995]. The
design matrix was generated with a synthetic hemody-
namic response function [Friston et al., 1998; Josephs et al.,
1997]. All the test sentences were treated as a common
condition from the beginning of the sentence to the critical
morpheme, that is, the point in each sentence at which
thematic information was disambiguated. The critical mor-
phemes, which differed among the different sentence con-
ditions, were modeled as different conditions, that is,
Active, Causative, and Passive (see Table I for examples;
the critical morphemes are highlighted in different colors).
More specifically, the onset of the critical morpheme was
treated as a single event and the time difference between
the onset of the critical morpheme and the end of the sen-
tence was discarded. Questions were modeled as an addi-
tional, separate condition. For each participant, three
contrast images were generated. These images represented
the direct contrast in the processing of (1) Causative ver-
sus Active, (2) Passive versus Active, and (3) Passive ver-
sus Causative. Single-participant contrast images were
entered into a second-level random effects analysis for
each of the contrasts (i.e., Causative vs. Active, Passive vs.
Active, and Passive vs. Causative). The group analysis
consisted of a one-sample t-test across the contrast images
of all the participants. To protect against false-positive acti-
vation, a double threshold was applied: for t-value thresh-
old, voxels with a t-score above 2.60 (P < 0.01,
uncorrected) were selected, and survived clusters that had

Figure 2.

Time course pitch (F0) information for sentence materials. F0 (Hz) information was extracted

from each sentence, and the average F0 value for every 10–ms period for each of the conditions

was plotted in the figure. The figure shows that the sentence materials did not differ prosodically

among the three conditions (Active, Causative, and Passive) up to the critical morpheme appear-

ing at the sentence final verb.
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a volume exceeding 80 voxels (2,160 mm3) were consid-
ered as significantly activated at P < 0.05, corrected for
multiple comparisons.

To further characterize the activated regions, the time
course for each of the trials for the left posterior temporal
gyrus (LpSTG) and the LPT was plotted. First, the vol-
umes of interest (VOI) were defined as 6-mm radius
spheres with the local maxima of individual participants
nearest to the group (all participants) maxima (�42 �57
21) and (�42 60 24) for LpSTG and (�54 27 6) and (�42 27
0) for LPT, which were computed based on Causative ver-
sus Active and Passive versus Active (see Table III). Sec-
ond, time series data were extracted as eigenvariates (by
SPM5), and the time course for each of the trials was esti-
mated using preprocessed time series data for each partici-
pant. More specifically, the time course for each trial for
each condition (i.e., sentences from the onset to the critical
morpheme, three different morphemes, and questions)
were modeled with 17 variables representing the BOLD
signals obtained in every second of the trials starting from
the onset of the critical morpheme (i.e., 0, 1, 2, : : : , 16 s).
The simultaneous equations were solved against the time
series data of VOIs, assuming a linear time invariant sys-
tem. Paired t-tests between the three conditions (i.e.,

Active, Causative, and Passive) were carried out for the
BOLD signals at each time point (i.e., every second up to
16 s from the onset of the critical morpheme) in the trials.

RESULTS

Behavioral Data

One-way ANOVAs with the factor CONDITION
(Active, Causative, and Passive) were carried out for accu-
racy rates and reaction times for the comprehension ques-
tions, using error terms based on participant variability.
The mean percent accuracy rates (and their SDs in paren-
theses) for the comprehension questions were 83 (0.14) for
Active sentences, 85 (0.18) for Causative sentences, and 83
(0.18) for Passive sentences. The one-way ANOVA of the
accuracy rates showed no significant effect of CONDIT-
TION [F(2,30) ¼ 0.12, P ¼ 0.89], which probably suggests
that sentences of all different conditions were understood
equally well. In addition, mean response times (ms) for
the comprehension questions did not indicate significance
of CONDITION (SDs in parentheses): Active 659.49
(209.07), Causative 752.66 (295.03), and Passive 708.49
(262.51) [F(2,30) ¼ 1.24, P ¼ 0.3].

TABLE III. Brain regions activated by Causative vs. Active and Passive vs. Active comparisons

Region Tmax

Cluster size Location

(number of voxles) x y z

Causative > Active
Left
pars triangularis 6.95 a706 �54 27 6
dorsal premotor area 5.87 a706 �42 3 18
putamen 5.13 a706 �12 6 3
superior temporal gyrus 6.63 b499 �42 �57 21
heschel gyrus 6.02 b499 �63 �18 6
Right
superior temporal gyrus 6.26 181 66 �21 9
anterior cingulate cortex 6.05 293 9 21 48
putamen 6.1 98 18 12 0
cerebellum 4.73 110 36 �60 �30
Passive > Active
Left
pars triangularis 5.89 380 �45 27 0
superior temporal gyrus 4.58 84 �42 �60 24
middle temporal gyrus 5.96 160 �54 �36 �3
putamen 6.79 c615 �15 9 15
thalamus 5.25 c615 �9 �9 �3
Right1
dorsal premotor area 4.87 d153 36 12 36
anterior insula 4.9 d153 39 18 �9
putamen 5.05 e615 15 �9 6
thalamus 5.02 e615 15 6 6
anterior cingulate cortex 5.59 287 9 18 48

Note: T-values are reported for voxels of greatest activity within activated clusters. Locations of these voxels are given in MNI
coordinates.
a-e: Five distinct anatomical regions were selected.
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fMRI Data

The whole-brain analysis for the contrasts of Causative
versus Active and Passive versus Active showed signifi-
cant activation in the regions listed in Table III. No signifi-
cant difference was found for the Passive versus Causative
contrast in the whole brain analysis. Both Causatives and
Passives, when contrasted with Active sentences, showed
a large activation cluster in the left IFG expanding into the
dorsal premotor cortex and moreover in the left middle
and posterior temporal cortex. According to our hypothe-
sis, the most important regions within these activation
clusters are the LPT and the LpSTG. For these brain
regions, region of interest (ROI) analyses were conducted
(see Methods section for information regarding how the
analyses were conducted). Specifically, analyses were car-
ried out to test whether those two regions (LPT and
LpSTG) showed different effects for different comparisons,
that is, Causative versus Active, Passive versus Active,
and Passive versus Causative. The time course for activa-
tion in LPT and LpSTG for all the conditions starting from
the critical morphemes was plotted and paired t-tests were
conducted between the conditions. As presented in Figure
3, a significant signal change was observed for both Causa-
tive > Active and Passive > Active in both LPT and
LpSTG between 4 and 6 s (see the time windows high-
lighted in sky blue on the left and right graphs). In addi-
tion, the LPT revealed an additional effect, which was
significant at 8 s for Passive > Causative only (see the
orange arrow pointing at 8 s in the graph for Passive >
Causative). That is, in addition to the significant activation
increase in LPT and LpSTG for Causative and Passive
each against Active, there was a critical time course differ-
ence in the activation of LPT for Passive versus Causative.

DISCUSSION

The aim of the present fMRI study was to investigate
the functional neuroanatomical basis for thematic reanaly-
sis and its relation to syntactic reanalysis during sentence
comprehension. To this end, the study tested Japanese
causative and passive sentences, in which the relevant
reanalysis processes, that is, thematic reanalysis and/or
syntactic reanalysis, took place. Passive sentences in Japa-
nese, when compared with their active counterparts,
require not only thematic reanalysis but also syntactic
reanalysis, which specifically calls for restructuring of the
syntactic position of a phrase (‘‘movement’’) within a sen-
tence. Causative sentences, in contrast, only require the-
matic reanalysis (see Fig. 1). Thus, any activation observed
for both causative versus active and passive versus active
is likely to be an effect reflecting thematic reanalysis. Like-
wise, any activation in the perisylvian language regions
specific for passive versus causative (but not for other con-
trasts) can be attributed to the additional syntactic reanaly-
sis required for passive sentences. Recall that both

thematic and syntactic reanalyses are predicted to occur at
exactly the same position in each of the sentences across
all the conditions, that is, at the position of the critical
morpheme appearing at the sentence final verb (see Fig.
1). This unique property of Japanese made it possible to
create controlled stimuli for the experiment. Because the
sentence materials did not differ prosodically up to the
occurrence of the critical morpheme (see Table II and Fig.
2 for the acoustic analysis), any difference observed
between the conditions is likely due to the difference in
the processing cost associated with each of the conditions.
In other words, the sentence materials were created in
such a way that listeners could not identify the sentence
structure before encountering the critical morpheme at the
sentence final verb. Accordingly, fMRI data were analyzed
by having the BOLD signals time-locked to the onset of
the critical morpheme (see Methods section for informa-
tion about the data analyses).

The present data suggest that the LpSTG is recruited for
thematic reanalysis. The LpSTG showed increased activa-
tion for processing both causative and passive sentences,
as predicted by the theoretical view that both causatives
and passive sentences require thematic reanalysis. In addi-
tion, it was found that the LPT in Broca’s area supports
not only thematic reanalysis but also syntactic reanalysis.
Furthermore, the study demonstrated the crucial involve-
ment of LPT during syntactic reanalysis. This was shown
by a prolonged activation in time for passive sentences
compared with causative sentences.

Overall, the results of the reported fMRI experiment
suggest that thematic reanalysis is subserved by a neural
network comprising LPT and LpSTG, whereas the LPT is
crucial for syntactic reanalysis. In what follows, the brain
activations associated with thematic and syntactic reanaly-
ses, along with implications for the relevant fields, will be
discussed.

Thematic Reanalysis: Broca’s Area and LpSTG

Thematic reanalysis process was supported by a neural
network consisting of the left Broca’s area (BA 45), that is,
the LPT and the left posterior STG (LpSTG), as revealed
by the ROI analysis. In the current study on Japanese sen-
tence comprehension, the thematic reanalysis required the
retrieval of the already assigned thematic roles and proper
reassignment of roles to phrases in the sentence. This pro-
cess was triggered by special morphological markers
attached to the verb and not by an explicit change in the
syntactic structure of the sentence. The study by Bornkes-
sel et al. [2005] has also reported the left posterior superior
temporal region (pSTS) as part of the network subserving
thematic hierarchization with this region being particularly
sensitive to morphological information and verb class. The
neural networks identified for thematic processes in Ger-
man and Japanese are quite similar. The network
described for thematic hierarchization in German
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Figure 3.

Brain regions sensitive to thematic and syntactic reanalyses. Top:

Brain activation maps. Causative versus Active and Passive ver-

sus Active contrasts with the threshold of corrected P < 0.05.

Bottom: Time course plots of brain activation for the LPT and

LpSTG VOI. Time 0 corresponds to the onset of the critical

morpheme. Active is represented in green (a dashed line using

the Causative VOI and a solid line using the Passive VOI), Caus-

ative in blue, and Passive in red. LPT (BA 45) is involved in both

thematic and syntactic reanalyses. Thematic reanalysis, required

for both Causative and Passive, leads to increased activation in

LPT between 4 and 6 s (indicated by sky blue) and precedes

syntactic reanalysis, which elicits increased activation for Passive

in the same region at 8 s (indicated by orange arrow). LpSTG is

recruited for thematic reanalysis as indicated by the increased

activation for both Causative and Passive between 4 and 6 s

(indicated by sky blue).
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[Bornkessel et al., 2005] is defined as consisting of the left
Broca’s area (pars opercularis, BA 44) and the left pSTS,
whereas the neural network for thematic reanalysis in the
present study on Japanese relies on the left Broca’s area
(pars triangularis, BA 45) and the left pSTG with the re-
spective activation maxima, however, only lying milli-
meters apart.

Posterior STG has been implicated previously in the
processes of sentence evaluation and of sentential integra-
tion ([Friederici et al., 2003]; see Vigneau et al. [2007] for a
review). This area, moreover, is known to be integrative
across different modalities, that is, auditory and visual
[Hickok and Poeppel, 2007] and across different linguistic
domains, that is, integration of syntax and semantics [Ben-
Shachar et al., 2003; Bornkessel et al., 2005; Friederici et al.,
2003; Grodzinsky and Friederici, 2006]. Such a view on the
posterior STG is consistent with the current findings on
thematic reanalysis in Japanese. The thematic reanalysis
process requires extracting correct thematic roles at the
sentence final verb position and integrating them to the
entire sentence, that is, integration of reassigned thematic
roles to each phrase in the sentence. In addition, in the
case of passive sentences, not only thematic reanalysis but
also syntactic reanalysis, that is, moving a phrase to the
correct syntactic position, must be carried out.

Syntactic Reanalysis: The Role of Broca’s Area

The activation observed in the left Broca’s area (BA 45),
that is, the LPT, for syntactic ‘‘movement’’ reanalysis in
Japanese is an important new finding. The ROI analysis of
BA 45 indicated that this area is involved in the processing
of both passive and causative sentences. Crucially, a time
course ROI analysis of BA 45 revealed a differential effect
between the two reanalysis types. Although both passives
and causatives showed a significant activation enhance-
ment from 4 to 6 s, passives, but not causatives, had an
enhancement at 8 s (see Fig. 3). The latter effect is prob-
ably attributed to an additional syntactic reanalysis pro-
cess required for passives. These results may imply that
syntactic reanalysis reaches the activation peak in LPT
later or lasts longer than thematic reanalysis. Such a find-
ing is consistent with the ERP evidence, suggesting that
thematic reanalysis (N400) occurs before syntactic reanaly-
sis (P600) during online sentence comprehension. The
present results can be integrated nicely into a general
theory on the role of Broca’s area in language processing.

Previous work has viewed Broca’s area as an area sup-
porting syntactic processes as well as thematic processes.
Across different studies in different languages using differ-
ent experimental paradigms, BA 44 and BA 45 were inter-
preted to reflect different aspects of language processing
[Bookheimer et al., 2002; Friederici, 2002; Hagoort, 2005;
Poldrack et al., 2001; Vigneau et al., 2006]. For example,
Hagoort [2005] and Newman et al. [2003] reported that BA
44 is critical in syntactic processing and BA 45 in thematic

processing. Santi and Grodzinsky [2007], however, pro-
posed that BA 45 is recruited for the syntactic operation of
movement, whereas BA 44 is involved for binding two ele-
ments in a sentence, for example, a reflexive pronoun and
its referent. In their study, the movement operation, which
showed sensitivity in BA 45, was realized in English sen-
tences with a relative clause in which the object noun
phrase was moved in front of the subject noun phrase.
Because English is a strict word-order language, such a
movement operation associated with a relative clause prob-
ably made the correct assignment of thematic roles more
difficult. A recent study investigating the assignment of
thematic roles to noun phrases in German argued for a cru-
cial involvement of BA 44 rather than BA 45 [Bornkessel
et al., 2005]. In their study, a verb class of the sentence final
verb, word order, and morphological marking were manip-
ulated. Word-order manipulations have commonly been
seen to modulate activity within BA 44 [Ben-Shachar, 2003,
2004], so the focus of activity within Bornkessel et al.’s
study may be driven by the word order manipulation.
Those previous studies all together suggest that both BA 44
and BA 45 are involved in both syntactic and thematic
processing, although they seem to point to different sensi-
tivities to different aspects of language processing. The
present data on processing different types of Japanese sen-
tences have demonstrated that BA 45 (or LPT) is involved
both in syntactic and thematic reanalysis, but with syntac-
tic reanalysis following thematic reanalysis in time. This
result is in line with the previous studies and may further
explain why BA 45 was found to be activated for both syn-
tactic and thematic reanalysis in the previous studies.

Of course, a considerable degree of caution must be
taken when a time-course analysis of fMRI data is inter-
preted. Alternatively, one could assume that both thematic
and syntactic processes started at the same time, triggered
by the critical morpheme, which appeared at the identical
position of the sentence. While thematic reanalysis (causa-
tives) ended early, syntactic reanalysis (passives) or a com-
bination of thematic and syntactic reanalyses may have
taken longer to complete. Although the present study can-
not rule out such an alternative account (besides relying on
independent support from the previous ERP studies), the
data are in line with our prediction: An additional linguis-
tic process, that is, syntactic reanalysis, is responsible for
later and longer lasting activation of the left Broca’s area
(LPT) for passives. The crucial difference in passives versus
causatives lies in the time course analysis of LPT; a similar
time modulation was not observed in LpSTG. Because the
interpretation of current data is limited to the case investi-
gated in this study (i.e., passive and causative sentences in
Japanese), further studies are needed in the future.

Other Areas of Activation

A number of brain areas both inside and outside of the
perisylvian cortex were activated for causatives and
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passive sentences, when each of the conditions compared
with active sentences. These areas were the left Heschl’s
gyrus and the putamen and thalamus bilaterally, in addi-
tion to some of the right temporal and frontal areas (see
Table III). The temporal region in the right hemisphere
may be considered as homolog activations to the left hemi-
sphere, as often described in language studies, in particu-
lar, auditory studies in language comprehension
[Friederici et al., 2000; Meyer et al., 2004]. The additional
hemispheric activations cannot be functionally specified on
the basis of the present data, and further research is
clearly needed in the future.

Left Heschl’s gyrus

Both causative and passive sentences activated the left
Heschl’s gyrus. This activation may reflect a specific type
of low-level linguistic processing. The present study, to-
gether with previous evidence [Herrmann et al., 2009],
may suggest that the left Heschl’s gyrus is activated when
syntactic processes (not specific to those requiring ‘‘move-
ment’’) are triggered by morphological information in lin-
guistic input. A recent MEG study has reported the
activation of the left primary auditory cortex under a spe-
cific condition in which listeners’ predictions for the syn-
tactic structure of a sentence did not match the
morphological markers that appeared in the sentence
[Herrmann et al., 2009]. Such a case is analogous to causa-
tive and passive sentences in the current study. In both
causative and passive sentences, the critical morpheme
(‘‘sase’’ and ‘‘rare’’ illustrated in Table I) attached to the
verb signaled to the listeners that sentence reanalysis was
needed.

Subcortical areas

The activations observed in the subcortical areas are also
interesting. The putamen, as part of the basal ganglia, was
activated in both causative and passive sentences. In con-
trast, the thalamus was activated for passive sentences
only. Previous studies identified the involvement of the
basal ganglia in the processing of syntactic and morpho-
logical information [Moro et al., 2001; Ni et al., 2000; Ull-
man, 2001, 2004] but also phonological [Tettamanti et al.,
2005] and lexical information [Crosson et al., 2003]. The
present data are consistent with these previous findings
concerning the role of basal ganglia in language processing
and may further suggest that the basal ganglia are sensi-
tive to reanalysis processes, which are thematic as well as
syntactic in nature (evidenced by both causative and pas-
sive sentences). In contrast, the selective activation of the
thalamus by passive sentences, that is, its activation by
passive sentences only and not causative sentences, may
imply that the thalamus has some involvement in syntactic
reanalysis, or syntactic process in general, but no other
types of linguistic processes. The active role of the thala-
mus in the processing of syntactic information has recently

been reported in a study using intracranial recordings
[Wahl et al., 2008]. It will be interesting to test further
what specific role that the thalamus plays in sentence
comprehension.

CONCLUSION

The present fMRI study is the first to provide direct evi-
dence for a functional neuroanatomical basis for thematic
reanalysis and its interplay with syntactic reanalysis in
Japanese sentence comprehension. Thematic reanalysis
activated the network comprising the left Broca’s area, in
particular, BA 45, and the left posterior STG, whereas syn-
tactic reanalysis led to increased activation in BA 45 only.
The data, furthermore, suggest that the time course of acti-
vation of BA 45 is driven by the nature of distinct reanaly-
sis processes with thematic reanalysis preceding syntactic
reanalysis in time, thereby functionally specifying the dy-
namics of different brain regions within the frontotempo-
ral language network.
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