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Abstract: Event-related potential studies of reward processing have consistently identified the feedback
negativity (FN), an early neural response that differentiates feedback indicating unfavorable versus
favorable outcomes. Several important questions remain, however, about the nature of this response.
In this study, the FN was recorded in response to monetary gains and losses during a laboratory gam-
bling task, and temporospatial principal components analysis was used to separate the FN from over-
lapping responses. The FN was identified as a positive deflection at frontocentral recording sites that
was enhanced for rewards compared with nonrewards. Furthermore, source localization techniques
identified the striatum as a likely neural generator. These data indicate that this apparent FN reflects
increased striatal activation in response to favorable outcomes that is reduced or absent for unfavora-
ble outcomes, thereby providing unique information about the timing and nature of basal ganglia
activity related to reward processing. Hum Brain Mapp 32:2207–2216, 2011. VC 2011 Wiley Periodicals, Inc.
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INTRODUCTION

Ongoing feedback from the environment informs deci-
sions and shapes behavior by signaling the consequences of
our actions. To better understand the processes through
which environmental feedback is evaluated, researchers
have examined event-related potentials (ERPs), scalp-
recorded measures of neural activity with precise temporal
resolution. For more than a decade, these studies have con-
sistently observed an apparent negative deflection in the

ERP that differentiates negative outcomes, such as errors
and monetary loss, from positive outcomes. Referred to as
the feedback error-related negativity or feedback negativity
(FN), this response peaks �250–300 ms after feedback pre-
sentation and is maximal at frontocentral recording sites
[Holroyd and Coles, 2002; Miltner et al., 1997].

When examined in the context of laboratory gambling
tasks where individuals may win or lose money on each
trial, several studies have demonstrated that the FN is sen-
sitive to the valence but not the magnitude of outcomes,
the FN distinguishes between monetary gains and losses,
but is equivalent for larger compared to smaller losses
[Hajcak et al., 2006; Sato et al., 2005; Yeung and Sanfey,
2004]. The valence of an outcome, however, is context de-
pendent: ‘‘neutral’’ feedback indicating that money has
neither been won nor lost may actually be favorable or
unfavorable, depending on the range of other possible out-
comes. Indeed, there is evidence that the FN tracks the rel-
ative valence of an outcome within the immediate context,
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such that the amplitude of the FN elicited by neutral feed-
back depends on whether the alternative would have been
to win or lose money on that trial [Holroyd et al., 2006;
Holroyd et al., 2004]. Likewise, feedback is also evaluated
relative to one’s expectations immediately before the out-
come, and this is reflected in the FN such that outcomes
that violate reward predictions elicit a larger response
[Hajcak et al., 2007; Holroyd et al., 2003]. Together, these
lines of research indicate that the FN reflects a process in
which outcomes are evaluated as either better or worse
than expected.

Although there is a growing literature using the FN to
examine the neural processing of environmental feedback,
some fundamental questions remain about the nature and
functional significance of this ERP component. For example,
it remains unclear whether variation in the FN reflects ac-
tivity related to negative feedback, positive feedback, or
both [Holroyd, 2004]. The FN is often interpreted as a nega-
tive-going ERP component that is enhanced for feedback
indicating errors and nonrewards, presumably reflecting a
neural process that tracks the occurrence of unfavorable
outcomes. However, this issue is obscured by the fact that
many studies have used a difference wave approach, in
which the FN is quantified as the numerical difference
between negative and positive feedback [e.g., Dunning and
Hajcak, 2007; Foti and Hajcak, 2009; Hajcak et al., 2007; Hol-
royd et al., 2008; Miltner et al., 1997]. Although this
approach isolates variation in the ERP associated with feed-
back valence, it cannot attribute that variation to a specific
outcome. The issue is compounded by the fact that ERP
amplitudes are not inherently meaningful-an apparent
decrease in amplitude of one component could instead be
due to the onset of an overlapping component with oppo-
site polarity (Luck, 2005]. In this way, the FN may instead
reflect a positive-going ERP response to favorable outcomes
which is then reduced for unfavorable outcomes. Indeed,
[Holroyd et al. 2008] have reported data that are consistent
with the possibility that apparent variation in the FN is pri-
marily due to activity related to positive feedback, although
they could not conclude whether this response on positive
feedback trials was a positive deflection in the ERP or the
attenuation of a negative deflection.

In a similar vein, an observed change in FN amplitude
could reflect variation in the P300, an ERP response that
overlaps in time with the FN and is also sensitive to ex-
pectation violations [Courchesne et al., 1977; Duncan-John-
son and Donchin, 1977; Hajcak et al., 2005; Hajcak et al.,
2007; Johnson and Donchin, 1980]. In several studies exam-
ining feedback processing, the P300 has been shown to be
larger for positive compared to negative feedback [Hajcak
et al., 2005; Hajcak et al., 2007; Holroyd et al., 2006; Hol-
royd et al., 2004], data which suggests that, similar to the
FN, the P300 may be sensitive to outcome valence. Accord-
ingly, the use of difference-wave and peak measures may
confound variation in these two ERP responses across
feedback type. By contrast, other studies have found the
P300 is sensitive to outcome magnitude but insensitive to

valence [Goyer et al., 2008; Sato et al., 2005; Yeung and
Sanfey, 2004], suggesting that the P300 may reflect a dis-
tinct aspect of feedback processing that is not captured by
the FN. The heterogeneity of these findings underscores
the importance of quantifying the FN and the P300 in such
a way as to minimize the impact of component overlap.

In this regard, our understanding of the FN may be
enhanced through the application of a data reduction tech-
nique such as principal components analysis (PCA). There
is a long history of using PCA as an empirically driven
method of decomposing a raw ERP waveform across time
into its underlying components [Donchin and Heffley,
1979], and with the recent proliferation of high-density
ERP recording montages, PCA has proven to be useful in
reducing the spatial dimensions of ERP datasets as well.
For example, a combination of temporal and spatial PCA
has been used to effectively separate the P300 from the
Novelty P3 and Slow Wave components [Dien et al., 2003;
Spencer et al., 2001], all of which are positive-going ERP
responses at posterior sites that overlap in time.

In this study, we were interested in applying temporo-
spatial PCA to ERP data recorded during a simple labora-
tory gambling task, with the goal of fully distinguishing
the FN from overlapping responses. Unlike the conven-
tional windowed difference wave approach, this approach
allows us to more readily examine the latent structure of
neural activity elicited by rewards versus nonrewards. A
second goal of this study was to identify likely neural gen-
erators of ERP components that differentiate rewards from
nonrewards. A recent report using a simulated dataset
concluded that applying source localization techniques to
PCA factors yields significantly more accurate results com-
pared with localizing the ERP waveform directly [Dien,
2010b]. By applying both PCA and source localization
techniques to the FN, we hope to better isolate ERP signals
sensitive to reward versus nonreward and to indentify the
likely neural generator of this activity.

METHODS

Participants

Twenty-two undergraduate students (10 female, 12
male) participated in this study. The mean age of the sam-
ple was 18.36 (standard deviation ¼ 1.05). This sample
was drawn from a larger study that examined sad versus
neutral mood inductions on ERP responses [Foti and
Hajcak, 2010]; the current analyses were based only on
subjects assigned to the neutral condition-induction details
are described later under Procedure. No participants
discontinued their participation in the experiment once the
procedures had begun. All participants received course
credit and $5.00 (winnings from the gambling task) for
their participation. Informed consent was obtained from
participants before each experiment. This study was for-
mally approved by the Stony Brook University Institu-
tional Review Board.
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Task and Materials

The gambling task was administered using Presentation
software (Neurobehavioral Systems, Inc., Albany, CA) to
control the presentation and timing of all stimuli. On each
trial, participants were shown a graphic displaying two
doors (occupying 6� of the visual field vertically and 8�

horizontally) and were told to choose which door they
wanted to open. Participants were told to press the left
mouse button to choose the left door or the right mouse
button to choose the right door. Following each choice, a
feedback stimulus appeared on the screen informing the
participants whether they won or lost money on that trial.
A green ‘‘:’’ indicated a correct guess and a gain of $0.50,
whereas a red ‘‘;’’ indicated an incorrect guess and a loss
of $0.25 (each occupying 3� of the visual field vertically
and 1� horizontally). A fixation mark (þ) was presented
before the onset of each stimulus. At the end of each trial,
participants were presented with the instruction ‘‘Click for
the next round.’’ The task consisted of 40 trials total, with
positive feedback given on exactly 20 trials (i.e., 50%).
Feedback was presented in a random order for each par-
ticipant. The order and timing of all stimuli was as fol-
lows: (i) the graphic of two doors was presented until a
response was made, (ii) a fixation mark was presented for
1000 ms, (iii) a feedback arrow was presented for 2000 ms,
(iv) a fixation mark was presented for 1500 ms, and (v)
Click for the next round was presented until a response
was made.

Procedure

Following a brief description of the experiment, electro-
encephalographic (EEG) sensors were attached. Before the
gambling task, all participants viewed two 5-minute film
clips and performed two computer tasks unrelated to this
study while listening to a neutrally valenced song [Foti
and Hajcak, 2010]. To familiarize participants with the
gambling task, they were given a practice block containing
five trials. Participants then performed the main task, with
the running total of money earned to that point presented
after the first 20 trials. Finally, participants performed
another unrelated computer task, were paid their winnings
($5.00), and watched an amusing film clip. This experi-
ment was conducted as part of a larger study examining
the influence of mood on a range of ERP components, and
the amusing film clip was used with all participants to
serve as a positive mood induction at the conclusion of the
laboratory session.

Psychophysiological Recording, Data

Reduction, and Analysis

The continuous EEG was recorded using a custom cap
(Cortech Solutions, Wilmington, NC) and the ActiveTwo
BioSemi system (BioSemi, Amsterdam, Netherlands). The
signal was preamplified at the electrode with a gain of 16�;

the EEG was digitized at 64-bit resolution with a sampling
rate of 512 Hz using a low-pass fifth order sinc filter with a
half-power cutoff of 102.4 Hz. Recordings were taken from
64 scalp electrodes based on the 10/20 system, as well as two
electrodes placed on the left and right mastoids. The electro-
oculogram was recorded from four facial electrodes: two 1
cm above and below the left eye, one 1 cm to the left of the
left eye, and one 1 cm to the right of the right eye. Each elec-
trode was measured online with respect to a common mode
sense electrode that formed a monopolar channel. Off-line
analysis was performed using Brain Vision Analyzer soft-
ware (Brain Products, Munich, Germany). All data were re-
referenced to the average of all scalp electrodes and band-
pass filtered with cutoffs of 0.1 and 30 Hz. The EEG was seg-
mented for each trial, beginning 200 ms before feedback
onset and continuous for 1000 ms following feedback onset.
Each trial was corrected for blinks and eye movements using
the method developed by [Gratton et al. 1983].

Specific channels were rejected in each trial using a
semi-automated procedure, with physiological artifacts
identified by the following criteria: a step of >50 lV
between sample points, a difference of 300 lV within a
trial, and a maximum difference of <0.5 lV within 100-ms
intervals. Additional physiological artifacts were identified
using visual inspection. Across channels and subjects, the
mean number of usable trials was 18.64 (95% CI ¼ 17.50–
19.77) and 18.64 (95% CI ¼ 17.30–19.97) for nonrewards
and rewards, respectively. Of the 22 total participants, 12
had artifact-free data at frontocentral recorded sites (i.e.,
20 usable reward trials and 20 usable nonreward trials),
nine participants had between 15 and 19 usable trials for
both nonrewards and rewards, and one participant had
nine usable nonreward trials and six usable reward trials.
Although the stability of the FN as a function of number
of trials has not been empirically examined to date, there
is data on the error-related negativity indicating that six
trials are sufficient to achieve a stable measurement with a
good signal-to-noise ratio for that ERP response [Olvet
and Hajcak, 2009]; therefore, we elected to retain all 22
participants for further analysis.

Stimulus-locked ERPs were averaged separately for non-
rewards (i.e., monetary losses) and rewards (i.e., monetary
gains), and the activity in the 200-ms window before feed-
back onset served as the baseline. The FN was quantified
using temporospatial PCA, a technique which extracts lin-
ear combinations of data points that meet certain criteria
that tend to distinguish between consistent patterns of
electrocortical activity [Dien and Frishkoff, 2005]. This
analysis was conducted using the ERP PCA Toolkit, ver-
sion 1.3 [Dien, 2010a]. Following recently published sets of
guidelines for applying PCA to ERP datasets [Dien, 2010b;
Dien et al., 2005; Dien et al., 2007], a temporal PCA was
performed on the data first to capture variance across time
points. This PCA used all time points from each partici-
pant’s averaged ERP as variables, and it considered partic-
ipants, trial types, and recording sites as observations.
Promax rotation was used, and nine temporal factors were
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extracted based on the resulting Scree plot [Cattell, 1966].
For each temporal factor, this analysis yielded factor scores
for each combination of electrode, participant, and trial
type, representing the amount of activity in the original
data captured by that factor. The spatial distribution of
these factor scores was then analyzed using spatial PCA.
This PCA used all recording sites as variables, and it con-
sidered all participants, trial types, and temporal factor
scores as observations. A separate spatial PCA was per-
formed for each of the nine temporal factors. Infomax rota-
tion was used, and based on the averaged Scree plot for
all nine temporal factors, four spatial factors were
extracted, yielding 36 unique factors combinations. The co-
variance matrix and Kaiser normalization were used for
each PCA. The waveforms for each factor were recon-
structed (i.e., converted to microvolts) by multiplying the
factor pattern matrix with the standard deviations. Factors
of interest were scored using the peak values on nonre-
ward and reward trials. Statistical analysis was performed
using SPSS (17.0; SPSS, Inc., Chicago, IL).

Source analysis techniques were used for those factors
which significantly differentiated nonreward from reward
trials. This analysis was conducted by specifying a pair of
hemispheric dipoles (the second dipole mirroring position
but not orientation) in Robert Oostenveld’s FieldTrip
(http://fieldtrip.fcdonders.nl/start) using a four-shell
model. Mirrored dipoles were used because the neuroi-
maging literature indicates that even lateralized activity of-
ten involves both homologous hemispheric locations. The
use of more than a pair of dipoles was avoided because of
findings that localization accuracy suffers when trying to
model simultaneous dipoles [Zhang et al., 1994], and
indeed a major impetus for the use of the PCA was to
avoid having to do so. Successfully meeting the generally
accepted guideline for a good quality solution [residual
variance (RV) no >10% RV] was taken as evidence that no
more dipoles were needed for a given solution. Not meet-
ing this criterion was taken as an indicator that robust
source solutions would not be possible. Time windows
were not specified because the spatial distribution of two-
step PCA factors is identical across the entire time course
(insofar as each temporospatial factor is characterized by a
single set of temporal factor loadings and a single set of
spatial factor loadings). The entire epoch was therefore
selected for the fitting process. A grid scan first surveyed
the head space for a rough estimate of the best starting
position, thus minimizing the possibility of solving for a
local minimum. An iterative algorithm was then used in
which the program automatically shifted the position of
the dipoles until it found a position of maximum fit using
a maximum-likelihood estimation algorithm [Lutkenhoner,
1998].

Stability of the solution was then assessed with a jack-
knife technique. First, the second (spatial PCA) solution
was recomputed twenty-two times, each with one of the
participants left out. The spatial factor best corresponding
to that of the original (in terms of scalp topography) was

then identified for each jack-knife solution. The source
analysis was then computed for each of the jack-knife sol-
utions. In this manner, it is possible to estimate the extent
to which the solution is affected by individual participants
without falling prey to the instability of single-subject PCA
and source analysis solutions. A graphical plot of the solu-
tions can therefore provide a sense of the individual vari-
ability associated with a source solution. The jack-knife
results were also utilized to perform an inferential test of
which hemispheric dipole was stronger, using a published
jack-knife test statistic [Miller et al., 1998]. The jack-knife
procedure was implemented in the ERP PCA Toolkit ver-
sion 2.17 [Dien, 2010a].

RESULTS

Waveforms depicting the grand average ERPs (i.e.,
before PCA) are presented in Figure 1. Consistent with the
FN literature, nonreward trials were associated with a rel-
ative negativity that peaked at �300 ms following feed-
back onset and was maximal at frontocentral electrodes.
This deflection in the waveform for nonreward trials was
superimposed on the P300, which was maximal at �400
ms.

Of the 36 total factor combinations yielded by the PCA,
12 accounted for at least 1% of the total variance in the
data. One property of temporospatial PCA is that micro-
volt-scaled waveforms representing the portion of the data
accounted for by each factor can be attained by multiply-
ing the factor loadings, scores, and their standard devia-
tions [Dien et al., 2003]. Following the suggestion of Dien
et al. [Dien et al., 2005], visual inspection of the waveforms
associated with these 12 factors was used to select those
that most readily corresponded to ERP components rele-
vant to the gambling paradigm used. Four factors were
chosen for further statistical analysis, corresponding to the
P200, FN, P300, and Slow Wave components (Table I). Fac-
tors not considered either did not closely correspond with
a known ERP component, did not have a well-defined tim-
ing or scalp distribution, were too small to be of interest
(e.g., a maximum deflection of <0.5 lV), or reflected activ-
ity during the prebaseline period.

The waveforms and scalp topography associated with
Temporal Factor 3, Spatial Factor 1 (TF3/SF1), the PCA
factor corresponding to the FN, are presented in Figure 2.
As evident in the grand average ERP waveforms, this
PCA factor represents a relative negativity for nonreward
compared to reward trials that is maximal at frontocentral
sites, and this difference across feedback types was statisti-
cally significant (t(21) ¼ 6.40, P < 0.001). Additionally, the
PCA waveform reveals that this variation in the ERP is
driven by a positive response to reward trials that is
absent on nonreward trials. Source localization of this dif-
ference between nonrewards and rewards identified the
putamen as a likely neural generator, with Talairach coor-
dinates of (23.0, 2.7, 6.3) and RV of 1.5%, indicating that
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rewards elicit increased activity in the putamen compared
with nonrewards. Jack-knife analysis indicated this source
solution to be highly stable across subsamples: of the 22
jack-knife solutions, 18 localized to the putamen (RV rang-
ing from 1.4 to 2.6%). The remaining four localized to the
globus pallidus (Talairach: 23.5, �13.3, 2.6; RV ¼ 1.6%),
lentiform nucleus (Talairach: 23.76, �1.4, �0.2; RV ¼
1.7%), claustrum (Talairach: �32.5, �10.2, 1.9; RV ¼ 1.8%),
and anterior commissure (Talairach: �30.8, �11.1, �2.5;
RV ¼ 1.8%). Across all of the jack-knife solutions, there
was also evidence of lateralization, with consistently
greater dipole strength in the right hemisphere (t(21) ¼
2.90, p < 0.01).

Comparisons across feedback type revealed that the
P200, P300, and Slow Wave components did not signifi-
cantly differ between nonreward and reward trials (all ps
> 0.05), indicating that variation in the scalp-recorded ERP
waveform across trial types was primarily due to the FN.
Figures 3 and 4 display the overlaid waveforms for the
four PCA factors that we selected for statistical analysis,
illustrating visually how they combine to yield the

observed negative deflection to nonrewards in the original
ERP waveform. In short, both nonrewards and rewards
elicit equivalent P200 and Slow Wave responses at fronto-
central recording sites, peaking at �200 and 400 ms,
respectively. Only rewards, however, elicit a third, inter-
mediate positivity, peaking at �300 ms, and the absence of
this mid-range positivity on nonreward trials gives rise to
the observed negativity in the scalp-recorded ERP.

DISCUSSION

In the current study, reward trials were associated with
a positive-going deflection in the ERP at frontocentral sites
that was maximal at 297 ms following feedback onset. On
nonreward (i.e., monetary loss) trials, this component was
reduced and was less positive. Previous ERP work on
feedback processing has typically interpreted the FN as a
negativity in response to unfavorable outcomes [e.g., Milt-
ner et al., 1997], whereas the current results indicate that
variation in the ERP across feedback types may actually be

TABLE I. PCA factor combinations selected for statistical analysis

Corresponding
ERP component

Temporospatial
factor combination

Variance
explained (%)

Temporal loading
peak (ms) Spatial distribution

Nonreward vs.
reward, t(21)

P200 TF5/SF1 2.1 197 Frontal positivity 0.63
FN TF3/SF1 3.4 297 Frontocentral positivity 6.40a

P300 TF2/SF1 4.7 385 Parietal positivity 1.91
Slow Wave TF1/SF2 11.2 514 Centroparietal positivity 0.85

aP < 0.001

Figure 1.

a) The grand average waveform of the feedback negativity at FCz for nonreward and reward tri-

als, as well as the difference. b) The scalp topography of the difference between nonreward and

reward trials at a window spanning 250–350 ms. [Color figure can be viewed in the online issue,

which is available at wileyonlinelibrary.com.]
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Figure 2.

a) The waveforms at Fz representing the portion of the ERP associated with TF3/SF1, the PCA

factor corresponding to the feedback negativity. Waveforms are presented for nonreward and

reward trials, as well as the difference. b) The scalp topography of the difference between nonre-

ward and reward trials at 297 ms, where the temporal loading is maximal. c) The dipole source

associated with TF3/SF1. [Color figure can be viewed in the online issue, which is available at

wileyonlinelibrary.com.]

Figure 3.

The waveforms of the four temporospatial factors at FCz, their algebraic sum, and the compari-

son between nonreward and reward trials. [Color figure can be viewed in the online issue, which

is available at wileyonlinelibrary.com.]
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driven by the modulation of a positivity to favorable out-
comes. In fact, this builds upon the results of a recent
study published by [Holroyd et al. 2008], in which they
compared ERPs recorded during a time estimation tasks
and an oddball task in order to differentiate responses eli-
cited specifically by feedback from those elicited more
generally by salient, task-relevant stimuli. They concluded
that the FN elicited by negative feedback on the time esti-
mation task was similar to the N200 that was elicited by
target stimuli in the oddball task-indeed, there exists a
considerable literature on the N200 as a general response
to salient, task-relevant stimuli [for a review, see Folstein
and Van Petten, 2008]. [Holroyd et al. 2008], therefore,
asserted that the modulation of the FN by feedback type in
the time estimation task was driven by positive feedback,
either as a reduced N200 or as an opposite-going positive
ERP component in the same range. They were unable to
distinguish between these two possibilities, however, as
they analyzed the difference between the ERP response to
the target stimulus on the oddball task and the ERP
responses to positive and negative feedback on the time
estimation task. Here, we shed new light on this question
by providing direct evidence supporting the possibility that
the FN is driven by the modulation of a reward-related pos-
itivity. We used temporospatial PCA to decompose the ERP
responses to rewards and nonrewards, rather than analyz-

ing the difference wave, and found that rewards were asso-
ciated with an increased positivity compared with
nonrewards. This positivity occurs in between two other
positive deflections, the P200 and Slow Wave components,
and the reduction of this reward-related positivity yields an
apparent negativity in the scalp-recorded ERP on nonre-
ward trials. In fact, we observed this same pattern in a prior
application of PCA to ERP data within a separate sample
[Foti and Hajcak, 2009], although we did not elaborate on
the point in that report. Across these multiple studies, there
appears to be converging evidence indicating a positive
ERP follows rewards, which is reduced for feedback indi-
cating nonreward.

Importantly, this study suggests that this differentiation
of rewards from nonrewards may be partly due to activa-
tion in the putamen, a region of the striatum. Tradition-
ally, subcortical regions such as the putamen have been
thought to contribute little to scalp-recorded EEG signals
due to the physical properties of spiny stellate neurons
[Lorente de No, 1947], but this perspective has been chal-
lenged in recent years [Sander et al., 2010]. For example,
(Rektor 2002] recorded the readiness potential in epileptic
patients using both scalp and intracranial electrodes. By
using implanted EEG electrodes, Rektor localized the
scalp-recorded signal to restricted areas in the motor and
somatosensory cortex, but these cortical generators alone

Figure 4.

The waveforms of the four temporospatial factors at Pz, their algebraic sum, and the comparison

between nonreward and reward trials. [Color figure can be viewed in the online issue, which is

available at wileyonlinelibrary.com.]
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were insufficient to account for the magnitude and wide-
spread scalp distribution of the readiness potential. Activa-
tion consistent with the readiness potential was also found
in numerous subcortical regions, including the putamen,
indicating that these regions may also contribute to the
scalp-recorded signal. In fact, a recent simulation of single-
cell neuronal activity indicated that spiny stellate cells pro-
duce a current dipole that is stronger than previously
thought and on the same order of magnitude as pyramidal
cells [Murakami and Okada, 2006]. Building on this result
using a whole-brain anatomical model, Monte-Carlo simu-
lations indicated that activity in subcortical regions con-
tributes to the scalp-recorded EEG, and that signals from
the putamen may be detected at the scalp with relatively
few trials, even in the presence of random cortical activity
[Attal et al., 2009].

In addition, localization of EEG activity in response to
rewards versus nonrewards in the putamen is notable in
light of strong evidence from single-neuron recording stud-
ies in animals [Schultz, 2002] and neuroimaging studies in
humans [Delgado, 2007] implicating the striatum as a criti-
cal brain region involved in reward processing and guiding
goal-directed behavior. For example, activity within several
striatal regions, including the putamen, was found to differ-
entiate rewards from nonrewards, but was insensitive to
reward magnitude [Elliott et al., 2003] data which parallels
findings on the FN [Hajcak et al., 2006; Sato et al., 2005;
Yeung and Sanfey, 2004]. There is also evidence that, like
the FN, the putamen is sensitive to violations of reward
expectations [McClure et al., 2003; O’Doherty et al., 2003].
Specifically, [McClure et al. 2003] manipulated expectations
by conditioning participants to expect the delivery reward
at a set time within each trial and then interspersing several
trials with a delayed reward. The delivery of an unexpected
reward was associated with increased putamen activity
compared to expected rewards; conversely, the absence of
an expected reward was associated with decreased puta-
men activity compared with periods where no reward was
expected. This pattern closely parallels the modulation of
the FN by outcome expectancy [Hajcak et al., 2007; Holroyd
et al., 2003], whereby the difference between nonreward
and reward trials is larger for unpredicted than predicted
outcomes. Although we localized the EEG signal to a pair
of hemispheric dipoles, there was consistently stronger acti-
vation in the right dipole compared to the left, suggesting
some lateralization of putamen activity in the current study.
Neuroimaging studies, meanwhile, have reported reward-
related putamen activity that is right-lateralized [Elliott
et al., 2003], left-lateralized (McClure et al., 2003; O’Doherty
et al., 2003; Pessiglione et al., 2006], and bilateral [Haruno
and Kawato, 2006; Kirsch et al., 2003; Tobler et al., 2006]. By
localizing EEG activity to the putamen, this study provides
further insight into the FN. Linking this ERP signal to a
substantial existing neuroimaging literature on reward
processing, the FN seems to be generated in part by
reward-related striatal activity that is increased in response
to rewards compared to nonrewards.

The FN has previously been discussed in terms of rein-
forcement learning theory, by which feedback elicits pha-
sic increases and decreases in midbrain dopamine signals
when outcomes are better or worse than expected, respec-
tively [Holroyd and Coles, 2002]. In two previous reports,
the FN was localized to the anterior cingulate cortex
[Gehring and Willoughby, 2002; Miltner et al., 1997]. Link-
ing the anterior cingulate cortex to reinforcement learning
models, Holroyd and Coles proposed that the FN reflects
disinhibition of anterior cingulate cortex neurons from do-
paminergic inputs from the basal ganglia [Holroyd and
Coles, 2002]. Indeed, using neuroimaging techniques, ac-
tivity in the anterior cingulate cortex has been related to
feedback processing in some studies [Bush et al., 2002;
Knutson et al., 2000] but not others [Elliott et al., 2003;
Nieuwenhuis et al., 2005].

One primary strength of current study is the use of tem-
porospatial PCA to isolate the FN from overlapping ERP
responses. The processing of rewards involves a network
of brain regions that includes not only the striatum but
also the amygdala, medial prefrontal cortex, and orbito-
frontal cortex [McClure et al., 2004], each of which may
contribute to scalp-recorded EEG activity. Although the
current results suggest that the FN may be generated in
part by reward-related striatal activity, this is not to say
that the striatum is the only brain region that contributes
to the observed ERP response during reward processing.
In fact, overlap between the FN and other ERP compo-
nents, particularly the P300, is problematic for the use of
source localization procedures [Nieuwenhuis et al., 2004].
Although the two components share certain properties,
such as both being sensitive to violations of outcome
expectancies [Hajcak et al., 2005; Hajcak et al., 2007], they
also appear to capture distinct aspects of reward process-
ing. This is reflected by their divergent scalp distributions
as well as evidence that the P300, but not the FN, is sensi-
tive to reward magnitude [Goyer et al., 2008; Sato et al.,
2005; Yeung and Sanfey, 2004]. Further, the current data
suggest that the P300 is insensitive to outcome valence. As
such, applying source localization directly to an FN-P300
waveform may require the use of multiple dipoles to
achieve adequate fit of the data, and it runs the risk of
yielding a source that confounds these two responses. This
situation is not unique to the FN and the P300, and it has
been demonstrated that first applying PCA to ERP data
may improve the accuracy of source localization when
component overlap is a concern [Dien, 2010b; Dien et al.,
2003]. Three additional PCA components consistent with
the P200, P300, and Slow Wave were examined here,
although none significantly differentiated rewards from
nonrewards. Therefore, to the extent that we minimized
the influence of overlapping responses on our measure of
the FN, the current source localization results may repre-
sent a more accurate estimate of the neural generator of
the FN. That being said, any application of source localiza-
tion techniques cannot completely rule out alternative
sources located along the axis of the dipole [Scherg, 1990].
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For example, the source solution identified here is also
consistent with a larger convex source that is located
closer to the surface, including a generator within the ante-
rior cingulate cortex. Alternatively, it is also possible that
activity from both the anterior cingulate cortex and the
striatum contribute to influence the scalp-recorded ERP
waveform observed in response to feedback, and that the
prominence of one source over another depends on
the demands of a particular laboratory task, as well as the
data analytic methods used. One way to more definitively
rule out these other possibilities would be to apply EEG
and functional magnetic resonance imaging techniques in
the same sample and using the same paradigm. In this
way, the scalp-recorded FN could be examined alongside
hemodynamic measurements of reward-related activity in
the putamen, anterior cingulate cortex, and other brain
regions; this is a direction that we are currently pursuing.

In sum, this study extends the existing ERP literature on
feedback processing by demonstrating that the FN might
better be conceptualized as a frontocentral positivity that
is enhanced for rewards compared with nonrewards, and
that the relative increase in positivity for rewards com-
pared with nonrewards is generated in part by the puta-
men. Temporospatial PCA was used to parse the ERP
waveform into its underlying components, thereby sepa-
rating the FN from the P300 and other overlapping
responses and improving the accuracy of the source esti-
mation. As with any attempt to identify the neural genera-
tor of an ERP response, however, these results must be
interpreted with caution; even under ideal circumstances,
source localization results are associated with an error on
the order of 5–10 mm [Dien, 2010b]. If confirmed by future
studies, these results indicate that the FN may be used as
an ERP correlate of reward-related striatal activity. In this
way, the FN may enhance our understanding of the pre-
cise role of the basal ganglia within the cascade of neuro-
cognitive responses involved in the processing of rewards
versus nonrewards.
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