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Abstract: Objectives: Recent fMRI studies have shown that it is possible to reliably identify the default-
mode network (DMN) in the absence of any task, by resting-state connectivity analyses in healthy vol-
unteers. We here aimed to identify the DMN in the challenging patient population of disorders of con-
sciousness encountered following coma. Experimental design: A spatial independent component
analysis-based methodology permitted DMN assessment, decomposing connectivity in all its different
sources either neuronal or artifactual. Three different selection criteria were introduced assessing anti-
correlation-corrected connectivity with or without an automatic masking procedure and calculating
connectivity scores encompassing both spatial and temporal properties. These three methods were vali-
dated on 10 healthy controls and applied to an independent group of 8 healthy controls and 11
severely brain-damaged patients [locked-in syndrome (n = 2), minimally conscious (n = 1), and vege-
tative state (n = 8)]. Principal observations: All vegetative patients showed fewer connections in the
default-mode areas, when compared with controls, contrary to locked-in patients who showed near-
normal connectivity. In the minimally conscious-state patient, only the two selection criteria consider-
ing both spatial and temporal properties were able to identify an intact right lateralized BOLD
connectivity pattern, and metabolic PET data suggested its neuronal origin. Conclusions: When assess-
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ing resting-state connectivity in patients with disorders of consciousness, it is important to use a
methodology excluding non-neuronal contributions caused by head motion, respiration, and heart rate

artifacts encountered in all studied patients. Hum Brain Mapp 33:778-796, 2012.

© 2011 Wiley Periodicals, Inc.
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INTRODUCTION

Recent progress in fMRI studies on spontaneous brain ac-
tivity has demonstrated activity patterns that emerge with-
out any task or sensory stimulation, showing promise for
the study of higher order associative network functionality
[Biswal et al., 1995; Cordes et al., 2000; Damoiseaux et al.,
2006; Fox and Raichle, 2007; Fox et al., 2005; Greicius et al.,
2003; Lowe et al., 1998; Mitra et al., 1997; Nir et al., 2006;
Vincent et al., 2007; Xiong et al., 1999; Yang et al., 2007]. One
of the most intensely studied resting-state networks is the
default-mode network (DMN), which encompasses the pre-
cuneus/posterior cingulate (pC), mesiofrontal anterior/ven-
tral and posterior parietal cortices [for review, see Fox and
Raichle, 2007]. This physiological “baseline” of the human
brain has been suggested to be related to internally oriented
content [Vanhaudenuhuyse & Demertzi et al.,, 2011], self-
referential, or social cognition [Schilbach et al., 2008] and
has been referred to as the “intrinsic network” [Fox et al.,
2005; Golland et al., 2007]. Interestingly, the “default” net-
work can be shown to anticorrelate with an “extrinsic net-
work” [Fox et al., 2005; Golland et al., 2008] considered to be
important in externally oriented tasks [Golland et al., 2007].
The potential clinical interest of fMRI studies of DMN con-
nectivity is currently being assessed in different pathologies
such as depression [Anand et al., 2005], schizophrenia [Cal-
houn et al., 2009], autism [Kennedy et al., 2006], multiple
sclerosis [Lowe et al., 2002], dementia [Greicius et al., 2004;
Rombouts et al., 2009], brain death [see case studies by Boly
et al., 2009], and disorders of consciousness [Vanhauden-
huyse & Noirhomme et al., 2010]. There are two main ways
to analyze resting-state functional connectivity MRI (rs-
fcMRI): (1) hypothesis-driven seed-voxel [Fox et al., 2005]
and (2) data-driven independent component analysis (ICA)
approaches [Kiviniemi et al., 2003; McKeown et al., 1998]—
each offering their own advantages and limitations [Cole
etal., 2010].

The seed-voxel approach consists in extracting the BOLD
time course from a region of interest (ROI) and determines
the temporal correlation between this signal (seed) and the
time course from all other brain voxels [Fox et al., 2005]. To
better visualize the correlation pattern and better analyze its
properties, the seed approach can be integrated with graph-
theory methods [e.g., Fair et al., 2008; Hagmann et al., 2008].
In rs-fcMRI graph representations, the resting-state BOLD
time series for each of the ROIs extracted from the DMN are
correlated among each other giving a correlation matrix,

which can be represented as a weighted graph. To reduce
spurious variance unlikely to reflect neuronal activity, the
BOLD signal is preprocessed by temporal bandpass filter
and spatial smoothing, by regressing out head motion
curves, whole brain signal as well as ventricular and white
matter signal, and each of their first-order derivative terms
[Fox et al., 2005]. This straightforward method has been
widely adopted and offers consistent results [Fox and
Raichle, 2007]. However, it has raised some discussion
mostly related to the preprocessing procedure, especially
concerning the regressing out of the global activity from the
BOLD signal, which might induce some spurious anticorre-
lations [Fox et al., 2009; Murphy et al., 2009], and the selec-
tion itself of the seed regions, which is biased by a priori
definition.

Contrary to the previous approach, ICA-based rs-fcMRI
analysis [Kiviniemi et al., 2003; McKeown et al., 1998] does
not require any a priori definition of seed regions. It ana-
lyzes the entire BOLD dataset and decomposes it into
components that are maximally statistically independent
[Hyvarinen et al., 2001]. A number of studies have shown
that ICA is a powerful mathematical tool, which can
simultaneously extract a variety of different coherent neu-
ronal networks [De Luca et al., 2006; Esposito et al., 2008;
Greicius and Menon, 2004; Greicius et al.,, 2003, 2004;
McKeown et al., 1998] and separate them from other signal
modulations such as those induced by head motion or
physiological confounds [e.g., cardiac pulsation, respira-
tory cycle, and slow changes in the depth and rate of
breathing, Birn et al., 2008; Perlbarg and Marrelec, 2008;
Perlbarg et al., 2007]. However, ICA does not provide any
classification or ordering of the independent components
(ICs), and it is usually left to the user to decide which IC
corresponds to the DMN. Automatic approaches have
been proposed to remove user bias in selecting the compo-
nent. For example the “goodness of fit" is based on match-
ing with a previously built template [Greicius et al., 2004].
Self-organizing ICA groups components from a group of
subjects and the user (by visual inspection) selects the
group that corresponds to the DMN [Esposito et al., 2005].
These approaches are based on the spatial extent of the
component and some of them have been used in collabora-
tion with a power spectrum analysis, removing all compo-
nents with more than half of the power due to high
frequencies [for the goodness of fit, see [Vanhaudenhuyse
& Noirhomme et al., 2010]. Although having an automatic
selection criteria based on spatial properties may be a big
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advantage when the network spatial pattern is still par-
tially preserved, it may become a disadvantage for cases
where the network is mostly destroyed. In these cases,
only properly masking the regions of the brain where a
preserved activity could be expected would help the selec-
tion but then other imaging techniques like, for example,
PET should be used at the same time. The possibility
instead to realize an automatic masking procedure, which
will be only based on BOLD data, could then be an impor-
tant solution for highly pathological cases. At the same
time, giving more importance to time properties other
than just the power spectrum like temporal entropy or
one-lag autocorrelation or to spatial properties no directly
pattern-related like, for example, spatial entropy could
also be a valuable tool to improve the selection power.

The aim of this study is to assess resting-state DMN
connectivity in patients with severe brain damage such as
the vegetative, minimally conscious, or locked-in state, dis-
entangling neuronal from artifactual sources. For the clini-
cal use of these rs-fcMRI measurements, we first validated
an automated, user-independent spatial ICA-based proce-
dure to select and analyze DMN functional integrity in
healthy controls. This approach is based on both spatial
and temporal information of the components. The tempo-
ral information and spatial properties other than the spa-
tial pattern are given by the fingerprint of the component
[De Martino et al., 2007]. Using more information enables
a better characterization of artifactual correlations. Three
different selection strategies were developed: (1) spatially
pattern driven, (2) based on an automatic masking driven
by the fingerprint properties (time domain dominated),
and (3) based on a compromise between spatial and tem-
poral properties. We next applied this methodology in an
independent healthy control group and patients in locked-
in syndrome [i.e., pseudocoma; LIS, Laureys et al., 2004],
minimally conscious state (i.e., showing fluctuating signs
of awareness devoid of communication; MCS), or vegeta-
tive state (i.e., wakeful unawareness; VS). For the first
selection criterion, which was only spatially pattern
driven, we expected to perform equally well in healthy
controls but more poorly than the other two in pathologi-
cal brains.

MATERIALS AND METHODS
Subjects and MRI Acquisition

Three independent groups of healthy controls were ana-
lyzed for the full study. The first group (Group 1) was an-
alyzed for the independent study on DMN ROIs selection
(prior knowledge about the DMN equivalent to building a
DMN spatial template) and for the creation of an average
DMN fingerprint [De Martino, 2007]. The second group
(Group 2) was analyzed to test the DMN selection criteria
introduced in this manuscript and compare them with
other available selection methods (validation of our meth-
odology). The third group (Group 3) of healthy controls

was introduced to compare rs-fcMRI analyses results with
respect to patients with disorders of consciousness. All
subjects went through a resting-state protocol in which
they were instructed to keep their eyes closed and to
remain awake.

Group 1 included 11 healthy volunteers with no neuro-
logical or psychiatric history (mean age = 71; SD = 6;
range 62-80 years; nine women). Resting-state BOLD data
were acquired on a 3-T MR scanner (Trio Tim, Siemens,
Germany) with a gradient echo-planar sequence using
axial slice orientation (32 slices; voxel size = 3.44 x 3.44 x
3.9 mm3; matrix size = 64 x 64 x 32; repetition time =
2,130 ms, echo time = 40 ms, flip angle = 90°; field of
view = 220 mm). A protocol of 250 scans lasting 533 s was
performed. A Tl-weighted MPRAGE sequence was also
acquired for registration with functional data on each
subject.

Group 2 included 10 healthy volunteers with no neuro-
logical or psychiatric history (mean age = 21; SD = 3; range
18-28 years; four women). Resting-state BOLD data were
acquired on a 3-T MR scanner (Trio Tim, Siemens, Ger-
many) with a gradient echo-planar sequence using axial
slice orientation (32 slices; voxel size = 3.44 x 3.44 x 3.9
mm3; matrix size = 64 x 64 x 32; repetition time = 2,460
ms, echo time = 40 ms, flip angle = 90°; field of view = 220
mm). A protocol of 350 scans lasting 861 s was performed.
A Tl-weighted MPRAGE sequence was also acquired for
registration with functional data on each subject.

Group 3 included 8 healthy volunteers with no neuro-
logical or psychiatric history (mean age = 48; SD = 13;
range 25-65 years; three women). Resting-state BOLD data
were acquired on a 3-T MR scanner (Trio Tim, Siemens,
Germany) with a gradient echo-planar sequence using
axial slice orientation (32 slices; voxel size = 3.0 x 3.0 x
3.75 mm3; matrix size = 64 x 64 x 32; repetition time =
2,000 ms, echo time = 30 ms, flip angle = 78°; field of
view = 192 mm). A protocol of 300 scans lasting 600 s was
performed. A Tl-weighted MPRAGE sequence was also
acquired for registration with functional data on each
subject.

Eight patients in VS (mean age = 61; SD = 30; range 16—
87 years; all men), one MCS (age 24 years; male), and two
LIS patients (aged 24 years; female and age 20 years; male)
were studied with the same scanner used for the third
group of healthy controls. Etiology of the VS was trau-
matic in three cases and nontraumatic in five cases; three
patients were studied in the acute (i.e., <1 month postin-
jury) and five in the chronic setting. The MCS patient was
traumatic, and the two LIS patients were studied 28
months postbasilar artery thrombosis and 4 years after
trauma (see Table I for patients” demographic and clinical
data). All patients underwent repeated behavioral evalua-
tions by means of the Coma Recovery Scale Revised [Gia-
cino et al., 2004] and the Glasgow-Liege Scale [Born et al.,
1985] performed by experienced clinicians (MB, AV, MAB,
AD, and SL). The diagnosis was made according to inter-
nationally accepted criteria for VS [The Multi-Society Task
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Force on PVS, 1994], MCS [Giacino et al., 2004], and LIS
[American Congress of Rehabilitation Medicine, 1995].

Written informed consent was obtained from all healthy
volunteers and from the legal representative of all patients
(and from the LIS patients using eye-coded communica-
tion). The study was approved by the Ethics Committee of
the Faculty of Medicine of the University of Liege, which
complies with the Code of Ethics of the World Medical
Association (Declaration of Helsinki).

Data Preprocessing and Analysis

fMRI data were preprocessed using the “BrainVoyager”
software package (R. Goebel, Brain Innovation, Maastricht,
The Netherlands). Preprocessing of functional scans
included 3D motion correction, linear trend removal, slice
scan time correction, and filtering out low frequencies of
up to 0.005 Hz. The data were spatially smoothed with a
Gaussian filter of full width at half maximum value of 8
mm. The functional images from each subject were aligned
to the participant’s own anatomical scan and warped into
the standard anatomical space of Talairach and Tournoux
[1988]. The Talairach transformation was performed in
two steps. The first step consisted in rotating the 3D data
set of each subject to be aligned with stereotaxic axes (for
this step, the location of the anterior commissure (AC), the
posterior commissure (PC), and two rotation parameters
for midsagittal alignment was specified manually). In the
second step, the extreme points of the cerebrum were
specified. These points together with the AC and PC coor-
dinates were then used to scale the 3D data sets into the
dimensions of the standard brain of the Talairach and
Tournoux [1988] atlas using a piecewise affine and contin-
uous transformation. ICA [Formisano et al., 2004; Hyvari-
nen et al., 2001] was performed with the “BrainVoyager”
software package using 30 components [Jafri et al., 2008;
Koch et al., 2010; Meindl et al., 2010; Weissman-Fogel
et al.,, 2010; Ylipaavalniemi and Vigario, 2008]. A spatial
mean was subtracted from all the voxels (mean calculated
all over the voxels at a fixed time), and principal compo-
nent analysis was applied for dimensionality reduction
before performing ICA.

Decomposing Connectivity in Independent
Component Graphs

We developed here a new methodology, which takes
advantage of the capability of ICA, to decompose the sig-
nal in neuronal and artifactual sources but still preserves
the concept of connectivity in a defined network of ROIs.
This methodology in fact allows building for each IC a
connectivity graph, which summarizes the level of connec-
tivity for a defined network of ROIs according to the time
behavior described by the correspondent IC time course.
Our connectivity study used 13 ROIs defined on an aver-
age DMN map calculated on a group of 11 healthy sub-

jects (Group 1). We performed, as implemented in Brain
Voyager [self-organizing ICA, Esposito et al., 2005], a spa-
tial similarity test on single-subjects ICs and we averaged
the maps belonging to the cluster, which was selected by
visual inspection as DMN. The selected 13 ROIs were the
most representative regions of our average DMN map
close to the DMN target points previously published [Fair
et al., 2008; Fox et al., 2005] including: medial prefrontal
cortex ventral (MFv) [-3, 39, —2], medial prefrontal cortex
anterior (MFa) [2, 59, 16], pC [-3, —55, 21], left posterior
parietal lobe (L-pP) [—49, —60, 23], right posterior parietal
lobe (R-pP) [45, —61, 21], left superior frontal gyrus (L-sF)
[-19, 32, 51], right superior frontal gyrus (R-sF) [23, 29,
51], left middle temporal gyrus anterior [-61, —11, —10],
right middle temporal gyrus anterior [57, —11, —13], left
parahippocampal /mesiotemporal [-23, —17, —17], right
parahippocampal /mesiotemporal [25, —16, —15], left thala-
mus (L-T) [-5, —11, 7], and right thalamus (R-T) [4, —11,
6] (the ROIs were set initially to a cubic shape 10 x 10 x
10 mm?®, and the center was chosen accordingly to the
DMN extracted from Group 1, but once the ROI was
saved in Brain Voyager only the ROI's voxels belonging to
the DMN end up making the saved ROI).

To study connectivity between each pair of target points,
we implemented a new method, which is based on ICA
followed by a general linear model (GLM). After running
ICA with 30 components, we used the corresponding time
courses to regress in the BOLD signal in each of the 13
ROIs. The time courses from each ROI were extracted as
the arithmetic mean of the time courses of the voxels
belonging to the same ROI. Note that by using a smooth-
ing of a 8mm kernel implies that taking an arithmetic
mean as implemented in Brain Voyager or extracting the
first eigenvariate will give similar results. For each compo-
nent, we obtained 13 parameter estimates (beta values)
indicating the weight of each regressor and the corre-
sponding T-values (see Appendix). To build a connectivity
graph, we drew an edge between each pair of target points
with T > Tth with Tth corresponding to 1 — P/78 for P =
0.05 with 267 degrees of freedom (Bonferroni correction
for multiple comparisons was performed dividing P by
the number of possible edges between the 13 nodes; 13*(13
— 1)/2 = 78). To account for the fact that ICA does not
predict the sign of the ICs, the condition T < —Tth was
also used. This allowed us to end up with two connectiv-
ity graphs for each of the 30 components (1-30 for the con-
dition T > Tth and 31-60 for T < —Tth). We hypothesized
that the number of edges E for each of the 60 connectivity
graphs should be the highest for the component of the
DMN. However, given that no regressing out of the global
signal was applied, we did not pick the component corre-
sponding to the graph with the largest number of total
edges (i.e., the global component could appear as the main
source of connectivity). Therefore, we implemented “anti-
correlation-corrected number of edges” (see Fig. 1). The
anticorrelation-corrected number of edges was obtained by
multiplying the total number of edges of each graph by a
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Default Mode Selection Criteria
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Figure 1.

lllustration of the default-mode selection method in a minimally con-
scious-state patient. (a) Selection of the IC corresponding to the
graph with the highest number of edges. (b) Selection of the IC cor-
responding to the graph with the highest number of global edges (to
select the global signal IC). (c) Selection of the IC corresponding to
the graph with the highest number of anticorrelation-corrected
edges. (d) Selection of the IC corresponding to the graph with the
highest anticorrelation-corrected score. Right panel: (a) number of
edges, (b) number of global edges, (c) number of anticorrelation-cor-

rected edges, and (d) anticorrelation-corrected score of each graph
vs. the corresponding IC number. Middle panel: Spatial map of the
selected IC. Left panel: Connectivity graph of the selected IC. MFy,
medial prefrontal cortex ventral; MFa, medial prefrontal cortex ante-
rior; pC, posterior cingulate/precuneus; pP, posterior parietal lobe;
sF, superior frontal gyrus; aT, middle temporal gyrus anterior; mT,
parahippocampal/mesiotemporal; T, thalamus. Left is right side of
brain.
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2nd selection criterion

Remove five
ROIs at the time

Remove two
ROIs at the time

Remove one
ROI at the time

Take IC with
MAX AntiCC
Edges

Take IC with
MIN Distance

M Initial step
I 1st loop

B 2nd Joop

NOﬂ\

NO 4 E

= 5™ loop

Fingerprint
Neuronal

Figure 2.
Flow chart illustrating the second selection criterion. Arrow indicates the starting point in the
flow chart. Different color boxes indicate the different steps. [Color figure can be viewed in the
online issue, which is available at wileyonlinelibrary.com.]

weight “w,” which measures the anticorrelation of the
DMN activity with the extrinsic system/external control
network (ECN). Similarly to the 13 targets ROIs of the
DMN, we selected as ROIs the five most representative
regions of the extrinsic system appearing as anticorrelated
regions in the DMN average map calculated on the Group
1 of healthy subjects close to the ECN target points previ-
ously published (Fox et al.,, 2005] including: (left supra-
marginal gyrus [-56, —33, 37], right supramarginal gyrus
[54, —39, 38], left middle temporal gyrus posterior [-52,
—53, —5], right middle temporal gyrus posterior [52, —57,
—5], and supplementary motor area [2, 5, 46]). The anticor-
relation-corrected number of edges Eantcc was then
defined in terms of the number of edges E as Eanticc =
E*w (see Appendix), with the anticorrelation index w a

number between 0 and 1. The index would be close to 0 if
the activity in the extrinsic network highly correlates with
the activity in the intrinsic network, e.g., a global signal,
and close to 1 if the activity in the extrinsic network is
anticorrelated with the activity in the DMN, e.g., the DMN
component. A new number of edges could be built by just
inverting the =+ signs in the definition of Eanucc (see Ap-
pendix) obtaining a new number, which we called “global
edges” and which is highest for the global component (see
Fig. 1). This allowed us to isolate the global mode and to
remove it from the full set of components.

Selection Criteria

Three different strategies were developed: (1) spatially
pattern driven, (2) based on an automatic masking driven
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by the fingerprint properties (time domain dominated),
and (3) based on a compromise between spatial and tem-
poral properties.

First selection criterion

This selection criterion selects as the DMN the component
with the highest number of anticorrelation-corrected edges
(see Fig. 1). The number of anticorrelation-corrected edges
of the component selected is indicated in Tables I and II of
the Supporting Information with the name “E pnsicc init.”

Second selection criterion

This selection criterion is still based on the highest num-
ber of edges but after performing an automatic masking
obtained by removing subsequently ROIs from the net-
work (see flow chart in Fig. 2 and Appendix for the defini-
tion of the distance Djc). The automatic masking
proceeded by removing subsequently (going through all
the 13 ROIs) one ROI (first step), then two regions together
(second step), and three regions up to five regions (last
step). At each step, the component selected as the one
with the highest number of anticorrelation-corrected edges
in the reduced network and with the minimum distance
among all the possible reduced networks (for that step)
was tested by comparing its fingerprint (as in De Martino
et al. [2007], the fingerprint reports normalized values,
respectively, for: degree of clustering, skewness, kurtosis,
spatial entropy as calculated from the distribution of the z
values for the considered IC and one-lag autocorrelation,
temporal entropy, and the power of the five frequency
bands [0-0.008, 0.008-0.02, 0.02-0.05, 0.05-0.1, and 0.1-0.25
Hz] as extracted from the time course of the considered
IC) with an average fingerprint (distance Djc from the ref-
erence fingerprint needed to be inside two standard devia-
tions with the standard deviation calculated on each
subject IC distances” distribution) built from the DMN
components of the 11 healthy subjects (Group 1). The
number of anticorrelation-corrected edges of the compo-
nent selected is indicated in Tables I and II Supporting In-
formation with the name “E apcc fin.”

Third selection criterion

The third automatic selection criterion selects the com-
ponent with the highest “anticorrelation-corrected score”
(Santicc), built by multiplying the number of anticorrela-
tion-corrected edges by a new weight “wg,” which meas-
ures the distance of its fingerprint from the average
fingerprint of the DMN in healthy controls (Group 1). The
weight wr is close to 0 for components that have “artifac-
tual” source and close to 1 for components with “neuro-
nal” origin—the latter assumes that in healthy controls
ICA was able to fully separate artifactual from neuronal
sources. The number of anticorrelation-corrected edges of
the component selected is indicated in Tables I and II

of the Supporting Information with the name “Eantcc
(SAnticc max).”

The three selection criteria were compared with self-
organizing ICA, which selected for each single subject the
most spatially similar component to a DMN average map
based on the 11 healthy subjects of Group 1 (self-organiz-
ing ICA used to cluster 30 average maps vs. 30 ICs maps).

Single-Subject and Group Analysis

For each single subject, we presented a connectivity
graph showing thin and thick lines in three colors: red, or-
ange, and yellow. Thin and thick lines correspond, respec-
tively, to the conditions T > Tth and T*w > Tth [thin line
for edges and thick line for “weighted edges” (Ew)], and
the three colors: red, orange, and yellow correspond,
respectively, to P values P = 0.05, P = 0.01, and P = 0.001.
It is important to note that the number of anticorrelation-
corrected edges, as previously stated, is calculated by the
number of edges E (number of edges in the graph corre-
sponding to the condition T > Tth for P = 0.05 multiplied
by the corresponding anticorrelation index w) and is not
obtained by counting the number of edges corresponding
to the conditions T*w > Tth termed “weighted edges" (see
Tables I and II in the Supporting Information to compare
values).

Two-tailed unequal variance Student’s t-test compared
the total number of edges, the anticorrelation index, the
anticorrelation-corrected total number of edges, the total
number of weighted edges, the anticorrelation-corrected
scores, and the ratio of the anticorrelation-corrected score
over the anticorrelation-corrected total number of edges in
the DMN in controls vs. VS patients for each of the three
different selection criteria.

Spatial maps were obtained by running a two-step anal-
ysis. First, the BOLD signal from each single subject was
regressed with the time courses of the ICs selected as
DMN as selected by the second selection criterion (auto-
matic masking). Second, the estimated parametric maps
entered a multisubject random-effect analysis providing
group-level statistical T-maps. Maps were thresholded at a
false discovery rate corrected P < 0.05 within DMN mask
obtained from an independent dataset (Group 1) shown as
black and white contour volume of interest in Figures 3
and 5-7. The mean connectivity graph was derived by
drawing an edge between each pair of ROIs with a sum of
anticorrelation-corrected beta values beta*w significantly
different (permutation test) from the absolute value of
their difference. Different colors correspond to differences
in significance, with red, orange, and yellow representing
P = 0.05, P = 0.01, and P = 0.001, respectively. Thicker
lines are the connections that survive a multicomparison
Bonferroni correction with the number of possible edges
between the 13 nodes: 13*(13 — 1)/2 = 78.

A contrast T-test map indicates the regions where the
DMN time courses for controls and VS patients predicted
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Figure 3.

Upper part: Random-effect group analyses identifying the
default-mode network (DMN) in eight healthy controls and eight
patients in a vegetative state (VS). Results are thresholded at
false discovery rate corrected P < 0.05 with a mask given by
the black and white contour regions showing the DMN from an
independent dataset (n = || healthy controls, Group 1). Lower
part: Graphical representation (i.e., fingerprint; normalized val-

in a significantly different way the BOLD signal with
respect to the mean signal. The difference graph shows a
connection between each pair of ROIs for which the sum
of anticorrelation-corrected beta values minus their differ-
ence is significantly different (permutation test) between
controls and VS patients. The colors and thickness for the
edges in the difference graph have the same meaning as in
the mean graph.

RESULTS
Healthy Controls

In Group 2 of controls (see Table I in the Supporting In-
formation), the three different connectivity ICA methods
identified the same DMN at the single-subject level. Cross
validation with self-organizing ICA showed concordance
of the selected network in all healthy volunteers. In Group
3 of controls (see Table II in the Supporting Information),
cross validation with self-organizing ICA showed concord-
ance of the selected network in six of eight healthy volun-
teers. The time course of the selected DMN showed a

ues) of DMN temporal properties (five frequency bands, tempo-
ral entropy, and one-lag autocorrelation) and spatial properties
(spatial entropy, skewness, kurtosis, and clustering) in healthy
controls [mean (yellow) and SD (green)] and in VS patients
[mean (cyan) and SD (blue)]. [Color figure can be viewed in the
online issue, which is available at wileyonlinelibrary.com.]

power spectrum peaking in the range of 0.02-0.05 Hz. At
the group level (Fig. 4), the nodes showing the highest
number of significant connections (edges surviving Bonfer-
roni correction) were the ventral and anterior medial pre-
frontal cortices (number of edges = 7) followed by the
precuneus/PCC (number of edges = 4), and left and right
posterior parietal cortices (number of edges = 3). Healthy
controls” mean spatial map identified the DMN pattern as
shown in Figure 3. As confirmed by the connectivity
graph, the regions that are the predominant representa-
tives of the DMN are MFa and MFv, pC, L-pP and R-pP,
and L-sF and R-sF.

VS Patients’ Group Data

VS patients” spatial map (Fig. 3) showed no significant
pattern as also confirmed by the connectivity graph (time
courses corresponding to the DMN selected by the second
selection criterion have been used). The contrast control
vs. VS patients’ spatial map did not show any significant
result when thresholded at false discovery rate corrected
P < 005 within a DMN mask obtained from an
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Figure 4.
Connectivity graphs for the eight healthy controls and the eight VS patients’ groups and between-
group differences. Red (blue), orange (cyan), and yellow (green) lines represent P = 0.05, P = 0.01,
and P = 0.001, respectively, for positive and negative differences. Thicker lines are connections sur-
viving correction for multiple comparisons. Nodes are defined as for Figure |. [Color figure can be
viewed in the online issue, which is available at wileyonlinelibrary.com.]

independent dataset of healthy controls (Group 1). On the
contrary, differences in connectivity graphs highlighted
the connection between the MFv and the pC as well as
between the MFv and the left and right lateral parietal, the
L-sF and R-sF, the left anterior temporal gyrus, and the
MFa. Compared with controls, VS patients” graphs showed
a significantly lower total number of edges (numbers are
approximated to integer, 41 + 13, range 21-66 vs., respec-
tively, for the three selection criteria: first: 17 + 5, range
15-28, P < 0.001; second: 10 + 4, range 6-15, P < 0.001;
third: 14 £ 2, range 10-15, P < 0.001) as well as the anti-
correlation index (0.72 £+ 0.09, range 0.55-0.83 vs., respec-
tively, for the three selection criteria: first: 0.57 + 0.08,
range 0.42-0.69, P = 0.004; second: 0.52 & 0.10, range 0.41-
0.65, P < 0.001; third: 0.56 + 0.08, range 0.43-0.69, P =
0.003). Significant differences (which confirmed previous
results) were observed in the total number of anticorrela-
tion-corrected edges (numbers are approximated to inte-
ger, 30 £ 12, range 14-53 vs., respectively, for the three
selection criteria: first: 10 4+ 2, range 8-12, P = 0.002; sec-
ond: 3 + 2, range 3-9, P < 0.001; third: 8 £ 2, range 4-10,
P < 0.001) as well as total number of weighted edges (18
+ 10, range 4-29 vs., respectively, for the three selection
criteria: first: 1 + 2, range 0-6, P = 0.002; second: 1 + 1,
range 0-3, P = 0.002; third: 1 £ 2, range 0-6, P = 0.002).
For the anticorrelation-corrected scores, which summar-

ized in a single number both spatial and temporal proper-
ties, compared with controls, VS patients showed a lower
anticorrelation-corrected score (numbers are approximated
to integers, 21 + 9, range 7-38 vs., respectively, for the
three selection criteria: first: 2 + 1, range 14, P < 0.001;
second: 3 £ 1, range 1-5, P < 0.001; third: 3 £ 1, range 1-
5, P < 0.001). The weight wg, which is a measure of the na-
ture of the IC selected [artifactual (low) vs. neuronal
(high)], showed, compared with controls, lower values in
VS patients (0.68 + 0.14, range 0.47-0.84 vs., respectively,
for the three selection criteria: first: 0.24 + 0.07, range
0.16-0.36, P < 0.001; second: 0.48 + 0.18, range 0.24-0.74, P
= 0.03; third: 0.40 £+ 0.19, range 0.16-0.70, P = 0.005). In
Figure 3, the mean DMN fingerprint for controls (yellow
line) showed the characteristic bird shape [De Martino
et al., 2007] with a predominant frequency band of 0.02-
0.05 Hz, high level of clustering, and one-lag autocorrela-
tion. The mean DMN fingerprint (DMN components were
selected with the second selection criterion) for VS patients
(cyan line) did not show a normal bird-like shape but
showed a predominant frequency of 0.1-0.25 Hz even if
the contribution in the frequency band of 0.02-0.05 Hz
was still important. Significant lower temporal entropy
was also observed in VS patients with respect to healthy
controls. Finally, VS patients moved in the scanner more
than healthy volunteers showing compared with controls
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Figure 5.

Single-subject analyses identifying the default-mode network
(DMN) and connectivity graphs in (a) a representative healthy
control, (b, c) LIS patients |, 2, and (d) MCS patient. Positive cor-
relations (yellow) and anticorrelations (blue) with the DM time
course shown on a transverse section at Z = 24 mm (thresholded
at corrected P < 0.05). Black and white contour regions show the
DMN from an independent dataset of | | healthy controls. Motion
curves illustrate translation (in mm) for x (red), y (green), and z
(blue) and rotation (in °) for pitch (yellow), roll (purple), and yaw

(cyan) parameters, and the DMN time course illustrates the nor-
malized BOLD signal over 600 s. The fingerprint summarizes the
DMN temporal and spatial properties for each subject (red) super-
imposed to the control data of eight healthy subjects (mean in yel-
low and standard deviation in green). The connectivity graph
illustrates the connections between the |3 selected DM nodes at
different thresholds for significance (thick lines, “weighted edges”
are corrected for external network anticorrelations). Nodes are
defined as for Figure |.
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higher even if not significantly different “displacement”
and “speed” (see Appendix for definition; displacement =
0.95 £ 0.67, range 0.2-2.2 vs. 2.3 £ 2.0, range 0.2-5.9, P =
0.11; speed = 0.07 £ 0.04, range 0.02-0.13 vs. 0.28 £ 0.30,
range 0.08-0.96, P = 0.08).

Patients’ Single-Subject Analysis

Single-subject analysis refers to the DMN selected using
the second criterion. None of the VS patients showed a
DMN with both the spatial and temporal patterns compa-
rable with healthy controls see Fig. 5 for an example of
healthy control and Figs. 6 and 7 for the VS patients.
Rapid transient “clonic” movements were observed for all
patients. Spatial maps showed periphery patterns charac-
teristic of motion artifacts. Individual fingerprint analysis
showed a shift toward the higher frequency bands (0.1-
0.25 Hz) especially in VS patients 1, 4, 6, and 8. In patients
1 and 8, a contribution in the low frequency band (0.02-
0.05 Hz) was also observed, whereas for patients 2, 3, 5,
and 7, the component selected was dominated by a low
frequency behavior (0.02-0.05 Hz). Graph analysis showed
some residual connections (weighted edges) in patient 2
(between pC and right lateral parietal posterior and ante-
rior temporal gyri), in patient 5 (between L-sF and R-sF),
and in patient 8 (between pC and right lateral parietal
posterior and L-T). In patient 2, we also observed substan-
tial movement throughout the recording with a highly
correlated power spectrum of the BOLD time course and
the motion parameter curves.

The two locked-in patients (Fig. 5) showed near-normal
DMN connectivity spatial pattern despite substantial
movement artifacts (the three selection criteria gave the
same component). In the temporal domain, an increase in
the high frequencies was observed for patient 1 even if the
contribution in the frequency band (0.02-0.05 Hz) was pre-
served. For patient 2, a proper fingerprint was observed.
The connectivity graphs were characterized, respectively,
by 28 and 36 total number of edges and an anticorrelation
index of 0.74 for both patients giving, respectively, 21 and
27 total number of anticorrelation-corrected connections,
which were not significantly different from healthy con-
trols (P = 0.27) and counted 21 and 28 weighted edges
(P = 0.25). The anticorrelation-corrected scores were,
respectively, 14.0 and 16.6 in line with healthy controls.
The weight wg with values 0.67 and 0.62 was also in the
healthy volunteers” range. The MCS patient showed a
proper DMN spatial pattern in the right hemisphere as
also confirmed by the connectivity graph (Fig. 5). A proper
time-course behavior was also observed together with a
proper fingerprint. The total number of edges was 10 (sec-
ond and third selection criteria) with an anticorrelation
index of 0.65 giving a number of anticorrelation-corrected
edges of 6.5, the weighted edges 6, and a score of 3.6 with
the anticorrelation-corrected edges and the anticorrelation-
corrected score consistent with VS patients, but with the
weighted edges being lower of healthy controls and higher

than VS patients. The weight wr was consistent with
healthy controls.

DISCUSSION

Here, we have assessed different methodologies aiming
to identify the DMN based on spatial ICA in the challeng-
ing patient population of severe brain damage. Three dif-
ferent strategies were developed: (i) spatially pattern
driven, (ii) based on an automatic masking driven by the
fingerprint properties (time domain dominated), and (iii)
based on a compromise between spatial and temporal
properties. After testing that the three strategies selected
the same DMN component on an independent group of 10
healthy controls, we confirmed the validity of the three
strategies by comparing results with those obtained by
running self-organizing ICA as implemented in Brain Voy-
ager (similar results were obtained by preprocessing data
in SPM and running ICA in FSL and then comparing our
selection criteria with the similarity or the goodness of fit
tests with or without selecting components based on their
power spectrum). We next applied our methodology to
another independent group of 8 healthy controls, eight VS,
two LIS, and one MCS patients. Each of the three connec-
tivity spatial ICA strategies permitted to identify the DMN
at the single-subject level in a user-independent manner.
In the group of 8 healthy controls, the three methods iden-
tified the same component characterized by the typical
spatial pattern of the DMN [Beckmann et al., 2005] accom-
panied by a corresponding time course with a power spec-
trum peaking in the range 0.02-0.05 Hz. Cross validation
with self-organizing ICA showed concordance of the
selected network in six of eight healthy volunteers. In the
two subjects where both methods disagreed, post hoc anal-
ysis showed that self-organizing ICA identified a network
with a spatial pattern resembling the DMN but with a
time course peaking at higher frequency with respect to
the time course of the network selected by our methodol-
ogy, which was dominated by neuronal frequencies [e.g.,
0.01-0.05 Hz, De Luca et al., 2006]. The DMN fingerprint
confirmed the previously reported characteristic bird-
shaped pattern in all healthy controls with a predominant
frequency band of 0.02-0.05 Hz, high level of clustering,
and one-lag autocorrelation [De Martino et al., 2007].

For VS patients, the three selection criteria did not agree
on the selected component. To have an indication of which
of the three criteria, which worked equally well in healthy
subjects, could be the one with more selection power in
highly pathological brains, we decided to test our three
methods on a MCS patient. In this patient, the DMN was
easily detectable by visual inspection of the spatial pattern
together with the fingerprint. The presence of the DMN
only in the right hemisphere was in accordance with cere-
bral metabolic PET data, suggesting a neuronal activity
pattern consistent with healthy controls only in the right
hemisphere. The finding that only the second and the
third selection criteria were able to pick the right
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Single-subject analyses identifying the default-mode network (DMN) and connectivity graphs in
(a—d) VS patients |—4. See Figure 5 for explanatory legend. [Color figure can be viewed in the
online issue, which is available at wileyonlinelibrary.com.]

component as DMN in this patient may illustrate the
advantage of these last two methods in highly pathological
brains where spatial patterns may be partially destroyed.
To detect residual patterns of neuronal activity, it is prob-
ably more important to give more or equal selecting power
to time than to space. Given the obtained results, we

decided to use the second selection criterion because its
fingerprint-based procedure guiding the automatic mask-
ing seemed promising to identify for the DMN a compo-
nent with neuronal source. Using our second selection
criterion, our method did not identify a single connection
between DMN nodes, which reached statistical
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significance at the VS patient” group level and failed to
show any significant voxel that showed a consistent pat-
tern of DMN connectivity. The mean DMN fingerprint
was not bird shape like (even if the second selection crite-
rion gave the most similar fingerprint to healthy controls)
but showed a predominant frequency of 0.1-0.25 Hz,

which was significantly higher from that observed in
healthy controls. It is important to stress that broadband
ultra-slow fluctuations (<0.1 Hz) in BOLD fMRI and in
neuronal activity typically show a 1/f power profile [Nir
et al., 2008] with no predominant frequency, whereas nar-
row-band spontaneous fluctuations around 0.1 Hz (as
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observed in the VS group) have been shown to be impli-
cated in non-neuronal processes such as vasomotion
[Mitra et al., 1997]. This shift toward higher frequencies in
the DMN could be caused by pulse and respiration arti-
facts (and their aliasing) [De Luca et al., 2006]. With a TR
of 2 s (corresponding to a sampling rate of 0.5 Hz and a
Niquist frequency (Nf) of 0.25 Hz) aliasing may be an im-
portant source of artifact. For example, a respiratory rate
of 12 breaths per minute (i.e.,, 0.2 Hz < N;) will not be
aliased, while its first harmonic of 0.4 Hz (i.e., >Ny is
aliased at 10.4-0.5 Hz| = 0.1 Hz. Similarly, a heart rate of
(for example) 63 beats per minute (1.05 Hz) is aliased at
11.05-2%0.5 Hz| = 0.05 Hz appearing in the DMN charac-
teristic frequency range. The frequency band that was
lower in VS patients when compared with controls was
0.008-0.02 Hz possibly reflecting a decrease in DMN neu-
ronal activity. The temporal entropy and one-lag autocor-
relation were also shown to be decreased in VS patients
possibly explained by, respectively, movement artifacts
and high-frequency time-course behavior caused by pulse
and respiratory artifacts. The clustering, skewness, kurtosis,
and spatial entropy were not different between VS patients
and controls, presumably indicating that the spatial proper-
ties of neuronal DMN activity and artifacts (i.e., pulse, respi-
ration, movement, and global effects) might be comparable.
However, this does not imply that artifacts would show a
similar spatial pattern as the DMN. When the DMN does
not exist or some other component (e.g., motion, heart, or re-
spiratory rate) gives a higher contribution to connectivity—
even if a fingerprint-driven selection criterion tends to sup-
press this scenario-then the artifactual IC provides an upper
bound on the connectivity number of edges for the DMN
(i.e., a component is de facto always selected).

The connectivity study showed no overlap between the
number of “anticorrelation-corrected connections” or edges
in VS patients and in controls. Connectivity graph analysis
identified anterior—posterior midline disconnections in VS,
in line with previous studies emphasizing the critical role
of the precuneus/PCC and mesiofrontal cortices in the
emergence of conscious awareness [Boly et al., 2008; Van-
haudenhuyse & Noirhomme et al., 2010]. Indeed, these
areas are among the most active brain regions in conscious
waking [Gusnard et al, 2001] and are among the least
metabolically active regions in VS [Laureys et al., 2004]
and in other states of altered consciousness such as gen-
eral anesthesia [Alkire and Miller, 2005], sleep [Maquet,
1997], hypnotic state [Rainville et al., 2002], or dementia
[Minoshima et al., 1997]. It has been suggested that these
richly connected multimodal medial associative areas are
part of the neural network subserving consciousness
[Baars et al., 2003] and self-awareness [Hagmann et al.,
2008; Laureys et al.,, 2007]. It is important to stress here
that the difference in anticorrelation-corrected connectivity
measured between VS patients and healthy controls is a
combined result of both the reduction in the positive
correlation between the regions of the DMN and of the
anticorrelation with the regions of the ECN. A reduction

is in fact observed in both the number of edges and the
anticorrelation index in VS patients with respect to healthy
controls (see Table II in the Supporting Information).

At the single-subject level, none of the VS patients
showed a DMN with a spatial and temporal pattern that
was comparable with that observed in healthy controls. It
should be noted that only in patient VS2 as for the MCS
patient the metabolic PET study reported a preserved neu-
ronal activity only in the right hemisphere, which was the
hemisphere showing a preserved DMN spatial pattern (as
illustrated by the connectivity graph) and with a DMN
time course consistent with neuronal activity. Individual
fingerprint analysis showed a shift toward the higher fre-
quency bands (0.1-0.25 Hz) in four of eight VS patients
(VS cases 1, 4, 6, and 8; see Figs. 6a,d and 7b,d) possibly
caused by pulse or respiration artifacts (or by their alias-
ing). Aliasing of pulse and respiration frequencies could
also explain the increase in lower frequency bands
observed in VS patients (VS 2, 3, 5, and 7) where normal
DMN neural activity is known to peak (see Figs. 6b,c and
7a,c). However, in the absence of simultaneous recording
of heart and respiratory rates during the fMRI acquisi-
tions, this remains speculative and one cannot here for-
mally exclude the presence of a neuronal contribution.
Note that in addition to simultaneous recording of physio-
logical parameters, future studies should use a shorter TR,
which will strongly reduce the aliasing of high frequency
(albeit covering a fewer number of slices). Graph analyses
also showed some residual connections (corrected for
global effects) in VS patient 2 (between pC and right lat-
eral parietal posterior and right anterior temporal gyrus),
in VS5 (between R-sF and L-sF), and VS8 (between pC and
right lateral parietal posterior and L-T). In our view, these
results may not reflect residual DMN neuronal activity but
can be explained by pulse, respiratory, and mainly move-
ment artifacts. The particular case of VS2 deserves some
more caution because of the consistency between the spatial
pattern and the independent observed metabolic PET data
(also clinically the patient was considered a borderline MCS
case). Patient VS8 was the only VS patient that subsequently
recovered minimal signs of consciousness.

Despite substantial movement artifacts, the two locked-
in patients showed in the spatial domain a near-to-normal
DMN connectivity pattern. In the temporal domain, the
movements caused for LIS1 an increase in the high fre-
quency band without masking the neuronal contribution
in the lower frequency bands. The graph analysis showed
a connectivity pattern indistinguishable from that observed
in healthy controls. The MCS patient showed a DMN pat-
tern intermediate between healthy controls and VS
patients, suggesting that the extracted variables used for
individual graph analyses may offer a classification of the
level of consciousness in these challenging patients—as
has been shown at the group level [Vanhaudenhuyse &
Noirhomme et al, 2010]. When dealing with DOC
patients, major confounds in resting-state fMRI acquisi-
tions are movement, pulse, respiration (and their aliasing),
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and global-effect artifacts [Soddu et al., 2011]. Future clini-
cal studies should therefore perform simultaneous heart
and respiratory rate recordings [Gray et al., 2009] and real
movement monitoring.

Normalization procedures are also very important issues
when dealing with severe brain injury and highly
deformed or, especially for chronic cases, atrophied brains
[Dai et al., 2008]. In this study, anatomical placements of
all ROI positions were visually checked to make sure no
artifactual signal from non-neuronal ventricular or white
matter structures was included. Finally, it is important to
stress that our presented methodology cannot protect
against the well-known problem of oversplitting or under-
splitting of brain networks, inherent to ICA. In the case of
ICA decompositions, higher dimensionalities of the model
have recently been advocated [Kiviniemi et al., 2009; Smith
et al., 2009], although the robustness of a given level of
decomposition relies on being supported by data quality.
The highly pathological brains of DOC patients do not
allow quite often having good-quality BOLD data. Using a
limited number of components for the ICA decomposition
may then probably result in a better solution. For the
above reasons, tackling DMN splitting issue remains a
very methodological challenge.

CONCLUSION

Here, we proposed a user-independent constrained con-
nectivity ICA method with three different selection criteria
based on spatial and temporal information permitting
DMN component selection at the single-subject level.
When applied to healthy subjects, the three criteria (i.e., (i)
spatially pattern driven, (ii) based on an automatic mask-
ing driven by the fingerprint properties (time domain
dominated), and (iii) based on a compromise between spa-
tial and temporal properties) selected the same compo-
nent. When subsequently applied to a MCS patient with a
“functional hemispherectomy,” two of three selection crite-
ria were able to detect the proper component. This sug-
gests that a method with an automatic masking (in which
a growing number of nodes are repeatedly excluded from
the network until the selected component satisfies the
DMN BOLD fingerprint constraints) could be a successful
approach to select components in highly pathological
brains or in conditions where the network can possibly
become highly disconnected such as in pharmacological
coma [Boveroux et al., 2010]. Defining scores that summa-
rize both spatial and temporal fingerprint properties offers
a good compromise for DMN connectivity studies in clini-
cal settings. When applied to a small cohort of VS patients,
the presented methodology permitted to isolate the main
sources of connectivity in the DMN regions and, in our
view, ruled out convincing neuronal contributions. Future
studies should validate these methodologies comparing
their sensitivity on simulated data of pathological brains.
The robustness of the methodology was illustrated here by
the study of two LIS patients (showing important move-

ment yet permitting extraction of near-normal DMN con-
nectivity) and of a MCS patient (showing a half-functioning
brain with similar results obtained by rsfMRI and metabolic
PET studies). The proposed approach can also be extended
to other networks with or without renouncing to the con-
cept of anticorrelation-corrected connectivity in the assess-
ment of resting-state fMRI in real-life clinical settings.
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APPENDIX

Connectivity Graph and
Anticorrelation-Corrected Number of Edges

To study connectivity between each pair of target
points, we implemented a new method, which is based on
ICA followed by a GLM. After running ICA with 30 com-
ponents, we used the corresponding time courses to
regress in the BOLD signal in each of the 13 ROlIs (average
time course over the voxels belonging to the ROI). For
each component, we obtained 13 parameter estimates (beta
values) indicating the weight of each regressor and the
corresponding T-values:

TCror, = Bo1 + B11TCic, + + B301TCrcy + &111

TCror, = By + B12TCrc, + + B302TCrcy + €12

TCror, = Boy + B1.uTCic, +

T— P
\/Var(s) wcl - (XTX) ¢

+ BSOﬂTCICSO + €1n

where c is the contrast vector that isolates each IC, and X
is the matrix with the predictors TC;c. The anticorrelation-
corrected number of edges was obtained by multiplying
the total number of edges of each graph by a weight “w,”
which measures the anticorrelation of the DMN activity
with the extrinsic system/ECN. The anticorrelation-cor-
rected number of edges Eanicc was then defined in terms
of the number of edges E as:

E <Textr>

EAnhCC = 5 * (1 + max(\TextrD) =Ex w,

where (Te,) is the average of the five extrinsic ROIs T-
values, max(| Tex ) is the maximum of the absolute value
of the five extrinsic ROIs T-values and + signs hold,
respectively, for the ICs 1-30 (minus sign) and for ICs 31—
60 (plus sign). The anticorrelation index would be close to
0 if the activity in the extrinsic network highly correlates
with the activity in the intrinsic network ((Texu)/
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max( | Texy |) subtracts to 1), e.g., a global signal, and close
to 1 if the activity in the extrinsic network is anticorrelated
with the activity in the DMN ((Textr)/max(| Text|) sums
up to 1), e.g., the DMN component.

Fingerprint and
Anticorrelation-Corrected Scores

A fingerprint (as in De Martino et al. [2007], the finger-
print reports normalized values, respectively, for: degree

of clustering, skewness, kurtosis, spatial entropy as calcu-
lated from the distribution of the z values for the consid-
ered IC and one-lag autocorrelation, temporal entropy,
and the power of the five frequency bands [0-0.008, 0.008-
0.02, 0.02-0.05, 0.05-0.1, and 0.1-0.25 Hz] as extracted
from the time course of the considered IC) is calculated in
Brain Voyager for each IC. As presented in the methods to
drive the automatic masking or to build the anticorrela-
tion-corrected scores, a Euclidean distance in the finger-
print space is defined as:

Dic = \/ (Clusterjc — Clusterneur)2 + (Skewjc — Skewneur)2 + (Kurtye — Kurtneur)2

+(SpatEntr, — SpatEntr,,)* + (OneLagAC,. — OneLagAC

)? + (TempEntr,. — TempEntr

neur neur )

+(P(0 — 0.008 Hz),. — P(0 — 0.008 Hz)

neur

2+ (P(0.008 — 0.02 Hz),. — P(0.008 — 0.02 Hz)_,.)*
1C neur

(
+(P(0.02 — 0.05 Hz),. — P(0.02 — 0.05 Hz),,.,,)> + (P(0.05 — 0.1 Hz),. — P(0.05 — 0.1 Hz)
(

+(P(0.1 — 0.25 Hz), — P(0.1 — 0.25 Hz), )

using an average fingerprint with values “... .~ built
from the DMN components of the 11 healthy subjects
(Group 1). The “anticorrelation-corrected score” was built
by multiplying the number of anticorrelation-corrected
edges by a new weight “wg” defined by:

W = 1_A
: max(Dyc)

with wg close to 0 for components that have a dis-
tance comparable with the max(Djc) (“artifacts” compo-

2
neur )

nents) and close to 1 for components with “neuronal”
origin.

Motion Indices

Two motion indices were introduced describing the motion
of patients compared with healthy controls. The first index A
measures the mean over time of the displacement during the
full acquisition (translation measured in millimeters and rota-
tions measured in degrees). The second index X measures
the mean over time of the displacement speed (variation over
a repetition time) during the full acquisition:

A= <\/ TraX? + TraY? + TraZ? + RotX? + RotY? + RotZZ>

D <\/ATRTraX2 ¥ ArrTraY? + ArgTraZ? + ArrRotX2 + AtgRotY2 + ATRRotZZ>,

where Arg indicates the variation of a parameter over a TR.
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