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Abstract: Visual information (lip movements) significantly contributes to speech comprehension raising
the question for the neural implementation of audiovisual (AV) integration during speech processing.
To replicate and extend earlier neuroimaging findings, we compared two different analysis approaches
in a slow event-related fMRI study of healthy native speakers of German who were exposed to AV
speech stimuli (disyllabic nouns) with audio and visual signals being either congruent or incongruent.
First, data was subjected to whole brain general linear model analysis after transformation of all indi-
vidual data sets into standard space. Second, a region of interest (ROI) approach based on individual
anatomy was used with ROI defined in areas identified previously as being important for AV process-
ing. Standard space analysis revealed a widespread cortical network including the posterior part of the
left superior temporal sulcus, Broca’s region and its right hemispheric counterpart showing increased
activity for incongruent stimuli. The ROI approach allowed to identify differences in activity between
Brodmann areas 44 and 45, within Broca’s area for incongruent stimulation, and also allowed to study
activity of subdivisions of superior temporal regions. The complementary strengths and weaknesses of
the two analysis approaches are discussed. Hum Brain Mapp 30:1990–1999, 2009. VVC 2008 Wiley-Liss, Inc.

Key words: speech; audiovisual; fMRI; multimodal processing

INTRODUCTION

One of the major tasks of an organism is the mapping of
information from different modalities into a coherent rep-

resentation of the environment. A special case of such
multisensory integration processes is presented by stimuli
that are inherently multimodal in nature, such as the per-
ception of speech which is not only characterized by the
auditory information associated with an utterance but also
by the characteristic lip movements associated with each
phoneme. Although this information may seem redundant
in most cases, incomplete information from one modality
can be compensated by the other. Thus, speech compre-
hension in noisy environments is considerably improved
when the comprehender can look at the speaker’s articula-
tory movements [Ross et al., 2007; Sumby and Pollack,
1954].
The presentation of audiovisual (AV) incongruent (audi-

tory stream does not match the articulatory movements)
speech stimuli may also lead to novel percepts that neither
match the auditory nor the visual information as
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evidenced by the McGurk effect [McGurk and MacDonald,
1976]. This effect illustrates that the visual modality infor-
mation in speech processing is more than a mere source
of redundant information even in normal nonhearing
impaired listeners. Behavioral studies comparing responses
to semantically and/or spatially congruent or incongruent
multisensory inputs to their unimodal counterparts have
demonstrated a facilitatory influence of congruent stimuli
on reaction times, whereas incongruent inputs led to
increased response times compared with unimodal stimuli
[Frens and van Opstal, 1995; Hershenson, 1962; Morrell,
1968; Sekuler et al., 1997; Stein et al., 1989]. In this investi-
gation, we employ AV speech stimuli (bisyllabic words)
for which the auditory and visual information either match
(same word in both channels) or mismatch (visual word
different from auditory word). Although one might object
that the use of AV incongruent speech stimuli of this kind
constitutes an unnatural situation, the rationale behind this
manipulation is twofold. First, the use of violation stimuli
is a standard practice in psycholinguistics, as the brain’s
reaction to these violations is presumed to reflect the proc-
essing of the information type that is violated. Second, and
more importantly, a human listener might be confronted
with AV incongruent speech quite often. Consider, for
example, the typical cocktail-party situation [Cherry, 1953]
which might involve not only several auditory speech
streams but also several faces with lip movements. If lip
movements of a particular face do not match the current
auditory input, this might be an important additional clue
to reject this particular auditory message [Devergie et al.,
2008]. We therefore see the use of AV congruent and
incongruent speech stimuli as a means towards defining
the role of visual information in disambiguating complex
auditory scenes by providing information for the enhance-
ment (in the case of congruent AV speech) or rejection (in the
case of incongruent AV speech) of a speechmessage. To sum-
marize, the comprehension of language is obviously the
result of the integration of auditory and visual modality in-
formation that is used and combined in a flexible manner.
Although the behavioral data are clear-cut, the question

arises as to where and how the brain is accomplishing AV
integration during speech comprehension. Depending on
the experimental settings and methods used, different cort-
ical areas appear to be involved in such AV speech proc-
essing [for reviews see: Calvert, 2001; Calvert and Thesen,
2004]. There is good evidence for participation of hetero-
modal cortex centered upon the sulcus temporalis superior
(STS) [Beauchamp et al., 2004a,b; Reale et al., 2007; Szycik
et al., 2007]. The caudal part of STS revealed different acti-
vation for AV speech compared with their unimodal com-
ponents presented separately. This change in activity was
shown for syllables [Sekiyama et al., 2003], for monosyl-
labic words [Wright et al., 2003], and for speech sequences
[Calvert et al., 2000]. In addition, this region has been
shown to be responsive to graphemic (letter) stimuli [Raij
et al., 2000; van Atteveldt et al., 2004]. The visual compo-
nent of AV speech stimuli exerts a modulatory influence

on the auditory areas located in the dorsal surface of the
temporal lobe [Callan et al., 2001; Calvert et al., 1999; Möt-
tönen et al., 2004]. Indeed, the primary auditory cortex
(PAC) appears to be involved in visual speech perception
[Calvert et al., 1997; Pekkola et al., 2005]. But also speech
relevant areas show activity differences as a function of
AV stimulation. For example, the presentation of AV
incongruent vowels (e.g. auditory/a/and visual/y/) com-
pared with AV congruent vowels (both modalities/a/) is
associated with greater activity in Broca’s region [Ojanen
et al., 2005]. To summarize, a range of brain regions
including the STS, Broca’s area, as well as primary and
secondary auditory cortex have been suggested to be
involved in the processing of AV speech.
A potential problem with most previous neuroimaging

studies in this field is that they employed analysis strat-
egies in standard space. Although this approach has been
shown to be quite sensitive, it has also been pointed out
that grand averages of brain transforms tend to blur and
mislocalize activations in the cortex because of large interin-
dividual anatomical variability. Such variability is a well-
known problem in auditory areas [Penhune et al., 1996; Rade-
macher et al., 2001] but has also been pointed out for inferior
frontal cortex, that is Broca’s area [Amunts et al., 1999].
We therefore decided to re-examine the functional neu-

roanatomy of AV integration during speech comprehen-
sion by using and comparing two analysis approaches: In
addition to a general linear model (GLM) analysis in
standard Talairach space, [Talairach and Tornoux, 1988]
we employed a region of interest (ROI) approach. For the
latter we defined, based on individual anatomical land-
marks, ROIs in areas that have been shown previously to
play a potential role in AV speech perception. This
approach obviously requires a hypothesis-driven definition
of cortical regions, and therefore has to be restricted to a
few areas. We were particularly interested to what extent
we could find subdivisions in superior temporal sulcus
and superior temporal gyrus as well as in Broca’s area that
are differentially sensitive to AV integration processes.
Functional specialization within Broca’s has been sug-
gested by previous neuroimaging studies, [Bookheimer,
2002; Cannestra et al., 2000; Gelfand and Bookheimer,
2003; Hagoort, 2005] and was therefore of interest also
with regard to AV processing of speech [Ojanen et al.,
2005; Pekkola et al., 2006]. By using both methods in paral-
lel, it is possible to benefit from the anatomical accuracy of
the ROI approach without losing the sensitivity of the
whole brain analysis in standard space.

METHODS

Participants

Twelve healthy German native speakers (5 females,
mean age 24.6 6 2.1, range 21–29) participated after hav-
ing given informed written consent. All procedures have
been approved by the ethics committee of the University
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of Magdeburg. Data from one subject was excluded
because of self-reported ambiguous handedness. All
remaining participants were right-handed.

Stimuli and Design

Stimuli were derived from the German part of the
CELEX-Database [Baayen et al., 1995], and comprised 70
disyllabic nouns with a Mannheim frequency (1,000,000) of
at least one. The stimuli were spoken by a female German
native speaker with linguistic experience, and recorded by
means of a digital camera and a microphone. The video
was cut into 2 s segments (4002 pixel resolution), showing
the frontal view of the whole speakers face as she spoke a
word. The accompanying audio stream was in mono-mode
(used software: Adobe Premiere 6.5 for video processing
and Adobe Audition 1.0 for audio processing). The stimuli
were randomly divided into two sets of 35 items each. The
first set contained video sequences with congruent audio–
visual (AV) information (lip movements fitting to the spo-
ken word; AV-congruent condition). The second set com-
prised video sequences with incongruent information in
the audio and video channels (lip movements did not fit
to the spoken word; AV-incongruent condition; e.g., video:
Insel/island, audio: Hotel/hotel). The incongruent stimuli
were created by randomly mixing the video and audio
stream of the movies from the second set.
A slow event-related design was used for the stimulus

presentation. Each stimulation period (2 s) was followed
by a 16 s resting period with a fixation cross at the posi-
tion of the speaker’s mouth. To keep participants attending
to the stimuli, they were required to identify words
belonging to a specific semantic target category (i.e. ani-
mals, total number of occurrences four) by pressing one of
two buttons with the left/right index finger depending on
whether a target was present/not present. The participants
had thus to respond for each stimulus. The responses to
the targets were discarded from further analysis. As the
responses to the critical nontargets required always a right
index finger movement, activity related to the motor
response was equated for AV congruent and incongruent
stimuli and, thus is cancelled out in the contrast of
interest.
Presentation software (Neurobehavioral Systems) was

used to deliver stimuli. Stimuli were presented via fMRI
compatible electrodynamic headphones integrated into ear-
muffs for reduction of residual background scanner noise
[Baumgart et al., 1998]. The sound level of stimuli was
individually adjusted to good audibility. Visual stimuli
were projected via a mirror system by LCD projector onto
a diffusing screen inside the magnet bore.

Image Acquisition

Magnetic-resonance images were acquired on a 3T TRIO
Siemens scanner (Erlangen, Germany) equipped with a
standard head coil. A total of 650 T2

*-weighted volumes of

the whole brain (TR 2000 ms, TE 30 ms, flip angle 808,
FOV 224 mm, matrix 642, 30 slices, slice thickness 3.5 mm,
and interslice gap 0.35 mm) near to standard bicommisural
(ACPC) orientation were collected. After the functional
measurement, T1-weighted images (TR 1550 ms, TE7.3 ms,
flip angle 708, FOV 224 mm, and matrix 2562) with slice
orientation identical to the functional measurement were
acquired to serve as a structural overlay. Additionally, a
3D high resolution T1-weighted volume for cortex surface
reconstruction (FLASH, TR 15 ms, TE 4.9 ms, flip angle
258, matrix 192 3 2562, and 1 mm isovoxel) was recorded.
The subject’s head was fixed during the entire measure-
ment to avoid head movements.

fMRI Data Analysis

First the subject’s head motion was detected by using
Brain Voyager QX software (rejection criterion: head trans-
lation of more than 1 mm or rotation of more than 18)
Three datasets passed the exclusion criterion. The remain-
ing eight datasets were motion- and slice scan time cor-
rected before further analysis. Additional linear trends and
nonlinear drifts were removed by temporal filtering.
Finally, after the coregistration with the structural data, a
spatial transformation into the standard Talairach space
[Talairach and Tornoux, 1988] was applied. The data was
statistically analyzed both in standard space and by mean
of a ROI approach.

Analysis of activation in individual ROIs

Seven auditory ROIs were defined on the basis of
macro-anatomical landmarks in each hemisphere (e.g., the
individual ROIs in the left hemisphere see Fig. 1). On the
dorsal surface of the temporal lobe, the PAC and second-
ary belt regions T2 (covering the concave part of Heschl’s
sulcus including the posterior wall of Heschl’s gyrus) and
T3 (approximately covering the whole planum temporale)
were defined. T2 and T3 areas have been described in
more detail by Brechmann et al. [2002]. PAC was defined
as the anterior convex part of the medial third of the
Heschl’s gyrus (first transverse temporal gyrus), corre-
sponding to the microanatomically defined area KAm of
Galaburda and Sanides [1980] and Te1.0 of Morosan et al.
[2001].
Two ROIs were defined on the lateral surface of the tem-

poral lobe: The ROI STS (superior temporal sulcus) was
delineated on the concave surface of this macroanatomi-
cally prominent structure in accordance with the definition
by Ochiai et al. [2004]. Dorsal from the STS we defined the
convexity of the superior temporal gyrus as ROI STG.
Finally, we defined two ROIs on the lateral surface of

the frontal lobe corresponding to the Brodmann’s areas 44
and 45 [Brodmann, 1909] covering Broca’s region in the
left hemisphere. The macroanatomical landmarks used for
the identification of the frontal ROIs were derived from
Amunts et al. [1999] and Tomaiuolo et al. [1999]. Thus, for
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BA44 the dorsal border was the fundus of the inferior
frontal sulcus, the caudal border was defined by the fun-
dus of the sulcus praecentralis. The border between BA44
and BA 45 depended on the presence of the ramus ascen-
dens of the sulcus lateralis or the sulcus diagonalis or, in
case that both sulci were present, a virtual line central
between them. The ventrorostral border of BA45 was
located in the fundus of the ramus horizontalis of the sul-
cus lateralis. Both ROIs did not extend into the deepness
of the Sylvian fissure.
For each individual ROI, significant voxels were

detected by means of a GLM. For the statistical analysis,
we used functional data acquired during the presentation
of all events independent of the participant’s response. In
the GLM, we defined a hemodynamic response function
for each experimental condition by convolving the box-car
function with the model of Boynton et al. [1996] using d 5
2.5, s 5 1.25, and n 5 3. The false discovery rate threshold

of q (FDR) < 0.05 [Genovese et al., 2002] was chosen for
identification of the activated voxels. Subsequently, the
time course of the BOLD response averaged over all signif-
icant voxels from each subject-specific ROI was extracted
and z-transformed. The calculated time series of corre-
sponding ROIs were averaged over subjects resulting in a
mean time-course depicting the BOLD answer for each
ROI and experimental condition. The values of the third
and fourth time point after the stimulation (corresponding
to the BOLD maximum, 6 and 8 s after stimulus onset)
were used to test for differences between the experimental
conditions by means of t-tests.
Because of the large size of the STG and STS ROIs and

the fact that these regions definitely harbor different func-
tional areas, we decided to subdivide them into smaller
parts. Both ROIs were therefore traced on 13 slices (every
5 mm one slice) in frontal orientation ranging from 0 to
60 mm posterior from the anterior commissure. This tech-

Figure 1.

Illustration of left hemispheric individual ROIs. Depicted are one

sagittal and one horizontal slice of each participant’s brain and a

three-dimensional reconstruction of the white/gray matter bor-

der of the left hemisphere. For each individual participant Brod-

mann areas 44 and 45 (BA44; BA45) of Broca’s region are

shown in the slices and projected on the 3-D structural data. In

addition all other left hemispheric ROIs are shown on the sur-

face representation. We defined the individual ROIs using the

reconstructed image of the hemisphere by tracing the ROI bor-

ders on the individual surface with continuous checking the posi-

tion on the individual structural 3D volume. This kind of ROI

definition is more reliable and comfortable than the use of only

the 3D volume data, because the simultaneous view on the recon-

structed brain allows a better identification of macroanatomical

landmarks like specific gyri or sulci. Each point of the surface is co-

registered with a specific voxel of the 3-D volume. Xtal Talairach

coordinate X, Ytal Talairach coordinate Y, color-coded are the spe-

cific ROIs. See text for more details of ROI definition.
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nique is similar to the one described by Wright et al.
[2003]. For statistical analysis only the data from those sli-
ces was used that contained significantly activated voxels
in each subject. The group analysis strategy was the same
as described for not subdivided ROIs.

Analysis of activation in Talairach standard space

To identify possible regions of activity outside the pre-
defined ROIs, group data were analyzed by multi-subject
fixed-effects GLM in standard space. The predictors used
were derived in the same way as described for the ROI
analysis. To emphasize spatially coherent activation pat-
terns, functional data was additionally spatially smoothed
with a Gaussian kernel of 10 mm full width at half maxi-
mum. We calculated two statistical contrasts on significant
voxels at q (FDR) < 0.05 (stimulation vs. baseline). The first
contrast revealed voxels that showed stronger signal
changes for the AV incongruent condition in comparison

with the AV congruent condition, whereas the second
comparison reflected the opposite contrast.

RESULTS

Analysis of Activation in Individual ROIs

The averaged time course of each ROI showed a typical
BOLD answer with the maximum signal change occurring
about 6 s after the stimulus onset (Fig. 2). Three ROIs in
the left hemisphere showed significantly stronger signal
changes in the incongruent, that is BA44 (P < 0.001,
Cohen’s effect size D 5 0.422), BA45 (P < 0.001, D 5
0.289) and STS (P < 0.001, D 5 0.267). Two ROIs in the
right hemisphere similarly showed stronger activation in the
incongruent condition: BA44 (P< 0.003,D5 0.263) and BA45
(P < 0.014, D 5 0.212). None of the selected ROIs showed a
stronger activation to the congruent stimuli.
All slices of the right STG in the range from AC to

35 mm showed significantly activated voxels in all partici-

Figure 2.

BOLD-time courses for the left (LH) and right hemisphere (RH).

There are significant stronger signal for audiovisual incongruent

condition (red line) in comparison to the congruent one (green

line) in both hemispheres in BA44 and BA45. In addition left

hemispheric STS showed the same difference. For the purpose

of visualization, left and right partially inflated lateral views on

the hemispheres of one volunteer are depicted. ROIs are color

coded. BA44, Brodmann area 44; BA45, Brodmann area 45;

STG, superior temporal gyrus; STS, superior temporal sulcus;

PAC, primary auditory cortex; T2 and T3 auditory areas on the

dorsal surface of the temporal lobe. Gray bars indicate stimulus

presentation. Asterisks show significant differences.
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pants but no differences due to the experimental condi-
tions. For the right STS, a similar pattern was observed but
between AC and the slice at 45 mm. The left STG showed
significantly activated voxels from the AC-line to slice
40 mm. In addition, there was significantly stronger activa-
tion (P < 0.030, D 5 0.182) for the AV incongruent condi-
tion in the slice 10mm. For the left STS significantly activated
voxels were observed from slice 10 mm to slice 40 mm. The
incongruent condition led to significantly stronger signal
changes in the slices 25 mm (P < 0.028, D 5 0.169), 35 mm
(P< 0.013,D5 0.196), and 40mm (P< 0.003,D5 0.236).

Analysis of Activation in Standard Space

The analysis of the GLM contrasts revealed several ac-
tivity clusters, seven in the left and two in the right hemi-
sphere (for details, see Table I), showing stronger signal
changes for incongruent in comparison to congruent stim-

uli in both hemispheres (Fig 3). Left hemispheric activa-
tions involve the medial and superior temporal cortex (BA
21 and 22, Cluster 1), posterior temporal cortex (BA 39, 22,
21, 37, and Cluster 2), lateral prefrontal cortex (BA 9, 44,
45, 6, 47, 13, and 8, Cluster 3), insula and inferior prefron-
tal cortex (BA 13 and 47, Cluster 4), medial prefrontal cor-
tex (BA 6, 8, 32, and 24, Cluster 5; BA 9, 6, 32, and 8, Clus-
ter 7), and parietal cortex (BA 7 and 40, Cluster 6).
In the right hemisphere, activation was seen in dorsolat-

eral prefrontal cortex (BA 46, Cluster 8) and in lateral pre-
frontal cortex (BA 9, 44, 8, 46, 13, 45, and 6, Cluster 9).
As for the ROI analysis, no significant activations were

found for the contrast congruent versus incongruent stimuli

DISCUSSION

The present investigation aimed at comparing the stand-
ard whole-brain GLM analysis in standard space with a

TABLE I. Summary of the results of the analysis in standard space

Cluster Volume (mm3)

Talairach coordinates

BA (distance, mm) Involved BA Volume (mm3)X Y Z

LH
Cluster 1 689 263 232 23 21 (3) 21 300

22 9
Cluster 2 811 253 254 8 39 (5) 39 87

22 27
21 19
37 9

Cluster 3 7352 249 14 18 44 (3) 9 931
44 793
45 694
6 328
47 73
13 44
8 2

Cluster 4 1908 231 18 23 47 (1) 13 239
47 215

Cluster 5 3803 26 13 49 06 (3) 6 1199
8 278
32 44
24 33

Cluster 6 641 240 259 45 40 (5) 7 171
40 72

Cluster 7 664 24 34 33 09 (3) 9 150
6 115
32 36
8 4

RH
Cluster 8 392 46 33 7 46 (7) 46 14
Cluster 9 2900 45 16 22 09 (3) 9 288

44 85
8 82
46 59
13 55
45 31
6 7

Given is the volume in mm3 of each cluster, the Talairach coordinates and corresponding Brodmann area (BA) of its center of mass. In
parentheses the distance (in mm) between the center point and the nearest anchor point that refers to a specific BA in Talairach. All BAs
that share volume with a particular cluster are also given.
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ROI-based approach resting on a selected number of pre-
defined regions of interest that were determined individu-
ally on each participants anatomy.

ROI-Based Approach

All of the predefined ROIs contained significant active
voxels for the contrast stimulation versus rest. Early audi-
tory areas PAC, T2, and T3 [corresponding to core, belt,
and partially parabelt regions of the primate [Pandya,
1995; Semple and Scott, 2003] showed a ramp-like increase
and a fast decrease of the BOLD-curve, which is clearly
different from the areas BA44 or BA45, which showed a
plateau. There was no differential activity for congruent
and incongruent AV stimuli for the early auditory areas,
suggesting that these are not dealing with the specific as-
pect AV speech processing addressed in this study. This is
in contrast to earlier electrophysiological studies that dem-
onstrated [Klucharev et al., 2003; Möttönen et al., 2004]
involvement of auditory areas. However, rather than pre-
senting congruent and incongruent AV stimuli, these stud-
ies employed auditory only and visual only syllable stim-
uli and compared the associated neuromagnetic responses
with phonetically congruent AV syllables.
Our study revealed left hemispheric specialization of the

caudal part from STS for the AV processing of speech
stimuli. The caudal part of STS has been identified as a
multisensory integrative site involved in processing audi-
tory as well as visual stimuli [Beauchamp et al., 2004a,b;
Callan et al., 2003; Wright et al., 2003]. In particular, this
region seems to be involved in the processing of AV
speech [Beauchamp, 2005; Bernstein et al., 2008; Szycik
et al., 2007]. Calvert et al. [2000] found in the vicinity of
the STS, a functional activity cluster with stronger
responses for congruent AV speech stimuli. In contrast, we
did not find stronger STS activations for matching than
conflicting AV speech stimulation. Our results agree with
recent studies [Ojanen et al., 2005; Pekkola et al., 2006],
and raise the question for the origin of the contrary find-
ings. The main difference between our study and that of
Calvert et al. [2000] is the kind of stimulation. The stimuli
of this study conflicted only with respect to the congru-
ency of lip-movements, whereas that of Calvert et al.
[2000] differed additionally in the temporal domain. There-
fore following earlier suggestions, stronger activity for AV
incongruent stimuli could be the result of the interaction
between mirror neurons situated in Broca’s region [Ojanen
et al., 2005] and the neurons of the STS region via back
projections [Hertrich et al., 2007; Nishitani et al., 2005;
Skipper et al., 2007]. The involved neuronal populations
may be different from those processing temporal synchro-
nicity. Furthermore, Szycik et al. [2007] have shown differ-
ent activity patterns in the STS for AV speech stimulation
depending on whether or not noise was present in the au-
ditory signal. During noiseless AV speech stimulation STS
regions showed stronger activation for congruent stimuli,
whereas under noisy conditions the same region showed

stronger activation for incongruent AV speech. Appa-
rently, in noisy environments the visual information affects
speech processing to a greater extent. On the other hand,
stronger activation for incongruent AV speech stimuli in
this study may simply reflect increased effort of STS cell
populations that show functional similarity to the Broca
region mirror neurons. Indeed, an invasive study in rhesus
macaques demonstrated neurons in the STS which form
multisensory representations of seen actions [Barraclough
et al., 2005].
In agreement with other studies [Ojanen et al., 2005;

Pekkola et al., 2006] Broca’s region and its right hemi-
spheric homologue showed increased activation for incon-
gruent AV speech. In this investigation, we found activa-
tions of both BA 44 and 45. Functional differences in the
region of the left inferior frontal region in connection with
language processing have been reported [Bookheimer,
2002]. In particular, Bookheimer, in her metaanalysis,
pointed out that there is functionally defined gradient with
semantic processes subserved by BA 47 and BA 45, syntax
processing by BA 45 and BA 44, and phonological process-
ing achieved by BA 44 extending into BA 6. In our brief
stimuli, (disyllabic nouns) the ‘‘phonological’’ differences
between the heard and the seen word of incongruent AV,
words appear to be most relevant and have thus led to stron-
ger activation of BA 44 as identified by the ROI analysis.
It has been shown that BA44 harbors mirror neurons

analogue to those of the area F5 of monkey [Rizzolatti and
Arbib, 1998] and therefore plays a crucial role in action
understanding [Molnar-Szakacs et al., 2005]. Speech com-
prehension processes have been argued to have developed
from those phylogenitically older processes of action ob-
servation [Arbib, 2005; Corballis, 2003; Rizzolatti and
Arbib, 1998]. Such views have been supported by func-
tional imaging studies [Aziz-Zadeh et al., 2006; Pulvermül-
ler, 2005] as well as transcranial magnetic stimulation
investigations [Meister et al., 2003; Tokimura et al., 1996]
and are in line with the motor theory of speech [Liberman
and Mattingly, 1985]. With regard to our results, we sug-
gest that the mapping of the auditory and visual speech
input onto the motor representation of articulatory move-
ments underlies the activation of the BA44 subregion of
Broca’s area.

Standard Space Analysis

The whole brain analysis in standard space revealed ac-
tivity in some of the functional clusters targeted by the
ROI analysis but also in additional functional clusters out-
side the predefined areas. All of these showed stronger
activation for incongruent stimuli. Our results are in agree-
ment with other recent studies [Jones and Callan, 2003;
Miller and D’Esposito, 2005; Ojanen et al., 2005]. As
expected for speech stimuli, the majority of significant
clusters were located in the left hemisphere with only two
clusters found on the surface of the right hemispheric IFG
(Fig. 3, Table I).
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The left hemispheric activity in Cluster 3 spans several
functional areas. Beside Broca’s region, parts of dorsolat-
eral prefrontal cortex (DLPFC) fall into this cluster. The
DLPFC plays an important role for planning and executing
actions, for speech perception, and for perception of articu-
latory face movements [Skipper et al., 2005] which might
explain its greater recruitment by AV incongruent stimuli.
Additional activation clusters were seen in the anterior

insula region (Cluster 4), inferior parietal lobule (Cluster
6), and the mediofrontal cortex (Clusters 5 and 7). A key
feature of incongruent stimuli is the mismatch between the
articulatory lip movements and the variation of the audi-
tory stream. The right anterior insula seems to be involved
in processing of temporally dynamic information for non-
speech stimuli [Bushara et al., 2001]. Miller and D’Esposito
[2005] have shown that the left anterior insula processes
temporal correspondence of speech stimuli on a sensory
level, and may be sensitive for the percept of AV fusion of
the stimuli.
The involvement of the regions in the vicinity of intra-

parietal sulcus in processing of multimodal stimuli has
been shown by several recent studies [Bushara et al., 2001;
Calvert et al., 2001; Macaluso et al., 2004]. This region

plays an important role for control of attention shifts to a
sensory modality [Macaluso et al., 2000]. Such attentional
shifts may be necessary for solving AV tasks with impov-
erished or faulty information in one modality as it is the
case for AV incongruent speech [Jones and Callan, 2003;
Miller and D’Esposito, 2005].
The mediofrontal cingulate cortex participates in the

processing of tasks with variable degrees of difficulty [Cor-
betta et al., 1991; Paus, 2001; Paus et al., 1998], and sup-
ports important performance and conflict monitoring tasks
[Carter et al., 1998, 1999, 2000; Ridderinkhof et al., 2004].
The activity of Cluster 5 and 7 may thus be a result of
increased attentional and monitoring demands in the
incongruent condition.
The right hemisphere is involved in the speech process-

ing in multiple ways: it plays a crucial role in understand-
ing humor, sarcasm, metaphors, or comprehension of pros-
ody [Mitchell and Crow, 2005]. The right hemispheric
homlogue of the Broca’s region possesses speech relevant
functions like involvement in imitation [Heiser et al., 2003]
respectively inhibitory influence on certain imitatory
responses [Nishitani et al., 2005]. The right hemispheric
activation of IFG detected in our study may reflect
involvement of this area in motor imitation processes dur-
ing speech perception.

Comparison of the Two Approaches

Analysis in standard space clearly revealed areas
involved in AV integration that had not been targeted by
our hypothesis-driven ROI-approach, and thus might be
considered to be the more sensitive analysis method. On
the other hand standard space analysis leads to a decrease
of spatial certainty and resolution because of the normal-
ization and spatial smoothing procedures. In particular,
this will make it difficult to distinguish distinct but adja-
cent functional areas. This short-coming of the standard
space approach is evidenced by the finding of different
effect sizes in left BA 44 and 45 suggesting a differential
functional role of these two parts of Broca’s area [see also:
Bookheimer, 2002; Hagoort, 2005]. We suggest for future
research, the increased combination of a hypothesis driven
approach examining the activity in individually deter-
mined ROIs based on macroanatomical landmarks with a
more exploratory approach in Talairach standard space
particularly by increasing spatial accuracy using new
standardization methods like the high-resolution cortical
alignment that is based on the comparison of the curvature
pattern of the cortical surface [Goebel et al., 2006]. Else-
where, we have also shown the utility of a functional local-
izer approach in the analysis of AV integration in speech
processing [Szycik et al., 2007].
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Figure 3.

Brain activations detected in the standard space group analysis

with graphs depicting the BOLD-signal changes for the incongru-

ent (red line) and congruent (green line) condition. The signifi-

cant clusters are plotted on an average structural brain image

constructed of the individual Talairach transformed 3D volumes.

All show significantly stronger responses to the incongruent

condition. The numbers correspond to the cluster numbers

used in Table I and in the text. For each of the clusters the

Brodmann area (BA) that corresponds to the center of mass of

the particular cluster is given for each of the BOLD time-course

graphs. L left.
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