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Abstract: Sounds provide important information about the spatial environment, including the location of
approaching objects. Attention to sounds can be directed through automatic or more controlled processes,
which have been well studied in the visual modality. However, little is known about the neural underpin-
nings of attentional control mechanisms for auditory signals. We studied healthy adults who underwent
event-related FMRI while performing a task that manipulated automatic and more controlled auditory ori-
enting by varying the probability that cues correctly predicted target location. Specifically, we examined
the effects of uninformative (50% validity ratio) and informative (75% validity ratio) auditory cues on reac-
tion time (RT) and neuronal functioning. The stimulus-onset asynchrony (SOA) between the cue and the
target was either 100 or 800 ms. At the 100 ms SOA, RT was faster for valid than invalid trials for both
cue types, and frontoparietal activation was greater for invalid than valid trials. At the 800 ms SOA, RT
and functional activation depended on whether cues were informative or uninformative, and whether
cues correctly or incorrectly predicted the target location. Contrary to our prediction, activation in a fron-
toparietal network was greater for uninformative than informative cues across several different compari-
sons and at both SOAs. This finding contrasts with similar research of visual orienting, and suggests that
the auditory modality may be more biased toward automatic shifts of attention following uninformative

cues. Hum Brain Mapp 30:1652-1666, 2009.
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INTRODUCTION

Attention to sounds can be directed to different spatial
locations automatically following an unexpected noise, or
intentionally, such as when listening to a private conversa-
tion. In the auditory modality, this has been traditionally
manipulated by varying how informative a spatial cue is
in predicting a subsequent target’s location [Mondor, 1999;
Mondor and Bryden, 1992; Spence and Driver, 1994]. Sev-
eral neuroimaging studies have directly compared these
modes of attentional control for visual information [Kim
et al., 1999; Kincade et al., 2005; Mayer et al., 2004; Peelen
et al.,, 2004; Rosen et al., 1999], but not for sounds despite
behavioral [Mondor, 1999; Mondor and Zatorre, 1995;
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Spence and Driver, 1994, 1998; Tassinari et al., 2002]
and electrophysiological [Schroger and Eimer, 1996; Tata
and Ward, 2005] evidence suggesting that distinct neuro-
nal systems may mediate these different forms of auditory
orienting.

In both the auditory and visual modality, peripherally
presented, uninformative cues (i.e., predicting target loca-
tion at chance) can be used to initiate automatic or exoge-
nous shifts of attention. In contrast, the conditions neces-
sary for generating controlled or endogenous shifts of
attention are not as well defined in the auditory modality
as they are for the visual modality. A centrally presented
cue (e.g., an arrow) that correctly predicts a target’s
upcoming location on a majority of trials (75-90%) is typi-
cally used to evoke controlled/endogenous shifts of
attention to visual stimuli [Miiller and Rabbitt, 1989; Yan-
tis and Jonides, 1990]. However, a centrally presented cue
that contains spatial information is not readily available
in the auditory modality. Although linguistic cues can be
used to evoke controlled shifts of auditory attention
[Mayer and Kosson, 2004; Quinlan and Bailey, 1995; Wu
et al., 2007], to date they remain understudied, and likely
engage cognitive and neuronal resources related to lan-
guage processing. Instead, the vast majority of behavioral
[Mondor, 1999; Mondor and Zatorre, 1995; Spence and
Driver, 1994, 1998; Tassinari et al., 2002] and electrophysi-
ological [Schroger and Eimer, 1996; Tata and Ward, 2005]
studies have utilized lateralized tone pips to direct audi-
tory spatial attention, manipulating whether the cues are
informative or uninformative to alter how attention is
allocated.

Early research was unable to reliably demonstrate ori-
enting effects in the auditory modality [Spence and Driver,
1994], which was most likely the result of using target
detection rather than localization or discrimination tasks
[Rhodes, 1987; Schmitt et al., 2000; Spence and Driver,
1994], or the result of low angles of cue-target eccentricity
[Spence and Driver, 1994]. The effectiveness of auditory
cues in producing shifts of attention to aural targets has
since been reported in localization [Mondor and Amirault,
1998; Mondor and Zatorre, 1995; Spence and Driver, 1994;
Ward, 1994] and discrimination tasks [Mondor and Breau,
1999; Mondor et al., 1998; Spence and Driver, 1994]. When
lateralized auditory cues predict a subsequent target’s
location in a majority of trials (70-90%) during a localiza-
tion task, participants intentionally use the spatial informa-
tion provided by the informative cues to make controlled
shifts of attention [Mondor and Zatorre, 1995; Spence
and Driver, 1994]. This results in shorter RTs for valid
trials for extended stimulus-onset asynchronies (SOAs),
whereas invalid cues produce costs (i.e., prolonged RTs)
because attention needs to be reoriented to the target’s
location. In contrast, when cues are uninformative and
predict target location only at chance levels (e.g., 50%), a
biphasic reaction time (RT) pattern emerges due to the
automatic allocation of attentional resources. RTs are
faster for validly than invalidly cued trials at short SOAs

(100-200 ms), followed by a reversal in cueing effects
(i.e., faster RTs for invalidly than validly cued trials)
called inhibition of return (IOR) at longer SOAs [Mondor,
1999; Mondor and Breau, 1999; Spence and Driver, 1998;
Tassinari et al., 2002]. This biphasic response time pattern
suggests that it is imperative to study attentional orient-
ing at both short and longer SOAs to truly capture the
different orienting responses that are present following
informative and uninformative cues.

Frontal and posterior parietal cortices have long been
implicated in spatial attention [Mesulam, 1981; Posner and
Peterson, 1990]; however, their roles in different modes of
attentional control have only recently been elucidated. One
influential model of visual orienting [Corbetta and Shul-
man, 2002] implicates the bilateral intraparietal sulcus (IPs)
and frontal eye fields (FEFs) in controlled shifts of atten-
tion. In contrast, automatic visuals shifts are thought to be
mediated by a right-hemisphere inferior-frontal and tem-
poral-parietal juncture (TPJ) network. Although the exact
neural mechanisms involved in controlled and automatic
visual orienting remain debated, most studies agree that
there is substantial neuronal overlap between the two
[Kim et al., 1999; Peelen et al., 2004; Rosen et al., 1999],
with the potential for increased frontoparietal involvement
during more controlled orienting processes [Kincade et al.,
2005; Mayer et al., 2004]. To date, similar mechanisms of
attentional control have not been directly compared within
the auditory modality. Rather, the few neuroimaging stud-
ies of auditory orienting have only examined reorienting
(i.e., compared invalid to valid trials) during informative
cueing [Mayer et al., 2006; Wu et al., 2007], voluntary spa-
tial, and nonspatial shifts of auditory attention following
target detection [Shomstein and Yantis, 2006], or reorient-
ing and IOR during more automatic cueing processes
[Mayer et al., 2007].

The primary aim of this study was to investigate the
neural networks that mediate automatic (i.e., uninforma-
tive cueing paradigm) and controlled (i.e., informative cue-
ing paradigm) shifts of auditory attention at both short
(100 ms) and longer (800 ms) SOAs using event-related
FMRI. The terms “automatic” and “controlled” orienting
are used rather than exogenous and endogenous orienting
to reflect paradigmatic differences commonly used to
evoke different modes of attentional control in visual and
auditory modalities. Based on similar studies of exogenous
and endogenous orienting in the visual modality [Kincade
et al., 2005; Mayer et al., 2004], we hypothesized that fron-
toparietal activation would be greater in the controlled
(i.e., informative cues) than the automatic (i.e., uninforma-
tive cues) condition due to intentional allocation of atten-
tion to the cues. We also predicted that both informative
and uninformative cues would result in faster RTs for
valid than invalid trials at the 100 ms SOA, and greater
FEF [Paus, 1996], supplementary FEF [Grosbras et al.,
1999] and inferior parietal activation for invalid than valid
trials. At the 800 ms SOA, we predicted that IOR would be
present during uninformative cueing, whereas facilitation
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would be seen for informative cues. We also predicted that
both would activate common fronto-oculomotor networks
(i.e., FEFs and supplementary FEF), but in opposite direc-
tions for invalidly and validly cued trials [Mayer et al,
2007].

EXPERIMENTAL PROCEDURES
Subjects

Twenty-seven (14 males, 13 females) strongly right-
handed (mean Edinburgh Handedness Inventory score =
96.8% = 8.4%) adult volunteers (mean age = 26.2 * 3.8)
were included in the study. None of the study participants
were taking psychoactive prescriptive medications or had
a history of neurological, psychiatric, or substance abuse
disorders. Informed consent was obtained from all subjects
according to institutional guidelines at the University of
New Mexico. Of the 27 subjects, one subject was identified
as an outlier on behavioral measures (three standard devi-
ations) and two subjects exhibited excessive motion
through visual inspection (e.g., greater than one voxel dis-
placement on several images); these subjects were subse-
quently discarded from final behavioral and functional
analyses.

Procedures

Subjects performed the auditory spatial cueing task
while undergoing FMRI on a 1.5 Tesla Marconi-Picker
scanner at the Veterans Affairs Medical Center in Albu-
querque. Subjects rested supine in the scanner with their
head secured by chin and forehead straps, and foam pad-
ding to limit head motion in the head coil. Two 100 ms
monaural pure tone pips with a 10 ms linear onset-offset
ramp, served as the cue and target. The first tone pip
(1,000 Hz) served as a spatial cue, which correctly (i.e.,
valid trials) predicted the location of a second target tone
pip (2,000 Hz) on 50% of the cued experimental trials in
the automatic-uninformative condition and on 75% of the
trials for the controlled-informative condition (see Fig. 1).
On the remainder of the trials, the cue incorrectly (i.e., in-
valid trial) predicted the target location. In both experi-
mental conditions, targets were equally likely to occur in
the right or left headphone.

The stimuli were delivered directly into the subjects’
pinnae through 32 m of plastic tubing, which passed
through headphones and separate earplugs to attenuate
scanner noise. The SOA between the cue and the target
was either 100 or 800 ms, and both SOA and trial order
(valid, invalid) were randomly varied across trials. To min-
imize neuronal activation associated with eye movements,
subjects were instructed to maintain fixation throughout
the task on a white central fixation cross presented on a
black background. Subjects viewed the fixation cross
through an Avotech vision goggle system. Although eye
movements were not directly recorded in this study, previ-

Informative
(75% VR)

Uninformative
(50% VR)

Cue
1000 Hz (= (=
Target
2000 Hz (if= (if=
Trial Event Order
SOA
."_)'_'\.
Time |—f—————+—>
——" 100 0or
Cue 800 Target Response
Figure I.

A cartoon representation of the current task. In both the in-
formative and uninformative conditions, a lateralized tone pip
was first presented as a cue (1000 Hz tone) in either the right
or left headphone. This was followed by a variable SOA of either
100 or 800 ms, and the appearance of a target (2000 Hz tone)
in one of the two possible locations. In the uninformative condi-
tion, the ratio of valid to invalid trials (validity ratio; VR) was
50% so that cues predicted target location at chance levels. In
the informative condition, the validity ratio was increased to
75% to increase the likelihood of controlled orienting processes.

ous work using eye-tracking devices have demonstrated
that healthy subjects are capable of maintaining visual fixa-
tion during visual orienting tasks within the scanner
[Gitelman et al., 2000; Mesulam et al., 2001] and during au-
ditory orienting tasks outside of the scanner [Spence and
Driver, 1994]. Subjects were informed prior to the start of
each condition, whether the cues would predict target
location for the majority of the trials (informative) or at
chance levels (uninformative). Subjects were (1) required
to verbally demonstrate 100% proficiency in verbally iden-
tifying the target and cue tone pip before entering the
scanner and (2) performed a brief practice version of the
task prior to being scanned. Presentation software was
used to control stimulus presentation, synchronization of
stimulus events with the MRI scanner, and the collection
of accuracy and RT data for offline analyses.

A nonferrous key-press device was positioned directly
under the subject’s right hand to record responses. Sub-
jects identified the target location by making a key press
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with their right middle finger for targets appearing in the
right headphone and right index finger for targets appear-
ing in the left headphone. RT was measured from the
onset of the target stimulus to the completion of a key
press response. Each subject’s median RT (for correct trials
only) was obtained for each trial type and served as the
dependent measure for all behavioral analyses. Two imag-
ing series were collected with uninformative cues, fol-
lowed by three imaging series with informative cues.
Uninformative cues were always collected first to avoid
the establishment of a validity bias in this condition
[Carter et al., 1995; Whitehead et al., 1997]. Therefore, there
were a total of 64 valid and 64 invalid trials presented
when the cue information was uninformative, and a total
of 168 valid and 54 invalid trials when the cue information
was informative. A larger number of valid informative tri-
als were collected due to the higher validity ratio (75%)
needed to induce controlled orienting.

The intertrial interval (ITI) was randomly jittered within
each imaging series to allow for the best sampling of the
hemodynamic response [Burock et al., 1998]. This was
accomplished by randomly sorting the 2.0 s epochs (equiv-
alent to repetition time) that could either contain one of
the cueing trials or only the fixation cross. The additional
constraint of a minimal ITI of 3.0 s was also applied to
the data to reduce the likelihood of nonlinear summing of
overlapping hemodynamic responses [Glover, 1999] so
that the resulting trial length was either 4, 6, 8, or 10 s.
The distribution of ITIs was randomized throughout the
entire experimental protocol. This procedure also allowed
for the establishment of a baseline resting state in the
regression model, which corresponded to the neuronal
activation associated with maintaining fixation and from
the ambient scanner noise resulting from the switching of
the gradients.

Functional MR Imaging

At the beginning of the scanning session, high-resolution
anatomic images were collected [echo time (TE) = 4.5 ms,
repetition time (TR) = 15 ms, 25° flip angle, number of
excitations (NEX) = 1, slice thickness = 1.2, FOV (field of
view) = 25.6 cm, resolution = 256 X 256]. Echo-planar
images were collected using a single-shot, gradient-echo
echo-planar pulse sequence [TE = 37.3 ms; TR = 2,000 ms;
FOV = 25.6 cm; matrix size = 64 X 64]. A total of 225 se-
quential echo-planar images were collected per time series.
Twenty-one contiguous sagittal 6-mm thick slices were
selected to provide coverage of the entire brain (voxel size:
4 mm X 4 mm X 6 mm). A clustered volume acquisition
technique [Hall et al., 1999] was not adopted for EPI data
collection as it increases the total data acquisition time
while decreasing the temporal sampling rate, which equa-
tes to fewer collected trials (i.e., reduced signal to noise)
and lower temporal resolution of the hemodynamic
response function [Seifritz et al., 2006].

Image Processing and Statistical Analyses

Functional images were generated using Analysis of
Functional Neurolmages (AFNI) software package [Cox,
1996]. Time series images were spatially registered in both
two and three-dimensional space to minimize effects of
head motion and corrected for time-slice acquisition differ-
ences. A deconvolution analysis was used to generate one
impulse response function (IRF) for each condition on a
voxel-wise basis. In addition to these regressors of interest,
a polynomial term was included for each run in the equa-
tion to remove a constant term and linear drift. Each IRF
was derived relative to the baseline state (fixation) and
based on the first six TRs poststimulus onset. An estimate
of percent signal change was obtained for the images
acquired 4.0-8.0 s poststimulus onset from the cue, corre-
sponding to the peak of the hemodynamic response func-
tion [Cohen, 1997]. Anatomical and functional images
were then interpolated to volumes with 1 mm? voxels, cor-
egistered, converted to a standard stereotaxic coordinate
space [Talairach and Tournoux, 1988], and blurred using a
4-mm Gaussian full-width half-maximum filter.

Two condition (uninformative, informative) X cue valid-
ity (valid, invalid) repeated-measure ANOVAs were per-
formed to separately examine differences between the pre-
dicted reorienting response for informative and uninforma-
tive cues at the 100 ms SOA, and reorienting (informative)
and IOR (uninformative) at the 800 ms SOA. In addition, a
supplementary condition X SOA ANOVA was conducted
to compare functional activation between informative and
uninformative cues during valid trials only to control the
effects of reorienting responses on brain activation. This
analysis also enabled us to indirectly contrast the present
results with a previous study that compared automatic
and controlled visual orienting [Mayer et al., 2004]. A sig-
nificance threshold of P < 0.005 was applied to all func-
tional data in combination with a minimum cluster size
threshold of 0.480 ml, corresponding to the volume of five
original voxels, to minimize false positives [Forman et al.,
1995]. This resulted in a corrected significance level of P <
0.05 for all voxels.

RESULTS
Behavioral Data

Task accuracy (mean error rate = 4.45 *+ 5.9; 98.7%) was
near ceiling across all participants and was therefore not
subjected to further analyses. Repeated-measure ANOVAs
with cue type (uninformative, informative) and cue valid-
ity (valid, invalid) as the within-subject factors were per-
formed separately for each SOA (see Fig. 2A). At the
100 ms SOA, the expected main effect of cue validity was
found, F,,; = 47.9, P < 0.001, with slower RTs for inva-
lidly (mean = 828.36 ms) than validly (mean = 594.37 ms)
cued trials. There was also a significant cue type X valid-
ity interaction, F1,3 = 19.8, P < 0.001. Follow-up analyses
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Figure 2.

Panel A displays the reaction time data for both uninformative
(UNI; filled symbols) and informative (INF; unfilled symbols) con-
ditions for validly (circles) and invalidly (squares) cued trials.
Panel B displays the validity effects (invalid—valid cues) for both
conditions at either the 100 (white bars) or 800 (grey bars with
black stripes) ms stimulus onset asynchrony (SOA). Results indi-
cated that facilitation (valid < invalid) was present for both con-
ditions at the 100 ms SOA, although the magnitude of the valid-
ity effect was larger during the informative cueing condition. At
the 800 ms SOA, inhibition of return (invalid < valid) was
observed during uninformative cueing, whereas facilitation was
still present for the informative condition.

indicated that the cue validity effect (invalid—valid trials;
see Fig. 2B) was significantly greater in the informative
(mean = 288.8 ms) than the uninformative (mean =
179.9 ms) condition, t,; = —4.4, P < 0.001.

For the 800 ms SOA, there was a main effect of cue
type, F1o3 = 11.7, P < 0.005, with faster RTs for informa-
tive (mean = 462.24 ms) than uninformative (mean =
504.38 ms) cued trials. However, the cue type X SOA
interaction was also significant, F; ,; = 48.2, P < 0.001. Fol-
low-up simple effects tests, examining the cue-validity

effect, revealed the expected effects of facilitation (mean =
38.0 ms) during informative cueing and IOR (mean =
—33.9 ms) during uninformative cueing, t,3 = —6.9, P
0.001 (see Fig. 2B).

A

Functional Data

Identical cue type (uninformative, informative) X valid-
ity (valid, invalid) repeated-measure ANOVAs were per-
formed on the functional data separately for the 100 and
800 ms trials. These analyses identified areas that were
preferentially activated by either condition or cue validity,
or that depended on the combined effects of these two
factors.

100 ms SOA

A main effect of cue type (Fig. 3A; Table I) showed that
activation was greater for uninformative than informative
trials in the right superior frontal and precentral gyrus
(BA 6), right SMA proper extending into the cingulate
gyrus (BA 6/24/31), left precentral gyrus (BA 6) and right
cerebellar tonsil (Lobule IX). Contrary to our prediction,
no regions demonstrated greater activation for informative
than uninformative cues.

Analyses of the validity main effect (Fig. 4A; Table II)
identified a large-scale bilateral network for covert reor-
ienting of attention (i.e., invalid > valid trials) that was in-
dependent of the mode of attentional control at the 100 ms
SOA. Exemplary regions (see Table II for complete listing)
from this network included the bilateral medial frontal
gyrus (pre-SMA and SMA proper) extending into the ante-
rior cingulate gyrus (BAs 6/32), bilateral middle and pre-
central gyrus (BA 6) including the FEFs, the bilateral infe-
rior/middle frontal and precentral gyrus (BAs 6/9), bilat-
eral precuneus (BA 7), right inferior and superior parietal
cortex (BAs 7/40), and left superior parietal cortex (BA 7).
Although greater activation for valid than invalid trials
was observed in several clusters, this was due to greater
deactivation during invalid trials, with little or no change
in baseline activation during valid trials.

Figure 5A and Table III show that activation in several
regions depended on the interaction of cue type and cue
validity. Follow-up simple-main effects analyses of these
interactions (P < 0.005) revealed four different activation
patterns secondary to reorienting. The first pattern con-
sisted of regions (left inferior parietal lobule/supramargi-
nal gyrus (BA 40) and the right claustrum) that demon-
strated greater activation for invalid than valid trials for
informative trials only. The second pattern consisted of
regions that also modulated reorienting following informa-
tive cues, but where effects were due to deactivation dur-
ing invalid trials. This included the left superior and mid-
dle frontal gyrus (BA 6), the left anterior/superior tempo-
ral gyrus (BA 38), and the left parahippocampal/fusiform
gyrus (BAs 36/37). The third pattern consisted of the left
anterior insula, which modulated reorienting in both cue-
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Figure 3.
Selected regions that showed a main effect of condition at the
100 (Panel A) and 800 ms (Panel B) stimulus onset asynchronies
(SOA). Panel A displays two slices corresponding to 40 and
57 mm superior (Z direction) to the origin of Talairach space.
Preferential activation for uninformative cues is displayed in blue
coloring and informative cues in red coloring. Key areas of acti-
vation include the (1) left precentral gyrus, (2) right superior
frontal and precentral gyrus, and (3) the right supplementary
motor area extending to the cingulate cortex. To the right of
these brain slices, the graphs display the impulse response func-
tion for selected regions based on the first six images post stim-
ulus onset (x-axis, time; y-axis, mean percent signal change) for
both the conditions. Panel B (800 ms SOA) corresponds to sli-
ces —44 and 66 mm in Talairach space, and includes the (I) left
cerebellar tonsil, (2) right SMA and superior frontal gyrus, and
(3) right superior parietal lobule.

ing conditions. The fourth pattern involved the bilateral
pons, which uniquely modulated exogenous reorienting.

800 ms SOA

Analyses of the main effect of cue type at the 800 ms
SOA (Fig. 3B; Table I) showed that activation was again
greater for uninformative than informative cues. These
regions included the right superior frontal gyrus and SMA
proper (BA 6), right inferior frontal gyrus extending into

® valid
A) 100 ms SOA

® Invalid

B) 800 ms SOA 141y
3 305 :
o g% \
Qf 2}
30.5 _1 :
143)
2 § g.%
Z=-14 Z=60 o
Figure 4.

Selected regions that showed a main effect of cue validity at the
100 (Panel A) or 800 (Panel B) ms stimulus-onset asynchrony
(SOA). Both panels show select foci that exhibited greater acti-
vation in response to valid (red colorings) or invalid trials (blue
colorings). Panel A (100 ms SOA) displays three slices corre-
sponding to 4, 32, and 50 mm superior (Z direction) to the ori-
gin of Talairach space. The impulse response functions (x-axis,
time; y-axis, mean percent signal change) for the (l) right insula,
(2) right inferior and middle frontal gyrus, (3) left FEF, and (4)
right posterior parietal lobe are presented, all of which showed
greater activation for invalid than valid trials. The next three
graphs show the percent signal change in the (5) bilateral ante-
rior cingulate gyrus, (6) left middle temporal and angular gyrus,
and (7) bilateral posterior cingulate gyrus, which showed greater
activation for valid than invalid trials due to deactivation during
the invalid trials. Panel B (800 ms SOA) shows two slices corre-
sponding to — 14 and 60 mm superior to the origin of Talairach
space, and includes activation within the () right parahippocam-
pal and fusiform gyrus, (2) right precuneus, and (3) right prefron-
tal gyrus. The graphs to the right show that activation was
greater for validly than invalidly cued trials in these regions.
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TABLE I. Regions showing a significant main effect of
cue type at the 100 or 800 ms SOA

Uninformative > Informative

Region Side BA X Y z Vol
SOA 100
Frontal Lobe
Superior and R 6 21 -8 63 1.185
precentral
SMA and R 6/24/31 7 -12 44 0.803
cingulate
Precentral L 6 -28 -—15 55 0.856
Cerebellum
Tonsil (Lobule IX) R 7 —40 —46 0485
SOA 800
Frontal Lobe
Superior and SMA R 6 12 -4 65 0.879
Inferior and insula R 45/13 43 23 10 1.454
Parietal Lobe
Superior and R 7 23 -50 63 0481
postcentral
Cerebellum
Tonsil R 27 —50 —44 1423
(Lobule VIII) L —27 —46 —45 0.562

Side refers to the hemisphere showing activation, where L and R
refer to left and right hemisphere. The Brodmann area (BA), the
center of mass in Talairach coordinates (X, Y, Z) and volume
(Vol) in milliliters are specified for each area of activation. All
regions showed greater activation when cues were uninformative.

the insula (BA 45/13), right superior parietal cortex
extending into the postcentral gyrus (BA 7), and bilateral
cerebellar tonsil (Lobule VIII).

In contrast to the finding of greater activation for invalid
than valid trials at the 100 ms SOA, Figure 4B and Table II
show that at 800 ms greater activation was found for valid
than invalid trials in a right-lateralized network including
the superior frontal gyrus and SMA proper (BA 6), precen-
tral gyrus (BA 6), parahippocampal and fusiform gyrus
(BAs 20/36), and precuneus (BA 7).

Figure 5B and Table III show that activation in several
regions also depended on the interaction of cue type and
cue validity. Follow-up tests of these interactions revealed
three different patterns of activation. The first pattern con-
sisted of regions that uniquely modulated IOR (valid > in-
valid trials) during uninformative cueing, and included
the left superior and middle frontal gyrus (BA 6), right
superior frontal gyrus and SMA (BA 6), bilateral precentral
and middle frontal gyrus extending into the FEFs (BA 6),
right inferior and superior parietal lobe (BAs 40/7), right
precuneus (BA 7), left thalamus, and bilateral cerebellar
tonsil. In the majority of these areas, activation during
valid trials was also greater for uninformative than inform-
ative cues, but only on valid trials. The second pattern
consisted of regions that modulated both IOR (uninforma-
tive cues) and reorienting (informative cues) in opposite
directions. Specifically, activation was greater for valid
than invalid trials (IOR) during uninformative trials and

greater for invalid than valid trials during informative tri-
als. These regions included the right insula/inferior frontal
gyrus (BAs 13/47), the right culmen and dentate nucleus,
and left lobules VII and VIII of the cerebellum. The third
pattern of activation was restricted to the right putamen,
which exhibited significantly greater activation for invalid
than valid trials, but only for informative cues.

Validly Cued Trials

A 2 X 2 repeated-measure ANOVA with cue type and
SOA as the repeated factors was conducted to examine dif-
ferences between the uninformative and informative condi-
tions during valid cues only. This analysis was performed
to control for potential confounding effects of attentional
reorienting following invalid trials; it also permitted a
qualitative comparison to our results from a similar study
of visual orienting [Mayer et al., 2004]. Only the main
effect of cue type is reported here to eliminate redundancy
with previous analyses. Figure 6 and Table IV show
increased activation for the uninformative than informative
condition in the bilateral middle frontal and precentral
gyrus (BA 6), the right SMA proper and superior frontal
gyrus (BA 6), the right insula and inferior frontal gyrus
(BAs 13 and 45), the right superior temporal gyrus (BA
13), the bilateral inferior parietal lobe (BA 40), and the
right cerebellar tonsil.

DISCUSSION

As expected, we replicated previous behavioral findings
of faster RTs for validly than invalidly cued trials for both
short and long SOAs when auditory peripheral cues were
informative [Mondor and Zatorre, 1995; Spence and
Driver, 1994]. In contrast, facilitation (100 ms SOA) and
IOR (800 ms SOA) were observed when cues were unin-
formative [Mondor, 1999; Mondor and Breau, 1999; Spence
and Driver, 1998; Tassinari et al., 2002]. Collectively, the
RT results indicated that participants allocated attentional
resources using the experimenter-defined modes of con-
trolled and automatic orienting. Previous behavioral find-
ings [Mondor, 1999] were also extended by showing that
cue-validity effects were greater for informative than unin-
formative cues at the 100 ms SOA, suggesting that partici-
pants purposefully and rapidly utilized cue-target spatial
information to both their detriment and benefit.

In support of our conclusions about the behavioral
results, the FMRI results uncovered three important find-
ings about the neural modulation of auditory orienting fol-
lowing informative and uninformative cues. First, contrary
to our prediction, activation in frontal, parietal, and cere-
bellar regions was greater in the uninformative cue condi-
tion, which elicited more automatic orienting, than in the
informative cue condition, which engaged more controlled
orienting. This finding contrasts with previous reports of
automatic and controlled orienting in the visual modality
[Kim et al., 1999; Kincade et al., 2005; Mayer et al., 2004;
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TABLE Il. Regions showing a significant main effect of cue validity at the 100 or 800 ms SOA

Cue Vadility

Invalid > Valid Valid > Invalid

Region Side BA X Y zZ Vol X Y VA Vol
100 ms SOA
Frontal Lobe
SMA and anterior cingulate M 6/32 1 8 50 14.575
Anterior cingulate R 17 29 -8 0.666
M 24/32 -3 33 10 1.310
Medial M 6/9 1 42 35 0.951
Precentral and middle L 6 =31 -6 53 8.312
R 6 28 -3 56 4.957
Precentral L 4 -32 -19 55 0.967
Inferior, middle and precentral R 6/9 41 11 28 6.275
L 6/9 —44 3 31 5.854
Anterior insula and superior temporal R 13/22 40 13 3 6.416
Temporal Lobe
Middle and superior R 13/22 55 —43 8 0.713
L 13/22 —55 —45 13 2.873
Middle and angular L 39 —45 —66 27 1.816
Parietal Lobe
Precuneus R 7 16 —66 44 4.249
L 7 —14 —67 49 0.782
Posterior parietal R 7/40 38 —48 42 10.648
Precuneus and superior L 7 —38 —44 42 8.932
Superior temporal and R 40 57 —47 26 0.562
supramariginal
Posterior cingulate M 31 -1 —40 33 1.872
Subcortical
Thalamus and putamen R 10 -3 9 1.087
L -14 =10 7 2.160
Occipital Lobe
Middle R 18/19 35 —-81 5 0.704
Cerebellum
Uvula and pyramis L -11 =70 —-30 0.566
Tonsil (Lobule IX) L -11 —40 —40 1.900
Lobule (VI/VIII), dentate, R 19 —56 -33 3.594
culmen and tonsil L -29 —56 =37 4.000
800 ms SOA
Frontal Lobe
Superior and SMA R 6 10 -16 67 0.643
Precentral R 6 32 -17 62 0.519
Temporal
Parahippocampal and fusiform R 36 28 -32 -13 0.591
Parietal Lobe
Precuneus R 7 11 —55 57 1.571

Side refers to the hemisphere showing activation, where M, L, and R refer to midline, left, and right hemisphere. The Brodmann area
(BA), the center of mass in Talairach coordinates (X, Y, Z) and volume (Vol) in milliliters are specified for each area of activation.

Peelen et al., 2004; Rosen et al., 1999]. Second, activation
was greater for invalid than valid trials at the 100 ms SOA
and for valid than invalid trials at the 800 ms SOA. This
finding demonstrated the dominance of reorienting (in-
valid > valid) and IOR mechanisms (valid > invalid) at
short and long cue-target intervals, respectively. Third, the
above results were qualified by our finding of several
brain-activation patterns that depended on the combined
effects of whether the cue was valid or invalid, and
whether attention was being directed by informative or

uninformative cues. The implications of these results are
now more fully discussed.

To begin with, one key finding was that the magnitude
of functional activation in response to validly or invalidly
cued trials was highly dependent on the amount of time
that elapsed between cues and targets. At the 100 ms SOA,
invalidly cued trials produced greater activation than val-
idly cued trials in a large-scale, bilateral frontoparietal—
temporal reorienting network. This result is consistent
with and extends previous studies that separately exam-
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TABLE Ill. Regions showing a cue type x cue validity interaction at the 100 or 800 ms SOA

Cue type X Cue validity

Cue validity Cue type
Region Side BA X Y Z Vol UNI INF Valid Invalid
SOA 100
Frontal Lobe
Superior and middle L 6 —-18 20 53 0.658 VLD >INV UNI > INF
Insula L 13 —34 16 7 0585 INV > VLD INV > VLD
Temporal Lobe
Superior L 38 -38 11 —-20 0.655 VLD > INV
Parahippocampal and fusiform L 36/37 —26 —-33 —14 0.664 VLD > INV UNI > INF
Parietal Lobe
Inferior and supramarginal L 40 —44 —44 40 1.772 INV > VLD
Subcortical and Brainstem
Claustrum R 24 13 14 0.573 INV > VLD
Pons M 3 =30 —-27 0561 INV > VLD UNI > INF
SOA 800
Frontal Lobe
Precentral L 6 -38 -7 55 0.488
Superior and middle L 6 -20 -5 62 1236 VLD >INV UNI > INF
Superior and SMA R 6 14 10 52 0.618 VLD > INV UNI > INF
Precentral and middle R 6 32 -4 53 1.357 VLD > INV UNI > INF
L 6 -25 =10 48 0.812 VLD > INV UNI > INF
Insula and inferior R 13/7 40 14 5 1426 VLD >INV INV > VLD UNI > INF
Parietal Lobe
Inferior and superior R 40/7 33 —42 48 1.554 VLD > INV UNI > INF
Precuneus R 7 15 =71 44 0.697 VLD > INV
Subcortical
Thalamus L -15 -22 0 0568 VLD >INV UNI > INF
Putamen R 24 -5 3 1.082 INV > VLD UNI > INF
Cerebellum
Culmen/dentate (Lobule III and VI) R 14 —-45 -25 0.878 VLD >INV INV > VLD UNI > INF
Tonsil/pyramis (Lobule VIl and VIII) L -28 —63 —36 2424 VLD >INV INV > VLD
Tonsil (Lobule VIII) R 21 —-59 -38 0.744 VLD > INV UNI > INF
Tonsil (Lobule IX) L -14 -39 —41 0.871 VLD >INV UNI > INF

Side refers to the hemisphere showing activation, where M, L, and R refer to midline, left, and right hemisphere. The Brodmann area
(BA), the center of mass in Talairach coordinates (X, Y, Z) and volume (Vol) in milliliters are specified for each area of activation. The
results of follow-up tests are reported on the right side of the table for each SOA. Follow-up analyses for the effect of cue validity (valid
versus invalid) were tested separately for uninformative and informative cues. Likewise, the effect of attention condition (uninformative
versus informative) was tested separately for valid and invalid trials. For each region, the table reports the condition that showed the
greatest activation for a particular simple-main effect test. VLD, valid; INV, invalid; UNI, uninformative cues; INF, informative cues.

ined reorienting to informative or uninformative cues
[Mayer et al., 2006, 2007]. The bilateral activation of this
network stands in contrast to imaging studies of visual
attention, which typically report a right hemisphere bias
for attentional reorienting following invalid cues
[Arrington et al., 2000; Corbetta et al., 2000; Thiel et al.,
2004]. Auditory reorienting at shorter SOAs may engage
neuronal resources bilaterally because resolving the spatial
location of information requires a complex integration of
sound characteristics and head positioning information
from both ears [Spence and Driver, 1994] compared with
the direct cortical mapping of visual space.

In contrast, at the 800 ms SOA greater activation was
found for validly than invalidly cued trials in the right
superior frontal, right medial frontal gyrus, right parahip-
pocampal/fusiform gyrus, and right precuneus in both the
informative and uninformative cue conditions. Again, the

RT correlates of these functional findings were a reduced
validity effect relative to the 100 ms SOA in the informa-
tive cue condition and the emergence of IOR during the
uninformative condition. The more automatic processing
of auditory than visual cues may have contributed to the
reduced cue validity effects on RT and functional activa-
tion, even in the informative cue condition at the 800 ms
SOA [Mayer et al., 2006; Mondor, 1999; Mondor and
Zatorre, 1995]. Alternatively, the reduced cue-validity
effects may reflect the operation of both controlled and
automatic processes during the informative cue condition.
As noted in the introduction, a true analog of visual “en-
dogenous” orienting does not exist in the auditory modal-
ity, and the use of lateralized tone pips in the informative
condition may have partially evoked a more “exogenous”
response even though the validity ratio was high in the in-
formative cue condition [Mayer et al., 2006].
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SUNVLD BUNINV @INVLD @ININV

A) 100 ms SOA

Figure 5.

Selected regions that were dependent on both cue type and cue
validity for the 100 ms (Panel A) and 800 ms (Panel B) stimulus-
onset asynchronies (SOA). In both panels, impulse response func-
tions are graphed (x-axis, time; y-axis, percent signal change) for
valid and invalid uninformative (UNVLD, dark blue; UNINYV,
cyan) and informative (INVLD, green; ININV, red) conditions.
Panel A (100 ms SOA) displays two slices —16 and 43 mm
superior (Z direction) and one slice =5 mm to the right of the
origin in Talairach space. The graphs in Panel A show the acti-
vation patterns in the (l) left parahippocampal and fusiform
gyrus, (2) anterior aspects of the left superior temporal gyrus,
(3) left IPL, and (4) bilateral pons amongst the four conditions.
Panel B (800 ms SOA) corresponds to slices —25, 8, and 47
mm superior to the origin. The first row of graphs display acti-
vation patterns in the four conditions that were preferentially
associated with IOR, including the left and right precentral and
middle frontal gyrus (Graphs | and 2), the right inferior parietal
lobe (Graph 3), and the right precuneus (Graph 4). The last
row of graphs display activation patterns in regions that modu-
lated both modes of control, but exhibited opposite patterns
of cue-validity effects, including the left cerebellar tonsil and
right culmen (Graphs 5 and 6) and the right insula (Graph 7).
Data from the right putamen (Graph 8) is also displayed.

Although other work [Wu et al., 2007] suggests that the
modulation of attention to centrally presented linguistic
cues (i.e.,, words) may be more similar to endogenous vis-
ual cues (e.g., centrally presented arrows), to our knowl-
edge, neither cognitive-behavioral nor imaging studies
have directly compared attention to binaurally presented
linguistic cues with lateralized tone pips using a high va-
lidity ratio, indicating that this is a relatively unstudied
phenomenon. Only one behavioral study has compared
both linguistic and lateralized cues, but did so under dif-
ferent experimental conditions [Quinlan and Bailey, 1995].
Specifically, this study used different SOAs for peripheral
(Experiments 2 and 3) than linguistic (Experiment 4) cues,
and never directly compared response times across the dif-
ferent experimental sessions. However, another imaging
study reported similar frontal, temporal, and parietal acti-
vation for lateralized and centrally presented auditory
stimuli, regardless of eccentricity [Zimmer et al., 2006].
Although this finding suggests that eccentricity may not
play a large role in determining neuronal activation, cue
eccentricity is only one aspect of controlled orienting. Con-
sequently, additional imaging and behavioral studies are
needed that directly address the question of how different
parameters of attentional cueing contribute to evoking con-
trolled auditory orienting to better understand potential
parallels with endogenous orienting, which is commonly
discussed in the visual attention literature.

® Informative @® Uninformative

L R

Figure 6.

Activation associated with mode of attentional control for validly
cued trails only. Similar to previous results, activation was only
greater for uninformative (blue colorings) than informative (red
colorings) cued trials. Activations on slices 48 and 60 mm supe-
rior to the origin of Talairach space are displayed, and impulse
response functions (x-axis, time; y-axis, percent signal change)
from the (I) right inferior parietal lobe, (2) right superior tem-
poral sulcus, (3) left middle frontal and precentral gyrus and (4)
right supplementary motor area are shown.
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TABLE IV. Regions showing greater activation during
uninformative than informative valid-cued trials

Uninformative > Informative

Region Side BA X Y Z Vol
Frontal Lobe
Middle and precentral R 6 30 —-12 59 0.693
L 6 -23 -9 58 2.266
SMA and superior R 6 12 -4 64 1.636
Insula and inferior R 13/45 40 19 9 1322
Temporal Lobe
Superior R 13 58 —43 19 1.287
Parietal Lobe
Inferior R 40 39 =37 43 1471
L 40 —-37 —40 49 0597
Cerebellum
Tonsil (Lobule VII R 23 =50 —44 2.649
and Crus 2)

The analyses included only validly cued trials. Side refers to the
hemisphere showing activation, where L and R refer left and right
hemisphere. The Brodmann area (BA), the center of mass in
Talairach coordinates (X, Y, Z) and volume (Vol) in milliliters are
specified for each area of activation.

Brain activation patterns that depended on the interac-
tion of cue type and cue validity also differed between the
two SOAs. At the 100 ms SOA, all activation patterns for
both cue types were dominated by reorienting effects. Two
activation patterns emerged during the informative cueing
condition, one related to greater activation (left inferior pa-
rietal, right claustrum) and the other to greater deactiva-
tion (left superior frontal, parahippocampal, fusiform, and
superior temporal gyrus) during invalidly than validly
cued trials. Both patterns were consistent with the
observed larger cue-validity effect on RTs during informa-
tive cueing, and may reflect the neuronal cost of intention-
ally allocating attention to invalidly cued targets. In con-
trast, unique activation following uninformative invalid
cues was observed only in the medial pons, potentially
corresponding to auditory brainstem regions such as the
cochlear nucleus and superior olivary complex [Hessel-
mann et al., 2001]. This finding suggests that more auto-
matic orienting mechanisms immediately following unin-
formative cues may preferentially engage brainstem audi-
tory pathways when attention is reoriented.

At the 800 ms SOA, three activation patterns emerged
from the interaction, all of which were characterized by
their regulation of continued reorienting during informa-
tive cues and/or the emergence of IOR during uninforma-
tive cues. Both reorienting and IOR were modulated by
the right insula, inferior frontal gyrus, and bilateral cere-
bellum (lobules III, VI), whereas only the right putamen,
which presumably mediates cognitive switching [Kimura
et al., 2004] uniquely modulated reorienting. The activation
of cerebellar Lobules IIl and VI during both reorienting
(informative cue condition) and IOR (uninformative cue
condition) at the 800 ms SOA suggests that the cerebellum

may act to inhibit a response when reorienting attention as
well as inhibit the allocation of attention or the implemen-
tation of occulomotor programs during IOR. Although a
recent meta-analysis suggested that cerebellar activation is
more dependent on the sensory processing of auditory in-
formation rather than an attention mechanism per se
[Petacchi et al., 2005], cerebellar pathology, such as autism
and Williams syndrome, can produce attentional dysfunc-
tion [Courchesne et al.,, 2001; Lincoln et al., 2002]. More-
over, our results and those of others also suggest that the
cerebellum may play a more direct role in modulating
attention. Specifically, the cerebellum has been implicated
in imaging studies of visual reorienting [Lepsien and Poll-
mann, 2002], sound discrimination [Belin et al., 2002], spa-
tial localization [Zatorre et al., 2002], and auditory reorient-
ing and IOR [Mayer et al., 2007]. Indeed, a recent study of
visual and auditory shifts of attention reported that the
posterior cerebellum was activated for both the auditory
and visual modalities [Salmi et al.,, 2007]. Salmi et al.
[2007] attributed the increase in cerebellar activity to sus-
tained attentional processes resulting from their blocked
FMRI design. However, current results and those of others
[Lepsien and Pollmann, 2002] indicate that cerebellar activ-
ity is present in event-related FMRI studies of visual and
auditory orienting as well.

In contrast, IOR was uniquely modulated by a more dis-
tributed network, including traditional attentional areas
such as the bilateral FEFs, right posterior parietal lobule,
right precuneus, left thalamus, and bilateral posterior cere-
bellum. This is partially consistent with previous imaging
studies of visual and auditory attention, which consistently
implicate both frontal oculomotor and posterior parietal
regions in the generation of IOR [Lepsien and Pollmann,
2002; Mayer et al., 2007]. Transcranial magnetic stimulation
studies, however, suggest that frontal oculomotor regions
may play a more dominant role than parietal regions in
IOR [Ro et al., 2003].

Contrary to our predictions, we also found that activa-
tion was greater for uninformative than informative cues
in the middle and lateral-frontal cortex at both SOAs, and
in the right superior parietal cortex at the 800 ms SOA.
The superior parietal lobe has been implicated in spatial
and nonspatial shifts of auditory [Shomstein and Yantis,
2006] and visual attention [Yantis et al., 2002], and in
attentional shifting between the two sensory modalities
[Shomstein and Yantis, 2004]. Therefore, the increase in ac-
tivity in the right superior parietal lobe may have been the
result of the uninformative cues resulting in a more pro-
nounced shift of attentional resources. Right superior pari-
etal activation has also been reported in a study examining
mechanisms of attentional capture to deviant auditory
stimuli [Watkins et al., 2007], suggesting that this region
may modulate processing of both spatial and nonspatial
stimuli that automatically capture attention, irrespective of
signal modality.

The analyses that were restricted to only the valid trials
verified that the increased activation observed during
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uninformative cueing was not the result of differences in
attentional reorienting. Specifically, activation was greater
for uninformative than informative validly cued trials in
the bilateral IPL, bilateral middle-frontal gyrus, and sev-
eral right-lateralized fronto-temporal cortical areas. These
findings contrast with an attention study using centrally
presented visual cues, in which right inferior parietal and
middle-inferior frontal activation was greater for validly
cued trials that were informative (90% validly cued) than
those that were uninformative (60% validly cued) [Vossel
et al.,, 2006]. Likewise, equivalent activation [Kim et al.,
1999; Peelen et al., 2004], a greater volume of activation
[Rosen et al., 1999], or even unique activation of the FEFs
and posterior parietal lobes [Kincade et al., 2005, Mayer
et al., 2004] have been reported for controlled compared
with automatic orienting in the visual modality.

Our findings of increased posterior parietal lobe activa-
tion during the uninformative cueing conditions is consist-
ent with studies of saccadic eye movements [Mort et al.,
2003], a study comparing auditory and visual shifts of
attention [Salmi et al., 2007], and a prominent theory of
visual attention [Corbetta and Shulman, 2002]. Specifically,
lesion studies in primates and humans suggest that poste-
rior parietal lesions impair exogenously cued saccades, but
lesions to the FEF and supplementary eye fields do not
[Gaymard et al., 1998; Tehovnik et al., 2000]. Other neuroi-
maging data suggest that automatically triggered saccades
are associated with greater activity in the angular gyrus
and IPL, whereas internally generated cued saccades are
associated with greater FEF activity [Mort et al.,, 2003]. A
recent FMRI study [Salmi et al., 2007] reported that supe-
rior parietal lobe activation was greater for visual than au-
ditory shifts of attention, whereas inferior parietal lobe/
TPJ and ventral prefrontal cortex activation was greater for
auditory than visual shifts of attention. Although not
directly testable, the authors attributed these results to mo-
dality specific differences in attentional control across the
two sensory modalities based on a prominent theory of
spatial attention [Corbetta and Shulman, 2002; Fox et al,,
2006].

In this model, automatic orienting is thought to be medi-
ated by a ventral network consisting of the TP] and
regions of ventral frontal cortex. In contrast, controlled ori-
enting is thought to be mediated by more dorsal parietal
structures and the FEFs. Collectively, current and previous
[Salmi et al., 2007] results suggest that automatic reorient-
ing processes may dominate in the auditory modality,
even when cues are informative, whereas controlled cue-
ing may dominate in the visual modality. However, addi-
tional research that directly compares automatic and con-
trolled orienting in the two primary sensory modalities is
needed before this preliminary hypothesis can be con-
firmed. Moreover, our finding of greater right ventral and
bilateral superior frontal activation for uninformative than
informative cues, especially when IOR was present, is
somewhat inconsistent with the Corbetta model. This sug-
gests that new models of attentional orienting are needed

that account for different control mechanisms and input
modalities, as well as the redundancy of some neural sys-
tems in modulating different attention mechanisms
[Mesulam, 1981, 1999].

Several potential limitations of this study should be
noted. First, it is possible that the increased activation in
the uninformative condition was due to always presenting
the uninformative cue condition first. This aspect of the
study design was deliberately employed to reduce the like-
lihood of a validity bias in this condition [Carter et al.,
1995; Whitehead et al., 1997]. However, we believe that an
ordering effect explanation of the results is not compelling
for several reasons. First, reorienting effects (i.e., invalid >
valid) on RTs were larger in the informative than uninfor-
mative condition at both SOAs, suggesting that cueing
effects were not reduced by the passage of time. Moreover,
a study of visual attention that used a similar ordering of
attention conditions reported greater activation for con-
trolled (e.g., informative) than automatically (e.g., uninfor-
mative) cued trials [Mayer et al., 2004]. A second possible
limitation is that the number of informative valid trials
was greater than the number of uninformative valid trials
due to the differential validity ratio, which was an essen-
tial feature of the study design. This is an unlikely expla-
nation of the results, however, because one would predict
greater activation for the condition with a larger number
of informative cues (i.e., due to the effect of controlled
attention), which was not found. Third, we did not use
pure-tone audiometry to verify subjects’ normal hearing
threshold; however, we did ensure that subjects were
100% proficient in distinguishing cue and target tones
before starting the scanning experiment.

This study also cannot disambiguate the brain regions
responsible for the processing of auditory cues from those
involved in the identification of the target, as has previ-
ously been done in the visual modality [Corbetta et al.,
2000; Woldorff et al., 2004]. This was because of the lim-
ited temporal resolution of the hemodynamic response at
shorter SOAs, which were used to enable a comparison of
informative and uninformative cues during time epochs
when both were likely to produce facilitation (SOAs < 200
ms) and when uninformative cues were likely to produce
IOR (SOAs > 400 ms). Moreover, distinguishing individual
hemodynamic response functions during cue-target SOAs
of 3 s or less is severely compromised by nonlinear sum-
ming [Glover, 1999]. Although the use of longer SOAs ena-
bles separation of cue-target intervals, this would change
the study focus from investigating mechanisms that rap-
idly engage, disengage, and reorient attention to studying
more sustained attentional processes, wherein the
increased role of expectations and working memory
demands are difficult to disentangle from attention mecha-
nisms per se. Hence, in studies of attention such as ours,
separating activation due to processing cues and targets
would be better addressed by techniques with superior
temporal resolution, such as magnetoencephalography and
electroencephalography.
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Summary

In summary, the neural modulation of automatic and con-
trolled shifts of auditory attention was fundamentally differ-
ent from similar studies of visual attention. Auditory reor-
ienting at shorter SOAs was mediated by a bilateral fronto-
parietal network, irrespective of whether cues were
informative or uninformative, which contrasted with the
right lateralized reorienting network commonly reported for
visual reorienting. Frontoparietal activation was also greater
during automatic orienting after uninformative cues com-
pared with controlled shifts of attention following informa-
tive cues. Finally, the neural control of auditory orienting
partially depended on the combined effects of cue type and
SOA. At the shorter SOA, classic attention networks (e.g.,
left middle-frontal and inferior parietal cortex) modulated
controlled reorienting, auditory processing regions (i.e.,
pons) modulated automatic reorienting, and somatosensory
integration areas (ie., insula) mediated reorienting in both
attentional contexts in the same way. At the longer SOA, the
insula and anterior cerebellum, modulated orienting for
both informative and uninformative cues, but cue validity
effects were in opposite directions, reflecting the operation
of reorienting and IOR following informative and uninfor-
mative cues, respectively. In addition, IOR was uniquely
modulated by classic attention networks (i.e., frontoparietal
regions), whereas reorienting was uniquely controlled by the
putamen.

Collectively, our results and those of others [Salmi et al.,
2007; Shomstein and Yantis, 2006; Yantis et al., 2002] suggest
that although a supramodal network may support atten-
tional control in both primary sensory modalities, the way
that this information is processed is highly dependent on
the modality in which the information originates, the tempo-
ral proximity between two attended events, and behavioral
expectancies about events. At shorter SOAs, auditory cues
may promote a more automatic orienting response than vis-
ual cues, resulting in large reorienting effects due to the
reflexive allocation of attention resources. At longer SOAs,
this may be followed by increased activation for valid trials
due to the presence of either an inhibitory bias or reduced
reorienting effects. More automatic control mechanisms
might be engaged by auditory information because it is
processed more rapidly [Schroger et al., 2000] and as such,
may serve as a warning system to alert organisms of
changes in the environment [Posner et al., 1976], followed
by a more volitional and thorough analysis of the environ-
ment via the visual system. This simple formulation, while
requiring more extensive testing and evaluation, may offer a
parsimonious explanation for the differential orienting
effects observed between the two sensory modalities.
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