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Abstract: Recent theories of selective attention assume that the more attention is required by a task, the
earlier are irrelevant stimuli filtered during perceptual processing. Previous functional MRI studies
have demonstrated that primary visual cortex (V1) activation by peripheral distractors is reduced by
higher task difficulty at fixation, but it remains unknown whether such changes affect initial processing
in V1 or subsequent feedback. Here we manipulated attentional load at fixation while recording pe-
ripheral visual responses with high-density EEG in 28 healthy volunteers, which allowed us to track
the exact time course of attention-related effects on V1. Our results show a modulation of the earliest
component of the visual evoked potential (C1) as a function of attentional load. Additional topographic
and source localization analyses corroborated this finding, with significant load-related differences
observed throughout the first 100 ms post-stimulus. However, this effect was observed only when stim-
uli were presented in the upper visual field (VF), but not for symmetrical positions in the lower VF.
Our findings demonstrate early filtering of irrelevant information under increased attentional demands,
thus supporting models that assume a flexible mechanism of attentional selection, but reveal important
functional asymmetries across the VF. Hum Brain Mapp 30:1723–1733, 2009. VVC 2008 Wiley-Liss, Inc.

Key words: attention; C1; EEG; V1; vision

INTRODUCTION

One of the most long-standing discussions in cognitive
psychology and cognitive neuroscience concerns the locus
of attentional selection during perception [Broadbent, 1958;
Mangun, 1995; Treisman, 1969]. Over the last decade, the
load theory of selective attention, as proposed by Lavie
[1995; Lavie et al., 2004; Lavie and Tsal, 1994], has received
increasing research interest, as it integrates a range of dis-
parate findings obtained with different experimental para-
digms. According to this model, the locus of selection of
perceptual information is not fixed at either early or late
stages of perception, but varies depending on the amount
of concurrently presented information and the cognitive
demands associated with its processing. The bottleneck
of attentional selection is thus thought of as an adaptive
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filtering mechanism which prevents cognitive resources
from being overburdened, while at the same time ensuring
a maximum intake of information under varying condi-
tions.
Although Lavie’s [1995] original concept of perceptual

load was tested using either stimulus displays containing
different amounts of information or the same stimulus dis-
plays with different amounts of cognitive processing, the
latter type of manipulation is now commonly referred to
as attentional load [Bahrami et al., 2007; Rees et al., 1997;
Schwartz et al., 2005]. Results from previous fMRI studies
[Bahrami et al., 2007; O’Connor et al., 2002; Pinsk et al.,
2004; Schwartz et al., 2005] suggest that manipulations of
attentional load may affect activity in several regions of
the human visual cortex, including primary visual cortex
(V1). Although these findings provide strong evidence for
flexible mechanisms of attentional selection, it is still
debated whether top-down influences impact on informa-
tion processing from the earliest stages in the cortex, as
reported in a number of animal studies [Crist et al., 2001;
for review, see Gilbert and Sigman, 2007], or whether
modulations of early sensory cortex activity are the result
of feedback influences from later stages of processing,
which may operate on and reshape the still-activated rep-
resentations in lower-level areas [Foxe and Simpson, 2002;
Hupe et al., 1998; Lamme and Roelfsema, 2000; Martinez
et al., 1999].
Evidence for the latter view comes from a large number

of studies in which the earliest part of the visual evoked
potential (VEP) was shown to be influenced only by physi-
cal stimulus characteristics, but not by manipulations of
spatial attention [Handy et al., 2001; Heinze et al., 1994;
Martinez et al., 1999; Noesselt et al. 2002]. Nevertheless,
several recent studies have demonstrated that even the
earliest cortical stages of visual processing as measured
with EEG may be affected by factors other than simple vis-
ual features. For instance, the amplitude of the earliest
component of the VEP, the C1 [Clark et al., 1995; Jeffreys
and Axford, 1972], can be modified by emotional content
[Halgren et al., 2000; Pourtois et al., 2004] and emotional
associations [Stolarova et al., 2006] of visual stimuli, as
well as following perceptual learning [Pourtois et al.,
2008b]. In addition, one recent study suggested that the C1
component may be modulated by spatial attention [Kelly
et al., 2008], unlike previously assumed [Martinez et al.,
1999]. So far, this single study stands out as a striking
exception to the lack of attentional effects typically
reported for C1 responses.
In the present study, we sought to test the hypothesis

that early visual cortex activity, as indexed by the retino-
topic C1 component, may be affected by attentional load.
This hypothesis was based on the combined evidence from
previous fMRI studies in humans [Bahrami et al., 2007;
O’Connor et al., 2002; Pinsk et al., 2004; Schwartz et al.,
2005] demonstrating an influence of attentional load on V1
activity (but not whether attention affected early or late
visual processing in V1), and animal electrophysiology

[Crist et al., 2001; Gilbert et al., 2000; Ito and Gilbert, 1999]
showing that attention can affect the earliest stages of vis-
ual information processing. Taking advantage of the high
temporal resolution offered by EEG, we aimed to test
whether early effects of attention on V1 activity predicted
from the load theory of selective attention can also be
observed in humans. We reasoned that previous failures to
find such an effect may have been due to the high variabil-
ity of visual cortex functional anatomy [Amunts et al.,
2000; Dougherty et al., 2003] combined with stimulation
protocols not optimized for eliciting clear V1 responses.
We therefore adapted the paradigm employed by Schwartz
et al. [2005] and recorded EEG responses to large-scale,
high-contrast distractors presented at different locations in
the peripheral visual field (VF) while subjects performed
either an easy or a highly demanding task at fixation. Sub-
jects were tested either in the upper or the lower VF. Our
results reveal that attentional load modulates C1 ampli-
tude for irrelevant visual distractors. However, these
effects differed as a function of the part of the VF tested,
suggesting asymmetries in attentional influences across
the VF.

MATERIALS AND METHODS

Subjects

A total of 28 subjects (between 22 and 40 years old)
were tested, 14 in the upper VF (11 male) and 14 in the
lower VF (11 female). All of them had normal or cor-
rected-to-normal vision and provided written informed
consent. None of them reported any previous neurological
or psychiatric disease. The study was conducted in accord-
ance with the Declaration of Helsinki and was approved
by the local ethics committee.

Stimuli

Stimuli were created using Cogent (www.vislab.u-
cl.ac.uk/Cogent2000), a MATLAB toolbox allowing precise
timing and synchronization with the EEG system, and pre-
sented on a 17@ CRT screen (viewing distance 40 cm,
refresh cycle 60 Hz). A rapid serial visual presentation
task consisting of differently colored (six colors) and differ-
ently oriented (two orientations) T-shapes was presented
at fixation (stimulus duration 250 ms; interstimulus inter-
val 900–1243 ms), either at the bottom (upper VF group) or
at the top of the screen (lower VF group). Task-irrelevant
arrays of white horizontal line elements were flashed in
the periphery for 250 ms (8.78 3 37.88 of visual angle; Fig.
1A), either close to fixation or further away (vertical dis-
tance to the center of distractor 7.38 and 17.68, respec-
tively). These distractors followed targets after 250–493 ms.
The screen background remained black throughout the
experiment (Fig. 1B).
The manipulation of distractor location was introduced

to replicate the findings of Schwartz et al. [2005], who
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observed suppression of activity elicited by a distracting
stimulus close to fixation, but less suppression in more
eccentric areas of the VF. However, ERPs elicited by more
eccentric distractors turned out to be difficult to interpret,
with only two subjects in the upper and six subjects in the
lower VF group showing a clear C1. We therefore limited
our analyses of distractor-related activity to stimuli pre-
sented close to fixation, which elicited a clear C1 in all
subjects and conditions.

Procedure

Subjects were placed in a quiet, dimly lit, and electri-
cally shielded recording booth. Four blocks of 410 trials
each were presented. At the beginning of alternating
blocks, participants were instructed to press the space-bar
of a standard computer keyboard only if they saw either
(i) an upright or upside-down red T-shape (pop-out detec-
tion, low attentional load) or (ii) an upright yellow or an
upside-down green T-shape (conjunction discrimination,
high attentional load). The two tasks alternated between
blocks, with the starting condition counterbalanced across
participants. Subjects were instructed to respond as cor-
rectly and as rapidly as possible. Pseudo-random trains of
stimuli were created for each block of 410 trials; about
32 of these trials were target trials requiring a motor
response. In each block, 62 distractors were presented in
each eccentricity condition, 46 of which were uncontami-
nated by target-related motor activity. The large number of
nondistractor trials was required to generate a strong and
stable attentional set from to the central load task, ensur-
ing a valid measurement of attentional load, and also to
avoid visual adaptation/habituation to the distractors.

Instructions stressed that randomly occurring distractors in
the periphery were task-irrelevant and to be ignored. Each
block lasted approximately 10 min, including a short break
after half of the trials had been completed. Figure 1B
depicts the sequence of visual events forming a single trial.

Data Recording and Analysis

Scalp-EEG was recorded from 62 Ag/AgCl electrodes
(Neuroscan, Synamps, El Paso, TX) positioned according
to the extended international 10–20 EEG system [Oosten-
veld and Praamstra, 2001]. Signals were amplified at 30 K
and band-pass filtered between 0.01 and 100 Hz; a 50 Hz
notch-filter was applied to filter line noise. Horizontal and
vertical electro-oculograms (EOG) were monitored using
four bipolar electrodes. Both EEG and EOG were acquired
continuously at 500 Hz.
Using Brain Vision Analyzer 1.05 (Brain Products, Mu-

nich, Germany), eye-blink artifacts were semiautomatically
corrected using the procedure described by Gratton et al.
[1983] and a 0.5 Hz high-pass filter was applied. Epochs
from 2100 ms to 1600 ms around stimulus-onset were
extracted and baseline-corrected for the 100 ms preceding
stimulus-onset. Epochs with EEG or residual EOG exceed-
ing 680 lV were rejected. Single-trial VEPs were then
averaged and low-pass filtered at 30 Hz and the C1, P1,
and N1 components were semiautomatically identified
based on their distinctive polarities, latencies, and topo-
graphic properties. Their peak amplitudes and latencies
were measured in each participant at electrode sites deter-
mined from the grand averages.
We then tested for topographical differences between

load conditions during these components, using a micro-

Figure 1.

Experimental stimuli. A: Time-course of a single trial. On each

trial, subjects had to detect either a single feature (color) or a

feature conjunction (color and orientation of the T-shape) at fixa-

tion while distractors were presented unpredictably. A jitter was

introduced between onsets of the central task stimuli and periph-

eral distractors in order to distinguish between neural responses

elicited by each type of event. B: Distractors were presented in

the periphery, either close to or far from fixation (denoted by a

white dotted circle which was not shown in the experiment). Dis-

tractors were always irrelevant to the task and subjects were

instructed to ignore them. Distractors for upper VF are shown;

for subjects tested in lower VF, the display was inverted.
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state segmentation analysis [Pasqual-Marqui et al., 1995] as
implemented in the software Cartool (www.brainmapping.
unige.ch). This analysis is based on the assumption that
while a given distribution of voltage values across the
scalp may reflect any combination of distributed neural
generators, different distributions necessarily imply differ-
ent neural generators [Lehmann and Skrandies, 1980]. It
has been demonstrated that voltage distributions (or volt-
age maps) do not change randomly over the course of an
ERP but remain stable for several milliseconds, reflecting
so-called EEG microstates which in turn are assumed to
reflect different stages of information processing [Michel
et al., 2001; Pourtois et al., 2005, 2008a]. To detect such
microstates, voltage maps corresponding to each time-
frame of a grand-average ERP are subjected to a K-means
spatio-temporal cluster analysis which segments the data
into periods of stable topographical patterns, varying only
in intensity over time [Pasqual-Marqui et al., 1995]. Volt-
age maps obtained from the grand averages are then fitted
back to the data of individual subjects, to allow for statisti-
cal comparison between conditions based on several fit
indices, such as the duration and onset time of a dominant
map as well as the global explained variance (GEV), the
latter being an estimate of the goodness of fit. We used the
following standard settings [cf. Michel et al., 2001; Pasq-
ual-Marqui et al., 1995]: A K-Means algorithm was run on
the first 300 ms poststimulus of grand averages from both
load conditions, separately for upper and lower VF
groups. Individual microstates were considered as reliable
if they persisted for at least three time-frames (i.e., 6 ms).
Analyses were calculated using 5–25 initial clusters and
the optimal number of clusters was determined objectively
using both cross-validation [Pasqual-Marqui et al., 1995]
and Krzanowski-Lai [Tibshirani and Walther, 2005] crite-
ria. Fitting onto individual subject data was then per-
formed for periods showing significant effects of task
conditions.
Finally, a local auto-regressive average (LAURA) proce-

dure was employed to estimate electrical sources in the
brain volume corresponding to the scalp topographies
identified by the segmentation procedure [Grave de Per-
alta Menendez et al., 2004]. This distributed source local-
ization analysis does not use any a priori assumption on
the number and position of neural generators, but deter-
mines the most likely configuration of activity simultane-
ously in a large number of solution points (4,024 in our
case) placed throughout the cortical grey matter. We opted
for this method because it allows for a flexible spatial dis-
tribution of activations, as elicited by the large-scale pe-
ripheral distractors used.

RESULTS

Behavioral Performance

Accuracy data were analyzed using nonparametric
Friedman Analysis of Variance [Friedman, 1937], as abso-

lute numbers of errors were low, with none of the partici-
pants committing more than five misses or more than
seven false alarms per block of 410 trials (�32 of which
were true targets requiring a motor response). Results
demonstrated a significant effect of Attentional Load. Both
misses [v2(3) 5 10.4, P 5 0.014] and false alarms [v2(3) 5
48.2, P < 0.001] were more frequent under high load,
underlining the increased difficulty of this condition. On
the other hand, Bonferroni-corrected Mann-Whitney tests
did not uncover any significant differences on either of the
two accuracy measures between the upper (0.93 misses/
1.20 false alarms on average) and lower VF (1.14/2.21)
groups.
Reaction times (RTs) for correctly detected targets were

analyzed using repeated-measures ANOVAs with Atten-
tional Load (high/low) and Block (first/second) as within-
subjects factors and VF (upper/lower) as between-subjects
factor. Again, significant main effects were found for
Attentional Load [low (mean 6 SE): 478 6 10 ms, high:
623 6 11 ms; F(1, 26) 5 367.6, P < 0.001, partial h2 5
0.934] and Block [first: 546 6 11, second: 556 6 10 ms; F(1,
26) 5 4.6, P 5 0.042, partial h2 5 0.150]. The effect of Block
may reflect fatigue, but note that this effect is based on a
very small difference in RTs (�10 ms) compared with the
effect of Attentional Load (�150 ms).
Although the error rate was low (as required by the task

instructions), it is remarkable that both error rates and RT
measurements showed significant effects of attentional
load, thus confirming that task instructions successfully
modulated demands on attentional resources.

Central Target VEPs

To characterize activity induced by the task at fixation,
we first analyzed trials where the central task did not
require a motor response and was not followed by a pe-
ripheral distractor. There were approximately 390 such tri-
als in each load condition, 25–33% of which were excluded
during data preprocessing. (Note that ERPs to imperative
target stimuli were not computed due to the small number
of trials).
Grand-averaged data for the central stimulus did not

show a C1 component, as would be expected following
central presentation in the VF [Clark et al., 1995; Jeffreys
and Axford, 1972]. Based on the grand-average topogra-
phies, we selected electrodes P3-P8 and P05-PO8 for analy-
sis of the P1 component. Peak amplitude data were
entered into a repeated-measures ANOVA with Atten-
tional Load (low/high) as within-subjects factor and VF
(upper/lower) as between-subjects factor. In all peak anal-
yses, data were collapsed across the two hemispheres
(because hemispheric asymmetries were not relevant for
our study) as well as across electrodes (because changes in
voltage topographies were examined separately, see Topo-
graphic Analyses). Results indicated no differences
between peak amplitudes of P1 under low versus high
load (P 5 0.19) or for lower versus upper VF groups
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(F < 1). P1 peak latencies were also unaffected by these
experimental factors (both F < 1).
Analyses of the N1 component were conducted on the

same electrodes as for P1, that is, P3-P8 and PO5-PO8, and
with the same factors. Peak amplitudes were modulated
by Attentional Load, as expected due to changes in visual
discrimination demands [Hopfinger and West, 2006], with
more negative voltages observed under high load [23.5 6
0.7] than under low load [23.0 6 0.68 lV; F(1, 26) 5 5.94,
P 5 0.022, partial h2 5 0.186]. There was no effect of VF
group on peak amplitudes and no effect of Attentional
Load or VF on N1 latencies (all F < 1).
Figure 2 illustrates the grand averages under low- and

high-load conditions for upper VF subjects. The main
effect of Attentional Load on peak amplitudes was qualita-
tively similar in the lower VF group. Additional analysis
using peak-to-peak measurements (N1 minus P1 ampli-
tudes [cf. Picton et al., 2000]) as the dependent variable
confirmed these results, with the main effect of Attentional
Load even more significant (P 5 0.001) than when simple
peak amplitude measurements were used, and again no
interaction between load and VF group.

Peripheral Distractor VEPs

As the C1 reverses polarity with upper versus lower VF
stimulation [Clark et al., 1995; Jeffreys and Axford, 1972], a
difference score was computed between the two load con-
ditions and then used for combined analyses in the two
groups of subjects (with scores from lower VF subjects
sign-inverted). Based on the grand-average topographies,
we selected a 3 3 2 electrode grid for C1 peak analyses:

CP1, CPz, CP2, P1, Pz, and P2. Although topographies for
upper and lower VF stimulation were not perfectly equiva-
lent, the maximum of the C1 component was captured
well with these leads in both groups (see Fig. 3).
A clear C1 was evoked in all 28 subjects by distractors

close to fixation (see Materials and Methods). Again, we
performed an ANOVA with Attentional Load (low/high)
as within-subjects and VF (upper/lower) as between-sub-
jects factor. Results showed a significant Attentional Load
3 VF interaction [mean differences: 0.95 6 0.40 (upper VF)
and 20.26 6 0.40 lV (lower VF); F(1, 26) 5 4.72, P 5
0.039, partial h2 5 0.154]. Additional analyses conducted
separately for each group showed that C1 peak amplitudes
were significantly reduced under high attentional load fol-
lowing distractors in upper VF [F(1, 13) 5 6.17, P 5 0.027,
partial h2 5 0.322], but not for distractors in lower VF (F
< 1). Peak latencies of the C1 were not affected either by
Attentional Load (P 5 0.20) or by its interaction with VF
(F < 1). The VF factor itself was also nonsignificant
(F < 1).
Subsequent VEP components were analyzed separately

for upper and lower VF groups. No clear P1 was observed
following lower VF stimulation [see also Clark et al., 1995],
in line with previous findings with similar stimulus pa-
rameters [Pourtois et al., 2008b] and probably due to the
overlap between C1 and P1. Instead, in lower VF subjects,
we observed a centrally distributed negative component
reminiscent of what Clark et al. [1995] termed the N90op.
Neither peak amplitudes nor latencies of this component

Figure 2.

Grand averages elicited by central stimuli (task-relevant but non-

targets), for subjects tested in upper VF. Top: Difference topog-

raphy (high minus low load) at the time of the N1 peak (�165

ms). Electrode sites included in statistical analyses of P1 and N1

components are highlighted. Bottom: Grand averages across the

indicated electrodes over left and right hemispheres, respec-

tively. *P < 0.05.

Figure 3.

C1 grand average topographies (A) and ERPs (B) in response to

distractors close to fixation. Data from subjects tested in upper

VF are shown on the left, and those tested in lower VF on the

right. Topographies are shown for low attentional load. ERPs in

(B) are averages across the electrodes indicated in (A). *P <
0.05.
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(as measured at electrodes CP1, CPz, CP3, P1, Pz, P2, PO3,
POz, and PO4) were influenced by Attentional Load (all F
< 1). Likewise, no significant effects were obtained for the
P1 component in upper VF subjects (measured at electro-
des P1, Pz, P2, PO3, POz, PO4, O1, Oz, and O2, in keeping
with a more posterior distribution than N90op; all F < 1).
The N1 response to peripheral stimuli was observed

bilaterally, in both lower and upper VF subjects, with its
peak situated over lateral centro-parietal electrode sites.
For the upper VF group, electrodes CP1-CP6 and P1-P6
were selected to analyze the N1 voltage and latency, with
Attentional Load as within-subjects factor, but this showed
no significant modulation for either measure of this com-
ponent (both P > 0.37). Likewise, for the lower VF group,
no effects of Attentional Load on N1 amplitude or latency
(as measured at electrodes CP3-CP6 and P3-P6) were
observed (all F < 1). In the latter group, however, evalua-
tion of the N1 was complicated by its partial overlap in
time and space with the aforementioned N90op, and we
therefore confirmed these results using a microstate seg-
mentation analyses (see later) that allowed us to better dis-
entangle these two negative-going components.

Topographic Analyses

To complement the peak analyses described above, we
investigated scalp voltage distributions in the different ex-
perimental conditions across time using a microstate seg-
mentation analysis (see Materials and Methods) as imple-
mented in Cartool (www.brainmapping.unige.ch). Spatio-
temporal K-means cluster analyses [Pasqual-Marqui et al.,
1995] were first conducted on the grand averages of ERPs
to central target stimuli in both load conditions, with the
lower and upper VF groups analyzed separately. Results
demonstrated a high degree of similarity for the successive
microstates between low- and high-load conditions in both
groups; with the earliest indication of topographic differ-
ences between load conditions arising at �250 ms poststi-
mulus. Combined with the peak measures, this topo-
graphic analysis suggests that the significant differences in
N1 amplitude (peak �150 ms) evoked by the central stim-
uli (see above) was the result of differing strength of activ-
ity within the same set of neural generators.
We then tested for differences in voltage topography in

response to the peripheral distractors. Based on the results
of the peak analyses reported in the preceding section, we
conducted separate analyses for upper and lower VF sub-
jects. The segmentations showed a high degree of topo-
graphic similarity between low- and high-load conditions,
particularly in the lower VF group, where the first indica-
tion of topographical differences were present at �240 ms
poststimulus. In the lower VF group, however, different
maps were already observed during the first 100 ms fol-
lowing distractor presentation, in addition to differences at
later stages of processing (see Fig. 4). The first difference
was seen during the initial period after distractor onset

(Maps 1 vs. 2, 0–50 ms), while another difference was also
present later (Maps 4 vs. 5, 70–100 ms).
We tested these differences by fitting the respective

maps obtained by segmentation of the grand-average data
onto individual subject ERPs from each load condition,
and then compared the number of time-frames during
which each map was present (TF criterion), as well as the
amount of topographical variance explained by each map
(GEV criterion). When examining the early succession of
topographical maps in the first 100 ms poststimulus onset,
we found a significant Load3Map interaction for the TF
criterion [F(1, 13) 5 9.39, P 5 0.009], indicating that Map 1
was present significantly longer under high than low load
(P 5 0.02, paired t-test) and vice versa for Map 2 (P 5
0.03). The same pattern of results was observed for the
GEV criterion, although the interaction term did not quite
reach significance (P 5 0.057). Analysis of Maps 4 and 5
yielded similar results, with a significant Load 3 Map
interaction for the TF criterion [F(1, 13) 5 5.73, P 5 0.032]
and a marginally significant effect for the GEV criterion (P
5 0.09). However, post-hoc t-tests indicated that differen-
ces between load conditions were significant only for Map
5 (TF criterion, P 5 0.02; GEV criterion, P 5 0.03).
Taken together, these results suggest very early differen-

ces in the configuration of neural generators implicated in
the processing of task-irrelevant distractors as a function
of attentional load. Importantly, these differences were

Figure 4.

Microstate segmentation (first 300 ms poststimulus) of grand

averages elicited by distractors in upper VF. Map numbers are

superimposed on global field power traces of low- and high-load

conditions. Topographic maps differing between load conditions

are displayed at the top and bottom, respectively. For the high-

lighted maps, a significant Load 3 Map interaction (P < 0.05)

was observed after fitting onto single-subject ERPs (backfitting

was done only for the first 100 ms poststimulus). [Color figure

can be viewed in the online issue, which is available at www.

interscience.wiley.com.]
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most pronounced before C1 or during its rising phase,
suggesting that these changes may reflect a possible source
of the attentional influences on C1 peak amplitude as re-
ported earlier. Again, no such difference between low- and
high-load conditions was observed in lower VF subjects.

Source Localization

Finally, we applied a Local Autoregressive Average
[LAURA; cf. Grave de Peralta Menendez et al., 2004] dis-
tributed source localization algorithm on the VEPs elicited
by distractors in upper VF. Using the approximate time-
windows for which significant topographic differences
were observed (0–60 and 60–100 ms poststimulus), we cal-
culated inverse solutions for each subject and condition
and subsequently averaged them. As expected, distractor-
related neural activity common to both load-conditions
was primarily observed in early visual areas, with a clear
maximum located near the occipital pole (Fig. 5A),
although weaker source activity was also found in higher
areas along the temporal visual stream. This was the case
for both time-windows of interest, although overall activity
was stronger during the 60–100 ms interval than during
the first 60 ms (data not shown).
To pinpoint the neural correlates of load-induced differ-

ences observed in both waveform and microstate analyses,
we then compared the activity of each of the 4,024 cortical
generators between the two load-conditions and across
subjects, using a paired t-test with a significance criterion
of a 5 0.005 and an extent threshold of �3 contiguous
generators.
As shown in Figure 5B, significant differences were

observed for the second time-window from 60 to 100 ms,
where activity in medial and dorsal prefrontal cortex in
the left hemisphere was reduced under high attentional
load. Considering the extent of these areas as well as their
distance from the electrodes used for C1 measurements, it
seems unlikely that the observed differences in source
activity can explain the amplitude and topographic effects
reported earlier. We therefore assume that higher atten-
tional load did not induce differences in the configuration
of neural activity in occipital cortex (but amplitude differ-
ences only) or that the head model used did not offer suf-
ficient spatial resolution to detect any subtle load-related
differences in early visual cortex. By contrast, differential
activity in prefrontal cortex might indicate the recruitment
of cognitive resources under high attentional load and a
concomitant reduction of activity in default- or resting-
state-networks.

DISCUSSION

Using a well-established experimental paradigm that
induces different degrees of attentional load at fixation
[Bahrami et al., 2007; Lavie, 2006; Schwartz et al., 2005],
we demonstrate a modulation of visual responses to
peripheral distractors involving the very early stages of

visual cortex activity in humans. To our knowledge, only a
single ERP study [Kelly et al., 2008] recently described an
effect of spatial attention on the C1, which is the earliest
component of the VEP and is considered to reflect the first
volley of sensory information reaching V1 [Foxe and Simp-
son, 2002; Jeffreys and Axford, 1972]. Here, we show for
the first time that C1 can be modulated by attentional

Figure 5.

A: Distributed inverse solution results for distractors in upper

VF across subjects and conditions. Maximum activity was

observed near the occipital pole. Data are for the time-window

during which C1 topography persisted (60–100 ms, see Fig. 4).

A similar pattern of activity was observed for the first 60 ms

poststimulus, although at lower levels of overall activity. B:

Results of paired t-test on distributed inverse solutions. Activity

was compared between load conditions across all cortical gener-

ators, and those exceeding a significance criterion of 0.005 and

an extent threshold of �3 are shown. The same time-window

as in Figure 5 is displayed (no significant differences were

observed during the first 60 ms poststimulus). [Color figure can

be viewed in the online issue, which is available at www.

interscience.wiley.com.]
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load, providing new support for the view that even initial
inputs associated with C1 are sensitive to attentional influ-
ences. In addition, in our study, topographical analyses
suggest that load-induced changes in C1 amplitude are
related to subtle shifts in neural generators even before the
component’s peak. We note that feedback effects have not
been reported on the rising phase of the C1 [Foxe and
Simpson, 2002; Vanni et al., 2004], arguing against the
notion that our observations are linked to recurrent proc-
essing in V1. Finally, distributed source localization results
indicate disengagement of medial and dorsal prefrontal
cortex with increasing task demands, pointing to possible
sources of top-down effects modulating the processing of
task-irrelevant distractors due to changes in activity in
executive frontal networks.
These data go beyond many previous EEG studies sug-

gesting that attention does not affect primary visual cortex
activity as indexed by the C1 [Handy et al., 2001; Heinze
et al., 1994; Martinez et al., 1999; Noesselt et al., 2002], but
are in agreement with a number of animal studies showing
early attentional effects on V1 activity that may be unre-
lated to feedback influences from later stages of processing
[Gilbert and Sigman, 2007]. Our findings also converge
with previous behavioral [McAnany and Levine, 2007;
Rubin et al., 1996; Yeshurun and Carrasco, 1998], electro-
physiological [Pourtois et al., 2008b], and fMRI [Liu et al.,
2006] evidence suggesting major functional asymmetries
across the upper and lower VF, since a significant effect of
attentional load was detectable only following peripheral
stimulation above the horizontal meridian.

Modulation of Early Visual Processing by Attention

Top-down attentional modulations of early visual cortex
activity, including V1, have been consistently observed in
animal studies [Crist et al., 2001; Li et al., 2004] before
feedback from later stages of visual processing. Our results
provide important evidence that similar effects of attention
may be observed in human primary visual cortex. By con-
trast, previous studies examining primary visual cortex
activity in the context of manipulations of attention in
humans have usually emphasized effects on P1 and N1,
but reported an absence of effects on the C1 [Fu et al.,
2008; Handy et al., 2001; Heinze et al., 1994; Martinez
et al., 1999; Noesselt et al., 2002]. Possible reasons for these
negative findings include the use of relatively small-scale
stimuli [e.g., Handy et al., 2001], ineffective stimulus pre-
sentation on the horizontal midline [Martinez et al., 1999],
or confounding stimulus differences between attentional
conditions [e.g., Fu et al., 2008].
On the other hand, several recent studies reported that

early visual cortex activity may be influenced by factors
not directly related to attention or physical characteristics
of the stimuli. For example, Halgren et al. [2000] as well as
Pourtois et al. [2004] observed C1 modulations as a func-
tion of the emotional content of rapidly presented faces.
Similarly, using an emotional conditioning procedure, Sto-

larova et al. [2006] found that C1 amplitude was increased
for grating patterns previously associated with threat-
related cues. Moreover, we [Pourtois et al., 2008b] previ-
ously showed that perceptual learning can also influence
C1 amplitude and even more recently, Kelly et al. [2008]
elegantly demonstrated an effect of spatial attention on C1
amplitudes using an individualized mapping procedure to
account for large individual differences in the compo-
nent’s topography. Considering the high variability of
human visual cortex functional anatomy [Amunts et al.,
2000; Dougherty et al., 2003], these studies suggest that
stimulation protocols tuned to the receptive field charac-
teristics of V1 [Pourtois et al., 2004, 2008b; Stolarova et al.,
2006] and/or individual mapping procedures such as
employed by Kelly et al. [2008] are necessary to uncover
subtle effects of higher cognitive processes on initial proc-
essing in V1.
In the present study, we used large-scale, high-contrast

stimuli in the peripheral VF to demonstrate that increased
attentional load at fixation leads to stronger filtering of dis-
tractors and an associated reduction of C1 amplitudes. Our
results thus support the load theory of attentional selection
[Lavie et al., 2004], according to which increased atten-
tional demands for the central task may lead to a diversion
of resources away from peripheral distractors and reduce
their processing at early cortical stages. By contrast, previ-
ous ERP studies on attentional demands [Heinze et al.,
1994; Martinez et al., 1999; Noesselt et al., 2002] often used
tasks with a comparatively low impact on processing
resources, which could in turn explain the comparatively
late stages at which attentional filtering was observed.
Interestingly, Kelly et al. [2008] observed increases in C1

amplitude with spatial attention, presumably linked to
enhanced contrast perception [cf. Talgar and Carrasco,
2002; Yeshurun and Carrasco, 1998]. Whether C1 ampli-
tude increases or decreases might thus depend on the
task-relevance of the stimuli used to trigger the C1. In the
present experiment, as well as in our previous study of
perceptual learning [Pourtois et al., 2008b], peripheral
stimuli were task-irrelevant and thus suppressing neural
processing of these distractors at early stages—as reflected
in reduced C1 amplitudes—would benefit task perform-
ance on stimuli presented at fixation. By contrast, in the
study of Kelly et al. [2008], subtle changes in contrast had
to be detected in the peripheral stimuli used to elicit C1
responses. An enhanced representation of these stimuli
would aid task performance, in accordance with their find-
ing of higher C1 amplitudes under increased spatial atten-
tion. It thus seems that the interaction of visual cortex
functional anatomy, experimental stimulus characteristics,
and attentional task demands determines whether or not
modulations of early primary visual cortex activity can be
detected, and whether such modulations are reflected in
increased or decreased EEG signals.
From a more general viewpoint, it seems unlikely that

attentional effects should be observed across the whole vis-
ual cortex except V1. In natural situations, where stimula-
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tion does not occur within short and clearly separated
time-windows, information extracted in higher-order vis-
ual cortex is presumably crucial to shape or refine the
processing of subsequent stimuli from the earliest cortical
stages onwards [Hupe et al., 2001]. The demonstration by
Hupe et al. [2001] of transient MT/V5 inactivation leading
to changes in firing frequency of V1 neurons from the very
first time-bin of activation underlines the functional impor-
tance of ongoing top-down input to early visual cortex
[see also Foxe and Simpson, 2002]. The fact that neuronal
activity in V1 elicited by the same visual stimuli may
change as a function of task demands [Crist et al., 2001]
indicates that top-down influences can affect V1 excitabil-
ity [see also Bestmann et al., 2007; Ruff et al., 2006].
Although both animal [Mehta et al., 2000] and human
studies [Schwartz et al., 2005] suggest that attentional
effects are less pronounced at lower levels of the visual
cortex hierarchy, it is thus highly plausible that top-down
control plays an important role in shaping sensory proc-
essing within early visual areas [Hupe et al., 1998], and
our results add an important piece of evidence to the
emerging view of primary visual cortex as an adaptive
processor [Gilbert and Sigman, 2007; Gilbert et al., 2001]
rather than a specialized and inflexible module for the
treatment of low-level visual information.
Recent studies have demonstrated modulations of presti-

mulus a oscillations by spatial attention, linking them to
an active, retinotopically specific process of distractor sup-
pression [Kelly et al., 2006; Rihs et al., 2007]. Future
research will have to test whether a similar mechanism
may explain distractor suppression in paradigms where
spatial attention is fixed but other attentional parameters
are manipulated, as in the present study.

Differences in Attentional Effects Across

the Visual Field

Manipulation of attentional load in the task performed
at fixation elicited the expected pattern of behavioral and
electrophysiological effects. Subjects were slower to react
and committed more errors under high load, in accordance
with earlier reports [Bahrami et al., 2007; Lavie, 1995]; and
VEPs elicited by central target stimuli (see Fig. 2) showed
enhanced occipito-parietal N1 amplitudes in this condition,
in agreement with numerous studies demonstrating effects
of endogenous attention on this component [Doallo et al.,
2006; Eimer, 1998; Hillyard and Anllo-Vento, 1998; Hopfin-
ger and West, 2006; Mangun, 1995; Vogel and Luck, 2000].
Importantly, this attentional modulation of VEPs to central
stimuli was similar in upper and lower VF groups,
whereas attentional effects on VEPs to the peripheral dis-
tractors revealed a clear asymmetry between upper and
lower VF, with significant reductions of C1 amplitude only
in the former group.
We have previously reported a similar asymmetry in C1

modulation [Pourtois et al., 2008b] and discussed possible
sources of this effect. In particular, physiological differen-

ces along the upper versus lower hemiretina systems
[Lehmann and Skrandies, 1979; Previc, 1990; for review,
see Skrandies, 1987] may interact with attentional states in
such a way as to produce seemingly contradictory results
if the same stimuli are presented in different parts of the
VF. This has been elegantly demonstrated by Carrasco and
coworkers [Talgar and Carrasco, 2002; Yeshurun and Car-
rasco, 1998], who found that the same attentional manipu-
lation may lead to performance increases or decreases
depending on the eccentricity of stimulation. They inter-
preted this effect as a consequence of differences in spatial
resolution and contrast sensitivity across the retina, with
spatial attention being applied to areas of high spatial re-
solution resulting in reduced perception of low-resolution
stimuli. However, this hypothesis cannot readily explain
the asymmetries observed in the present paradigm, where
peripheral stimuli were completely irrelevant and thus
ignored by the subjects.
Nevertheless, psychophysically relevant differences

between upper and lower VF seem a likely explanation for
the differential effects observed. We surmise that differen-
ces in several physiological properties such as contrast sen-
sitivity, spatial resolution, and conduction velocity may
give rise to different degrees of load-sensitivity in upper
and lower VF. This hypothesis is in accordance with the
proposal that in humans, ecological constraints should
favor higher spatial resolution in lower VF [Previc, 1990;
Skrandies, 1987]. Furthermore, given the predominant pro-
jections of the upper VF to the ventral temporal stream,
and the major role of attention for gating visual processing
along object recognition pathways [Chelazzi, 1995], it is
possible that attentional filtering might have a stronger
impact on the upper than lower VF. Conversely, therefore,
stimuli presented in the lower VF may be more resistant
to modulation by attentional load, as found in the present
study. The fact that Kelly et al. [2008] found effects of spa-
tial attention on C1 amplitudes in both upper and lower
VF is probably linked to stimulus differences: As noted by
Previc [1990], asymmetries between upper and lower VF
are most pronounced at low spatial frequencies and when
large stimuli are used (as in the present study), whereas
such asymmetries are much reduced at high spatial fre-
quencies and for smaller stimuli [as employed by Kelly
et al., 2008].

CONCLUSION

We have demonstrated a modulation of the first compo-
nent of the VEP in response to peripheral distractors as a
function of attentional load of a task at fixation. The effect
was selectively observed in the upper VF. This is the first
demonstration of attentional load effects on the very early
stages of visual processing in humans, corresponding to
the initial inputs into V1. We suspect that previous results
showing the C1 to be unaffected by attentional manipula-
tions are related to insufficient load being imposed on the
attentional domain under study, differences in physical
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stimulation between experimental conditions, or individual
differences in functional anatomy precluding reliable
assessment of C1.
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