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Abstract: We designed a novel task, partially incongruent categorization (PIC), to examine the timing
of cognitive control. In the PIC task, participants categorized the probe stimulus according to a specific
concept, and the number of features corresponding to the concept was varied. When there was one fea-
ture (c1 condition), the probe would elicit only categorization, but when there was more than one fea-
ture (c2 and c3 conditions), the probe would also elicit cognitive control. Here, the high temporal reso-
lution of event-related potentials (ERPs) was utilized to investigate the temporal patterns of activity
during conflict detection and control. Cognitive control elicited a N2 that was much larger in response
to c2 and c3 than c1 in stimulus-locked waveforms, and no difference was evident between c2 and c3.
The N2 was followed by a P3 that was much less on c2 and c3 than c1 trials, with no difference
between c2 and c3. A dipole source analysis for two difference waves, c22c1 and c32c1, further
showed that the corresponding dipoles of the N2 and P3 in the cognitive control conditions were in
the anterior cingulate cortex (ACC) and prefrontal cortex (PFC), respectively. Taken together, the pres-
ent findings support that ERP components in response to the PIC task reflect the time course of cogni-
tive control: the N2 responds to conflict information and subsequently activates the P3 to control this
conflict. The connection between the ACC and PFC is supported by their sequential activation within
trials. Hum Brain Mapp 29:1028–1039, 2008. VVC 2007 Wiley-Liss, Inc.
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INTRODUCTION

Cognitive control, the ability to guide thought and
action in accordance with internal intentions, lies at the
heart of most higher mental faculties that make us
human, such as planning, reasoning, problem solving,
and language [Cohen et al., 2000]. Cognitive control
involves dissociable brain structures, such as the anterior
cingulate cortex (ACC) and prefrontal cortex (PFC). While
the former is likely to be involved in evaluating the
strength of control required, the latter may provide top-
down support of task-appropriate behaviors [MacDonald
et al., 2000]. Much research shows that the ACC detects

Contract grant sponsor: NSFC; Contract grant numbers: 30325026,
30525030; Contract grant sponsor: National Key Program of Basic
Psychology; Contract grant numbers: NSKD06009, NSKD06003;
Contract grant sponsor: MSTC; Contract grant number: 2003CB716106.

*Correspondence to: Hong Li. E-mail: lihong@swu.edu.cn or
Dezhong Yao. E-mail: dyao@uestc.edu.cn

Received for publication 11 January 2007; Revised 18 April 2007;
Accepted 8 June 2007

DOI: 10.1002/hbm.20449
Published online 25 September 2007 in Wiley InterScience (www.
interscience.wiley.com).

VVC 2007 Wiley-Liss, Inc.

r Human Brain Mapping 29:1028–1039 (2008) r



and signals the occurrence of conflicts in information
processing [e.g., Botvinick et al., 1999; van Veen and Car-
ter, 2002], and the PFC is involved in implementing con-
trol [e.g., Cohen et al., 2000; Gehring and Knight, 2000;
Kerns et al., 2004]. The conflict monitoring hypothesis
[Botvinick et al., 2001] supposes that the conflict monitor-
ing system first evaluates current levels of conflict, and
then passes this information on to the centers responsible
for control, triggering them to adjust the strength of their
influence on processing.
Since the ACC responds to the occurrence of conflict

and the PFC is involved in implementing control, it is rea-
sonable to infer that activation of the ACC would trigger
activation of the PFC [Botvinick et al., 2001]. However,
there is little direct evidence of a connection between the
detection of conflict in the ACC and subsequent greater
control recruited in the PFC [Matsumoto and Tanaka,
2004]. Kerns et al. [2004] demonstrated that conflict-related
activity in the ACC predicts both greater PFC activity and
adjustments in behavior, supporting a role for the ACC in
the engagement of cognitive control. These data provide
strong support for the proposal that ACC activity is linked
to subsequent implementation of control [Botvinick et al.,
2004]. However, ACC activities on conflict and error trials
were found to predict PFC activity on the following trial
so that the connection between the ACC and PFC was
obtained through analyzing different trial types [Kerns
et al., 2004]. The same problem exists in other studies as
well [e.g., Aron et al., 2004; Botvinick et al., 2004; Liston
et al., 2006]. Activation of the ACC followed by PFC acti-
vation has not yet been recorded within one trial. It may
be that only one of two processes, either conflict detection
resulting in response selection [van Veen and Carter, 2002]
or conflict anticipation resulting in conflict control [Kerns
et al., 2004] is needed when performing one trial. Alterna-
tively, the limited temporal resolution of functional neuroi-
maging relative to the underlying neural events makes it
difficult to discern whether increases in ACC activity are
coincident with or produce increases in dorsolateral PFC
activity [MacDonald et al., 2000].
To directly test the conflict monitoring hypothesis,

both conflict detection and conflict control need to be eli-
cited in one trial, and conflict detection should take place
before conflict control. Therefore, we have designed the
partially incongruent categorization (PIC) task. In gen-
eral, judging an object’s membership in a specific cate-
gory requires categorization processing [Freedman et al.,
2001; Thorpe et al., 1996]. According to this definition,
the category is the basis of categorization. However, in
the present study, the category is defined by features
which present a concept. If some of the probe features
are congruent with this concept, the probe is regarded as
a member of the category. Besides the feature of the
probe congruent with the concept, there is also one that
is incongruent with the concept, and these two features
are processed simultaneously. Although the congruent
feature elicits matching and positive categorization, the

incongruent feature elicits mismatching and negative cat-
egorization. However, only one congruent feature is
required for a positive response. Therefore, in a condi-
tion where a positive response is required, the incongru-
ent feature would elicit a task-irrelevant negative catego-
rization. To successfully complete task-relevant positive
categorization, participants are required to control the
negative response. Thus, in the PIC task, the incongruent
feature(s) elicit information conflict and subsequent
response control.
Some researchers have suggested that the PFC evaluates

the need for executive control whereas the ACC executes
the control [e.g., Posner and DiGirolamo, 1998; Turken and
Swick, 1999]. This has been termed the regulative hypothe-
sis of cognitive control [Holroyd and Coles, 2002; Johnston
et al., 2007; Markela-Lerenc et al., 2004; Roelofs, 2003; Roe-
lofs et al., 2006]. In our PIC task, we expect conflict detec-
tion and conflict control to be elicited successively within a
trial. This allows the monitoring hypothesis to be directly
examined, and this novel experimental paradigm is differ-
ent from the paradigms typically used to test the regula-
tive hypothesis.
We predicted that the interval between conflict onset

and control engagement would be rather short. Therefore,
in order to accurately record changes in brain activation,
high temporal resolution event-related potentials (ERPs)
were recorded during the PIC process and dipole source
analysis was used to localize the intracranial sources of
relevant ERP components. The results of previous
research indicate that early attention is reflected by the
N1 component [e.g., Mangun, 1995] and conflict detection
is reflected by the N2 component [e.g., Lange et al., 1998;
Liotti et al., 2000; Nieuwenhuis et al., 2003; van Veen and
Carter, 2002; Yeung and Cohen, 2006; Yeung et al., 2004].
Liotti et al. [2000] and Lange et al. [1998] suggested that
the N2 is related to activity in the ACC and van Veen
et al. [2002] localized the source of the N2 to the ACC
through dipole source localization analysis. The P3 is
regarded as being related to inhibitory processing
[Dimoska et al., 2003, 2006; Kok et al., 2004) and it is also
generally accepted that a distinction can be made between
two P3 subcomponents, the P3a and P3b [Kok, 2001]. The
P3a has a fronto-central scalp distribution [Linden, 2005],
which reflects activity of the frontal cortex [Polich, 2004]
and relates to the presentation of alarming stimuli
[McCarthy et al., 1997]. According to the conflict monitor-
ing hypothesis [Botvinick et al., 2001], conflict control is
preceded by conflict detection; specifically, ACC activa-
tion is followed by PFC activation. In the present study,
we expected to observe the N2 component followed by
the P3 component within trials. We also aimed to separate
the intracranial sources of the N2 and P3 through dipole
source analysis. The source of the N2 was expected to be
located in the ACC, whereas the source of the P3 was
expected to be located in the PFC. These findings would
provide direct evidence for the conflict monitoring hy-
pothesis.
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PARTICIPANTS AND METHODS

Participants

As paid volunteers, 15 adults (eight women, seven men)
aged 21–26 years (mean age 23.2 years) participated in the
experiment. All participants were healthy, right-handed,
and had normal or corrected to normal vision. The study
was approved by the local Ethics Committee and partici-
pants received RMB40 for their participation, which pro-
vided sufficient motivation.

Partially Incongruent Categorization Paradigm

In this PIC task, geometric stimuli are presented vary-
ing along three attributes (color, stripe orientation, and
shape) and having four possible features for each attrib-
ute (see Fig. 1). The PIC task consists of two phases:
forming a concept and categorization. When forming a
concept, participants are presented two stimuli simulta-
neously and are asked to infer the common feature or
features [Bigman and Pratt, 2004]. During categorization,
they must decide whether the probe stimulus shares a
feature with the two former stimuli. They respond by
pushing one button if the probe shares a feature with the
previously presented stimuli (positive response), and
another button if it does not (negative response). The
critical element in the design of the PIC task is that no
matter how many features are involved in the concept,
only one feature of the probe is congruent with the two
previous stimuli during a positive response. Features

pertaining to the concept decide which attributes of the
forthcoming probe will be attended, and features not rel-
evant to the concept decide which attributes will be omit-
ted from attentional processing. For example, if the con-
gruent feature is ‘‘red", participants will attend to the
color of the probe, but not to the stripe orientation or
shape. Information that is irrelevant to a task elicits cog-
nitive control processing [Barcelo et al., 2006; Kerns
et al., 2004], but this depends on whether the information
is attended by participants. When irrelevant information
is omitted from attentional processing, it does not inter-
rupt processing of relevant information.
For positive responses, only one feature is anticipated to

be congruent with the probe; therefore, the number of fea-
tures in the concept decides whether conflict and control
are involved in categorization. With only one feature in
the concept (c1 condition; Fig. 1A), cognitive control is not
elicited because only one feature is attended to, and that is
the congruent feature. However, cognitive control is eli-
cited when more than one feature pertains to the concept.
In this study, we designed two conditions with more than
one feature related to the concept. The c2 condition (Fig.
1B) involves two features and the c3 condition (Fig. 1C)
involves three features. In these two conditions, concept-
forming results in attention toward two and three features,
respectively, but there is only one congruent feature and
the others are incongruent. Therefore, these incongruent
features become attended irrelevant information and elicit
cognitive control. It is worth noting that the congruent fea-
ture is assigned randomly so that the incongruent feature
cannot be predicted.

Figure 1.

The main cognitive processes in the PIC task. In condition c1

(A), if the feature relevant to the concept were 08 (A, left), then
the participants would form anticipation to the ‘‘stripe orienta-

tion’’ attribute. After the presentation of the probe, this attrib-

ute would be attended, but the ‘‘color’’ and ‘‘shape’’ attributes

would be omitted from attention. For trials requiring a positive

response (when the probe stimulus has a stripe orientation of

08; A, right), the stimulus would not elicit conflict and control.

In condition c2 (B), if the features relevant to the concept were

square and 458 (B, left), then the participants would form antici-

pation to ‘‘shape’’ and ‘‘stripe orientation.’’ After presentation of

the probe, both of these attributes would be attended, but

‘‘color’’ would be omitted from attention. Trials requiring a posi-

tive response could have either a square probe or a probe with

458 stripe orientation. For example, it may be a circle with 458
stripe orientation or a square with 1358 orientation (B, right).

However, only one feature would be congruent with partici-

pants’ anticipation and the other feature would become an

attended incongruent feature, eliciting conflict and control during

categorization. Similarly to c2, in condition c3 (C), if the features

in the concept were red, circle, and 458 (C, left), but positive

response trials only had one congruent feature (C, right), both

conflict and control would be elicited, but the number of con-

flicting features attended to in c3 is more than in c2.
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Stimuli

The stimuli were all familiar geometric figures and each
stimulus had a specific feature in each of three attributes:
color (yellow, blue, green, red), shape (triangle, square,
circle, cross), and stripe orientation (08, 458, 908, 1358). The
combination of the four feature levels and three attributes
resulted in 4 3 4 3 4 5 64 different stimuli. The stimuli
were all drawn in CorelDRAW 11 (Corel Corporation,
Ottawa, Canada), and were individually exported and
saved as bitmap files. The sizes of the figures were: 4.56
cm base and 5.92 cm high for triangles, 4.28 cm edge for
squares, 4.28 cm diameter for circles, and 4.24 cm edge for
crosses (see Fig. 1). During the experiment, the distance
between participants’ eyes and the screen was about
1.5 m; therefore horizontal and vertical angles were both
less than 3.58.

ERP Recording

Electroencephalography (EEG) was conducted with the
64-channel (Neuroscan, El Paso, TX) EEG recording sys-
tem, with references on the left and right mastoids [aver-
age mastoid reference, Luck, 2005]. The electrooculogram
(EOG) was recorded with electrodes placed above and
below the left eye. All interelectrode impedance was
maintained below 5 kX during recording. The EEG and
EOG were continuously sampled at 500 Hz with DC-100
Hz bandpass and 50 Hz notch on. Trials contaminated
with EOG artifacts (mean EOG voltage exceeding 680
lV) or those with artifacts due to amplifier clipping,
bursts of electromyographic (EMG) activity, or peak-to-
peak deflection exceeding 680 lV were excluded from
averaging.

Procedure and Tasks

The experimental procedure is illustrated in Figure 2. At
first, a fixation cross was presented in the center of the
screen for 500 ms. Next, two stimuli (s1 and s2) were pre-
sented for 1500 ms and participants were instructed to
infer common features between the two stimuli for the cat-
egorization concept. Finally, after a 500–1500 ms interval,
a probe stimulus was presented and participants judged
whether the probe belonged to the same category as the

previous stimuli. The probe was terminated by key press
or after 2,000 ms.
If a feature in the probe was congruent with the antici-

pated feature, participants were instructed to make a posi-
tive response by pressing a key; if no feature in the probe
was congruent with the anticipated feature, participants
made a negative response by pressing another key. Suffi-
cient practice was provided before the formal experiment,
and only participants with over 90% correct practice trials
were allowed to proceed to the experiment. All 15 partici-
pants met this requirement after a block of 80 practice tri-
als was completed.

Experimental Design

Three experimental conditions were designed, corre-
sponding to different numbers of features involved in the
categorization concept. There was one feature in the con-
cept for c1, two features in c2 and three features in c3.
There were two types of responses made by the partici-
pants: the positive and the negative, and thus there were
six treatments (three conditions * two response types).
There were 80 experimental trials in each treatment and
therefore 480 trials total were completed in eight blocks.
Within each block, 10 trials were assigned to each treat-
ment. When positive responses were required, only fea-
ture-matching took place in c1 trials, whereas both feature-
matching and feature conflict took place in c2 and c3.
However, when negative responses were required, only
feature conflict took place in all three conditions. When
none of the probe features were congruent with the con-
cept, the information in the probe was all task-relevant
(incongruent features) and elicited no cognitive control. In
the present study, only data from correct positive
responses were analyzed.

ERP Data Analysis and Statistics

ERP waveforms were time-locked to the onset of the
probe. The averaged epoch for ERPs was 700 ms including
a 100 ms baseline. The following 12 sites were chosen for
statistical analysis: F3, Fz, F4, FC3, FCz, FC4, C3, Cz, C4,
CP3, CPz, and CP4 (see Fig. 3).

Figure 2.

The experimental procedure for

one trial in the present study.
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The amplitude (from baseline to peak) and latency of
the N1 component were measured in a 80–140 ms time
window. The amplitude and latency of the P2 were mea-
sured in a 180–230 ms time window. For the N2, the am-
plitude and latency were measured in a 240–300 ms time
window. The amplitude and latency of the P3 were mea-
sured in a 340–400 ms time window. The amplitudes and
latencies of the above four components were analyzed
using two-way repeated measures analysis of variance
(ANOVA) with factors of condition (c1, c2, and c3) and

electrode site (12 sites). The P values of all main and inter-
action effects were corrected using the Sphericity method
for repeated-measures effects.

Dipole Source Analyses

The Brain Electrical Source Analysis toolkit (BESA 2003,
v.5.1.2600.1106, MEGIS Software GmbH, Munich, Ger-
many) was used to perform dipole source analysis. The
head model is a four-shell ellipsoidal head. To focus on
the scalp electrical activity related to the processing of
pure cognitive control, the averaged ERPs evoked by c1
(no cognitive control) were subtracted from the ERPs
evoked by c2 and c3 (cognitive control), and two differ-
ence waves were obtained accordingly (c22c1 and c32c1).
Principal Component Analysis (PCA) was employed in the
interval of 240–300 ms for the N2 and 340–400 ms for the
P3 in order to estimate the number of dipoles needed to
explain the difference waves. When the number of dipoles
was determined with PCA, software automatically deter-
mined the dipoles’ location, and the relevant residual var-
iance criterion was used.

RESULTS

Behavioral Performance

The reaction times for correct responses and accuracy
were analyzed using repeated-measures ANOVAs with
the three conditions as independent variables. Specific
effects were tested using paired-sample t tests. Reaction
time (Mean 6 SE) was 649 6 31.7 ms on c1, 824 6 36.4 ms
on c2, and 846 6 36.6 ms on c3 trials (Fig. 4, left). The
response times exhibited significant effects of condition,

Figure 3.

The 64-channel Neuroscan electrode montage. The statistical

analysis is based on data recorded by electrodes located within

the small circles.

Figure 4.

Mean response times for the c1, c2, and c3 conditions in the PIC task (left). Mean accuracies for

the same three conditions (right). Error bars indicate the SE.
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F(2,28) 5 48.777, P < 0.001. Participants responded more
slowly to the probe on c2 than on c1 trials, t(14) 5 8.274,
P < 0.001 and on c3 than on c1 trials, t(14) 5 9.074, P <
0.001, but response times on c2 and c3 trials did not differ,
t(14) 5 0.952, P 5 0.357. Accuracy (Mean 6 SE) was 0.97 6
0.0074 on c1, 0.96 6 0.0077 on c2 and 0.94 6 0.009 on c3
trials (Fig. 4, right). There was a significant effect of condi-
tion, F(2,28) 5 10.876, P 5 0.002 such that more errors were
made on c2 than on c1 trials, t(14) 5 2.892, P 5 0.012, on c3
than on c1 trials, t(14) 5 3.62, P 5 0.003, and on c3 than on
c2 trials, t(14) 5 2.803, P 5 0.014.

ERP Data Analysis and Statistics

Early components N1 and P2

The ERP waveforms for the three conditions at the elec-
trode sites selected for analysis are shown in Figure 5. The
early components N1 and P2 were elicited by all three con-
ditions. There was a significant main effect of condition for
N1 amplitude (F(2,28) 5 3.684, P 5 0.038) with means of
22.25 6 0.42 lV for c1, 22.27 6 0.33 lV for c2, and 23.09 6
0.45 lV for c3. The results of Pairwise Comparisons of
Means showed that N1 amplitude was higher for c3 than
c1 (F(1,14) 5 6.904, P 5 0.02), whereas c1 and c2 and c2 and
c3 did not differ (F(1,14) 5 2.67, P 5 0.125 and F(1,14) 5 1.487,
P5 0.243, respectively). There was no significant main effect

of condition for N1 latency (F(2,28) 5 0.794, P 5 0.462; 100 6
3.7 ms for c1, 101 6 3.2 ms for c2, and 99 6 2.5 ms for c3).
There was a significant main effect of condition for P2

amplitude (F(2,28) 5 6.231, P 5 0.011), with means of 7.3 6
1.27 lV for c1, 5.7 6 1.28 lV for c2, and 5.614 6 1.28 lV
for c3. The results of Pairwise Comparisons of Means
showed that P2 amplitude was higher for c1 than c3 (F(1,14)
5 12.517, P 5 0.003) and c2 (F(1,14) 5 12.517, P 5 0.003),
whereas c2 and c3 did not differ (F(1,14) 5 0.075, P 5
0.789). There was no significant main effect of condition
for P2 latency (F(1,14) 5 2.556, P 5 0.131; 225 6 4.3 ms for
c1, 191 6 20.3 ms for c2, and 218 6 4.1 ms for c3).

Late components N2 and P3

As shown in Figure 5, the late N2 and P3 components
were elicited by all three conditions. There was a signifi-
cant main effect of condition for N2 amplitude (F(2,28) 5
17.768, P < 0.001), with means of 5.7 6 1.24 lV for c1, 3.3
6 1.12 lV for c2, and 2.6 6 1.12 lV for c3. The results of
Pairwise Comparisons of Means showed that N2 ampli-
tude was higher for c2 than c1 (F(1,14) 5 18.924, P 5 0.001),
and for c3 than c1 (F(1,14) 5 50.713, P < 0.001), but c2 and
c3 did not differ (F(1,14) 5 1.219, P 5 0.288). There was no
significant hemisphere effect of N2 amplitude (F(1,14) 5
0.166, P 5 0.69; 3.76 6 1.06 lV in the left hemisphere and
3.9 6 1.12 lV in the right hemisphere). There was a signifi-

Figure 5.

Grand average (n 5 15) of

ERPs in response to c1 (gray

line), c2 (black line), and c3

(dotted line) at the 12 elec-

trode sites chosen for statistical

analysis. Time 5 0 ms corre-

sponds to the onset of target

stimulus presentation. N1, P2,

N2, and P3 are indicated on the

waveform plots. [Color figure

can be viewed in the online

issue, which is available at

www.interscience.wiley.com.]
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cant main effect of condition on N2 latency (F(2,28) 5
15.429, P < 0.001; 258 6 4.2 ms for c1, 276 6 6.2 ms for c2,
and 278 6 5.1 ms for c3). The results of Pairwise Compari-
sons of Means showed that N2 latency was shorter for c1
than c2 (F(1,14) 5 15.686, P 5 0.001) and for c1 than c3
(F(1,14) 5 32.124, P < 0.001), but c2 and c3 did not differ
(F(1,14) 5 0.377, P 5 0.549).
There was a significant main effect of condition for P3

amplitude (F(2,28) 5 51.185, P < 0.001). The means of the
conditions were 11.8 6 1.06 lV for c1, 7.6 6 1.22 lV for
c2, and 7.06 6 1.18 lV for c3. The results of Pairwise Com-
parisons of Means showed that P3 amplitude was higher
for c1 than c2 (F(1,14) 5 74.588, P < 0.001) and c3 (F(1,14) 5
110847, P < 0.001), but c2 and c3 did not differ (F(1,14) 5
0.783, P 5 0.391). There was a significant hemisphere effect
on P3 amplitude (F(1,14) 5 10.121, P 5 0.007; 7.8 6 1.04 lV
in the left hemisphere and 9.2 6 1.13 lV in the right hemi-
sphere). There was no significant main effect of condition
on P3 latency (F(2,28) 5 1.107, P 5 0.345; 367 6 5.2 ms for
c1, 371 6 5.7 ms for c2, and 374 6 6.1 ms for c3).

Topographical Maps and Dipole Analyses of

Difference Waves

According to Figure 6, the activity of the two difference
waves at 280 ms was mainly in the midline frontal scalp
and activity at 370 ms was in the right frontal scalp. In

order to localize the encephalic source of the difference
waves at these timepoints, BESA was applied to segments
of the grand-average waveforms that had produced signifi-
cant contrasts (c1 vs. c2 and c1 vs. c3) in the preceding sta-
tistical analyses. The results were accepted when the soft-
ware showed an acceptable fit (residual variance <15%).
For the c22c1 difference wave, we fitted the waves

within a 240–300 ms window for the N2 component and a
340–400 ms window for the P3 component in accordance
with the latencies of the N2 and P3 indicated in Figure 4.
First, PCA was employed in these intervals to estimate the
number of dipoles needed for fitting. The first component
in the 240–300 ms window accounted for 96.5% of var-
iance, and that in the 340–400 ms window accounted for
99.4%. Therefore, one dipole was used to fit the waves in
each window. The dipole for the 240–300 ms window was
located approximately in the ACC and accounted for the
variance with a residual variance of 8.87%. The dipole for
the 340–400 ms window was in the right inferior PFC and
accounted for the variance with a residual of 11.17%. The
locations of these two dipoles are shown in Figure 7.
The same source analysis procedure was used to localize

sources for the c32c1 difference wave within 240–300 and
340–400 ms windows. The first PCA component for the
240–300 ms window explained 96.3% of variance and that
for the 340–400 ms window explained 96.94% of the var-
iance; thus one dipole was used for source localization for

Figure 6.

Grand average of ERPs in

response to c1, c2, c3, and the

difference waves (c22c1 and

c32c1) at Cz and topographic

maps of the difference waves

at 280 ms and 370 ms. The

two grand averages and c22c1

difference waves are presented

in the upper left panel, and the

two grand averages and c32c1

difference waves are in the

lower left panel. The topo-

graphic maps of the c22c1 dif-

ference wave at 280 ms and

370 ms are presented in the

upper right panel, and those of

the c32c1 difference wave at

280 and 370 ms are presented

in the lower right panel.
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these two windows. The dipole for the 240–300 ms win-
dow was located in the ACC and accounted for the var-
iance with a residual of 11.31%. The dipole for the 340–400
ms window was located in the right inferior PFC and there
was a residual of 13.485%. The locations of these two
dipoles are shown in Figure 7.

DISCUSSION AND CONCLUSION

During the PIC task, participants form a categorization
concept before the probe is presented, which determines
which feature they will attend to in the probe. Conse-
quently, the relevant feature in the probe is attended to
and irrelevant features are omitted from attentional pro-
cessing. After the probe is presented, participants only pay

attention to the feature in accordance with their anticipa-
tion. One, two, and three features were attended to in c1,
c2, and c3, respectively.

Early Processing

In general, attention is reflected by N1 amplitude [e.g.,
Hillyard and Anllo-Vento, 1998; Mangun, 1995; Sabri et al.,
2006], which was modulated in the present study by the
number of features attended. N1 amplitude in c2 and c3
were lager than c1, but did not differ between c2 and c3.
These results suggest that N1 amplitude is related to
whether attention is distributed rather than the scope of its
distribution. While N1 amplitude differed between the
conditions requiring distributed attention (c2 and c3) and
the condition that did not (c1), the difference between the

Figure 7.

Dipole source localizations for the difference wave c22c1 and

c32c1 at peak latencies of the N2 and P3. The top left panel is

the fitted dipole within the 240–300 ms window presented in

the sagittal, coronal, and transverse sections (Talairach coordi-

nates x 5 8.3, y 5 11.2, z 5 38.7). The top right panel is the fit-

ted dipole within the 340–400 ms window viewed in the sagittal,

coronal, and transverse sections (x 5 25.7, y 5 24.4, z 5 35.9).

The bottom left panel is the fitted dipole within the 240–300 ms

window viewed in the sagittal, coronal, and transverse sections

(x 5 0.5, y 5 8, z 5 32.3). The bottom right panel is the fitted

dipole within the 340–400 ms window viewed in the sagittal,

coronal, and transverse section s (x 5 25.7, y 5 25, z 5 24.9).
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extent of the distribution of attention did not result in sig-
nificant differences in N1 amplitude between c2 and c3.
The P2 is believed to relate to perceptual processing
[Bigman and Pratt, 2004; Hillyard and Anllo-Vento, 1998]
and we found a main effect of condition on P2 amplitude,
but not latency. The results of Pairwise Comparisons of
Means showed that the P2 reflected the magnitude of the
difference in feature perception. The perceptual processing
reflected by the P2 provides a basis for subsequent cogni-
tive processing.

Conflict Detection and Control

Unlike the fixed dimension in which the conflict feature
occurs [e.g., Carter et al., 2000], in the present study, the
conflict information was randomly assigned to a dimen-
sion. For example, in the c2 condition, if the concept is
‘‘red’’ – ‘‘triangle", the conflict feature could appear in ei-
ther the color or shape dimension. In this case, even if the
participant knows that the conflict information will occur
in the forthcoming probe, he or she can not prepare in
advance for which dimension the conflict will be seen in
because there are two possibilities. Instead, only after per-
ceiving the probe and comparing the features presented
with the concept can conflict be judged and further control
take place. Here the judgment of whether a feature is con-
flicting or not represents conflict detection; therefore, con-
flict detection can happen only after the perception of the
probe.
Following the N1 and P2 early processing components,

the coming N2 was elicited in all three conditions, and
previous research suggests that the N2 indicates conscious
processing of information [e.g., Lumer et al., 1998; Marois,
2005; Sergent et al., 2005]. It is likely that the participants
consciously analyzed the features of the probe to compare
them to the anticipated features in accordance with the
categorization concept. Categorization takes place and con-
flict is elicited if the features do not match. The N2 may
also reflect the appearance of conflict [e.g., Lange et al.,
1998; Liotti et al., 2000; Nieuwenhuis et al., 2003; van Veen
and Carter, 2002; Yeung and Cohen, 2006; Yeung et al.,
2004], which is manifested in the N2 amplitudes of the
three conditions: the c2 and c3 conditions, which have con-
flicting information, had larger amplitudes than the c1 con-
dition, which did not. These results show that participants
detect conflict about 280 ms after probe onset.
The weaker N2 in c1 may reflect feature matching, but

stronger N2s in c2 and c3 may also reflect feature conflict.
The difference waves c2–c1 and c3–c1 theoretically reflect
the processing of feature conflict. The dipole source analy-
sis conducted on the two difference waves in the 240–300
ms time window showed that two dipoles were localized
in the ACC, which is consistent with previous results that
the encephalic source of the N2 is the ACC [Lange et al.,
1998; Liotti et al., 2000; van Veen and Carter, 2002].
Because of the close relationship between the ACC and
conflict detection [Botvinick et al., 2004; Fincham and

Anderson, 2006; Kerns et al., 2004; Swick and Turken,
2002], it may be concluded that the stronger N2 in the c2
and c3 conditions reflects the detection of conflict.
Detected conflicting information must be inhibited or it

would disturb task-relevant processing, i.e., categorization
judgment. Thus, the P3 after the N2 may reflect inhibition
processing. Some previous research suggests that P3 ampli-
tude elicited by a condition involving inhibition is less
than that elicited by a condition without inhibition
[Markela-Lerenc et al., 2004; Qiu et al., 2006; Ramautar
et al., 2006]. The pattern of P3 amplitude reported here is
consistent with these findings: P3 amplitude in both c2
and c3 were larger than that in c1, but did not differ
between c2 and c3, suggesting that the P3 in c2 and c3
reflects inhibition.
Many studies suggest that the P3 reflects categorization

processing [Batty and Taylor, 2002; Donchin, 1981; Meck-
linger and Ullsperger, 1993]. In this case, however, there
was only one matching feature in all three conditions,
making categorization in all three conditions equivalent.
According to the task design, only categorization took
place in c1, while inhibition control was also elicited in c2
and c3. Accordingly, the difference waves in the time win-
dows of P3 would reflect inhibition control. The dipole
source analysis conducted on the two difference waves in
the 340–400 ms time window showed that two dipoles
were localized in the right PFC, which is consistent with
the result that P3 amplitude in the right hemisphere was
larger than that in the left. Research has suggested that the
PFC is involved in inhibition in cognitive control [e.g., Bot-
vinick, 2004; Botvinick et al., 1999; Kerns et al., 2004; Mac-
Donald et al., 2000], thus the dipole results support that
the P3 in c2 and c3 reflect inhibition.
It is worth noting that the waves elicited by c2 and c3

did not show significant differences in amplitude and la-
tency of the main ERP components, and while the reaction
times did not differ between the two conditions. Because
these two conditions differed significantly from the c1 con-
dition with regard to the main ERP components, reaction
time, and accuracy, it could be suggested that the brain is
sensitive to whether conflict information appears, but not
to the magnitude of the conflict, which is consistent with
some previous findings [e.g., Egner and Hirsch, 2005;
Nieuwenhuis and Yeung, 2005]. It may be interpreted that
whatever the magnitude of the conflict, the brain simply
inhibits or rejects it. However, this problem requires fur-
ther research.
In the present study, the N2 and ACC activity reflecting

conflict detection happened at about 280 ms after the onset
of the probe, and the P3 and PFC activity reflecting inhibi-
tion control happened at about 370 ms. Importantly, the
successive activities happened within one trial. In contrast
to the ACC and PFC activation occurring in different trials
according to previous research [e.g., Kerns et al., 2004], the
results of the present study provide direct support for the
monitoring hypothesis of cognitive control [Botvinick
et al., 2001].
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Conflict Detection vs. Working Memory Load

In this PIC study, conflict detection could be confounded
with task load or difficulty. In fact, there is a one unit WM
load difference and a crucial difference in conflict (with/
without) between c1 and c2. There is also a one unit WM
load difference and a weak difference in conflict (level dif-
ference) between c2 and c3. If we assume that the WM
load difference acts as the main factor, we should find sig-
nificant N2/P3 differences for both situations (c1 vs. c2
and c2 vs. c3). However, the differences between c2 and c3
were not significant. In contrast, if we assume that the cru-
cial difference in conflict (with/without) was the main fac-
tor, we may find a significant difference between c1 and
c2, and a non-significant difference between c2 and c3.
Our results were consistent with the latter assumption.
In previous studies, the effect of WM load on ERPs was

mainly indexed by positive slow waves (PSW; e.g., Garcı́a-
Larrea and Cézanne-Bert, 1998], not the N2 and P3 which
showed significant differences among conditions in the
present study. The dipole localization results revealed that
the neural structure that generated the N2 activation was
the ACC, whereas typical WM results have not found a
role for the ACC [Ungerleider et al., 1998]. Therefore, the
differences in N2 and P3 in the present study are not
likely to reflect differences in working memory load.

Monitoring Hypothesis vs. Regulative Hypothesis

Besides the monitoring hypothesis, the regulative hy-
pothesis has also received substantial support. The study
by Markela-Lerenc et al. [2004] had a similar recording
and analysis approach as the present study. However,
they adopted a classic Stroop task while the present study
adopted a novel PIC task. We note that the conflict in PIC
is perceptual whereas the conflict in the Stroop is between
semantic automatic processing and color naming. In PIC,
participants have clear expectations about the forthcoming
features so that incongruence between the expected feature
and the probe feature on a specific attribute elicits conflict
immediately after the early perceptual processing stage. In
contrast, participants lack clear expectations in the Stroop
task and the processing of word meaning takes place after
the perceptual processing of word shape; hence, conflict
would not emerge as early as in our PIC task. In contrast
to our findings, Markela-Lerenc et al. [2004] observed no
difference in N2 amplitude between congruent and incon-
gruent conditions. Instead, the waveform difference
appeared in the P3 component, which has also been
observed in other ERP studies focusing on cognitive con-
trol using the Stroop paradigm [e.g., Qiu et al., 2006]. As
the P3 appears only after the completion of evaluation of a
stimulus [Kok, 2001; Polich, 2004], the difference in the P3
should reflect information processing at a higher level,
such as the comparison between word meaning and color
naming. Because the PFC is related to working memory
processing [Braver et al., 1997; Miller and Cohen, 2001],

the semantic conflict may be recognized in PFC and recur-
rently the ACC was activated, and such a process may
result in a PFC activation preceding the ACC activation.
Using an arrow-word Stroop task, Roelofs et al. [2006]

found that ACC activity on incongruent trials was greater
than congruent trials when responding to words, but no
difference existed between the two conditions when
responding to arrows. Although the authors did not dis-
cuss this result, it could be interpreted that conflict in the
Stroop task takes place after understanding the meaning of
the words, but participants had enough time (about 400
ms) before understanding the words to perceptually detect
the arrows. In responding to arrows, the response could
take place just after their detection, though it is impossible
to understand words in such a short time (about 200 ms).
Therefore, no conflict may have taken place even in incon-
gruent trials.
Recently, a study using single-unit activity (SUA) re-

cording in monkeys found that ACC activity is related to
top-down control [Johnston et al., 2007], which is consist-
ent with the regulative hypothesis. In fact, there is evi-
dence that the ACC may be involved in both control
[Badgaiyan, 2000; Johnston et al., 2007; Markela-Lerenc
et al., 2004; Roelofs et al., 2006; Swick and Turken, 2002]
and conflict detection [Botvinick et al., 1999; Carter et al.,
2000; Kerns et al., 2004; MacDonald et al., 2000; Matsumoto
and Tanaka, 2004]. According to Rainer [2007], in conflict
detection, the detectable neurophysiological change in the
ACC is found in the local field potential (LFP), while in
control, the change is mainly reflected by SUA. Mean-
while, according to neurophysiological studies, scalp EEG/
ERP recordings are closely related to the LFP [Kühn et al.,
2004; Speckmann and Elger, 2004]. These facts suggest a
reason why the work with SUA shows a role in control
[Johnston et al., 2007] and the current work with ERPs
shows a role in conflict detection for the ACC.

Conclusion

In the present study, an inverse pattern of N2 and P3
was identified within each trial: the N2 amplitude in the
conflict conditions were greater than that in the nonconflict
condition, and the P3 amplitude in the conflict conditions
were less than that in the nonconflict condition. The dipole
analysis of the difference waves related to the conflict
detection and control processing showed that the dipoles
in the N2 and P3 time windows were localized to the ACC
and PFC, respectively. Moreover, the behavioral perform-
ance results showed that accuracy in the conflict condi-
tions was less than the nonconflict condition and the reac-
tion time in the former was longer than in the latter. These
results were consistent with the monitoring hypothesis. In
our experimental paradigm, successive conflict detection
and conflict control was elicited by the PIC task, which
provides a new approach for studying the neural process-
ing of cognitive control.
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