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Abstract: Multimodal integration of nonverbal social signals is essential for successful social interac-
tion. Previous studies have implicated the posterior superior temporal sulcus (pSTS) in the perception
of social signals such as nonverbal emotional signals as well as in social cognitive functions like men-
talizing/theory of mind. In the present study, we evaluated the relationships between trait emotional
intelligence (EI) and fMRI activation patterns in individual subjects during the multimodal perception
of nonverbal emotional signals from voice and face. Trait EI was linked to hemodynamic responses in
the right pSTS, an area which also exhibits a distinct sensitivity to human voices and faces. Within all
other regions known to subserve the perceptual audiovisual integration of human social signals (i.e.,
amygdala, fusiform gyrus, thalamus), no such linked responses were observed. This functional differ-
ence in the network for the audiovisual perception of human social signals indicates a specific contri-
bution of the pSTS as a possible interface between the perception of social information and social
cognition. Hum Brain Mapp 31:979–991, 2010. VC 2009 Wiley-Liss, Inc.
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INTRODUCTION

The multimodal integration of social signals (verbal and
nonverbal, e.g., facial expressions, speech melody, ges-

tures) into a unitary perception is a basic part of successful
social interaction. This perception then allows us to infer
the intentions and emotional states of our counterparts.

During the past years, a multitude of neuroimaging
studies on the perceptions of: voices [e.g., Belin et al.,
2000; Belizaire et al., 2007; Fecteau et al., 2004; Giraud
et al., 2004; Kriegstein and Giraud, 2004], faces [e.g.,
Haxby et al., 1994; Kanwisher et al., 1997], nonverbal social
information transported in speech melody [e.g., Buchanan
et al., 2000; Dietrich et al., 2008; Ethofer et al., 2006b,c;
George et al., 1996; Imaizumi et al., 1997; Kotz et al., 2003;
Mitchell et al., 2003; Warren et al., 2006; Wiethoff et al.,
2008; Wildgruber et al., 2002, 2004, 2005; reviewed in:
Wildgruber et al., 2006], and social signals conveyed via
facial expressions [e.g. Blair et al., 1999; Breiter et al., 1996;
Morris et al., 1996; Phillips et al., 1997; reviewed in:
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Posamentier and Abdi, 2003] have accumulated. These
studies form a solid groundwork for further investigations
into the integration of audiovisual socially salient signals
via functional neuroimaging.

Neuroimaging studies exploring the neural correlates of
the audiovisual integration of nonverbal social signals [i.e.,
emotional expressions; Dolan et al., 2001; Ethofer et al.,
2006a,d; Kreifelts et al., 2007; Pourtois et al., 2005] have
established a network of brain regions including the bilat-
eral posterior superior temporal sulcus (pSTS), right thala-
mus, left amygdala, and the right fusiform gyrus. On this
basis, the aforementioned five regions were defined as a
priori anatomical regions of interest for the present study.
In almost all of these studies, the audiovisual integration
of social signals was investigated during an explicit evalu-
ation task of social information. This approach allows a
direct link between behavioral integration effects (e.g., dif-
ferences in valence ratings, a higher classification hit rate,
faster reaction times) and corresponding changes in brain
function [Ethofer et al., 2006a; Kreifelts et al., 2007].

It is, however, much more common in our everyday
lives to integrate social information in an implicit, unat-
tended fashion. There is both behavioral and electrophysi-
ological evidence [De Gelder and Vroomen, 2000; Ethofer
et al., 2006a; Pourtois et al., 2000; Vroomen et al., 2001]
that crossmodal integration of nonverbal social signals is a
mandatory process, which takes place very early (110–
220 ms after stimulus onset) and independently of atten-
tional resources. Thus, the main goal of the present study
was to investigate the neural correlates of the audiovisual
integration of social signals from voice and face under
implicit conditions.

A problem that arises with respect to the study of
implicit integration of social information is the lack of a
direct measure for the integration effect. The application of
priming paradigms is one way to obtain behavioral data
within the framework of implicit processing studies [e.g.,
Mogg and Bradley, 1999; Pourtois et al., 2004]. Another
approach is based on an analysis of individual differences
in personality or dispositional affect, which are paralleled
by distinct brain activation patterns [Hamann and Canli,
2004]. This relationship can also be regarded from the
reversed perspective: if a certain brain activation pattern
found during implicit processing of social signals can be
linked to a certain psychometric measure of trait or per-
sonality, it seems likely that the activation pattern reflects
a process related to this psychometric measure.

Successful integration of social signals into an adequate
social perception appears as a precondition for a set of
social skills that have been united in a construct, which
has been termed emotional intelligence [EI; Salovey and
Mayer, 1990]. Moreover, it has been demonstrated that a
deficiency in integration and perception of social informa-
tion (in relationship with several psychiatric diseases: au-
tism, schizophrenia, and psychopathy) impedes both
modulation of emotions and their utilization to further
one’s social aims. This deficiency may lead to severely

impaired social functioning and a reduction of EI [for
reviews, see Couture et al., 2006; Eack et al., 2007; Kohler
and Martin, 2006; Tremeau, 2006; van Honk and Schutter,
2006]. We assessed individual trait EI as an indirect mea-
sure of the multimodal integration of social signals from
voice and face by using the self-report emotional intelli-
gence test [SREIT; Schutte et al., 1998]. This test was
designed in accordance with the Salovey and Mayer model
of EI [Salovey and Mayer, 1990]. Yet, it ought to be dealt
with as a trait measure due to the fact that, being a self-
report measure, it might picture behavioral dispositions
and self-perceived emotional competence rather than
actual abilities [Petrides and Furnham, 2001].

On the level of brain activation, audiovisual integration
during the perception of social signals from voice and face
can be formalized as a stronger response to audiovisual
stimulation than to either unimodal stimulation. Since per-
ception of social communicative signals is prerequisite for
successful social interaction and crossmodal integration
improves understanding of these signals, we hypothesized
that the individual size of this integration effect would
correlate with the subjects’ trait EI (SREIT score) within
brain areas subserving audiovisual integration. This associ-
ation could then be interpreted as evidence that the corre-
sponding activation pattern reflects integration of social
information.

In human communication, voices and faces constitute
the carrier signals for social signals conveyed via speech
melody and facial expressions. Therefore, we investigated,
as a further point of interest, whether or not those brain
regions contributing to audiovisual integration of social
signals might also exhibit both sensitivity to human faces
and to human voices.

To address the issues described above, we performed a
series of functional magnetic resonance imaging (fMRI)
experiments. Since nonverbal emotional expressions con-
stitute strong and prototypical social signals, we employed
dynamic stimuli (videos) from various emotional catego-
ries under the implicit emotion processing conditions of a
gender classification task. Activations under audiovisual
(AV) stimulation were compared to those under auditory
(A) and visual (V) stimulation. Only audiovisual integra-
tion areas, i.e. areas with a significantly stronger response
to bimodal than to either unimodal stimulation, were
considered for further analysis. Within these regions, the
relationship between interindividual differences in audio-
visual integration effects at the level of hemodynamic
responses and interindividual differences in trait EI was
assessed.

Additionally, the audiovisual integration sites were
investigated with respect to their sensitivity to human
faces and voices. To this end, two more fMRI experiments
were conducted. The first of these was designed to deter-
mine voice sensitivity by comparing responses to human
vocal sounds with sounds from animals and from the
environment. In the second experiment, face sensitivity
was measured by comparing hemodynamic responses to
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pictures of faces with those to pictures of houses, objects
and natural scenes.

The following three hypotheses were formulated regard-
ing expected properties of audiovisual integration sites for
social information:

1. A stronger hemodynamic activation during audiovi-
sual stimulation as compared to either unimodal
condition.

2. A relationship between the individual hemodynamic
integration effects [AV � max(A, V)] and SREIT
scores.

3. A specific sensitivity for human voices and faces.

MATERIALS AND METHODS

Subjects

Twenty-four volunteers (12 males, 12 females, mean age
26.6, SD 4.7 years) were included in the fMRI study. All
the participants were native speakers of the German lan-
guage and were right-handed, as assessed with the Edin-
burgh Inventory [Oldfield, 1971]. None of the participants
had a history of neurological or psychiatric illness, sub-
stance abuse, or impaired hearing. Vision was normal or
corrected to normal. None of the participants was on any
medication. The study was performed according to the
Code of Ethics of the World Medical Association (Declara-
tion of Helsinki). The protocol for this investigation with
human subjects was approved by the local ethics commit-
tee. All subjects gave their written informed consent prior
to inclusion in the study. All data reported here were
acquired in a different group of subjects than the data
reported in a previous work by our group [Ethofer et al.,
2009] and without overlap between the two groups of
subjects.

Stimuli and Experimental Design

Experiment 1—Audiovisual integration

The stimulus material consisted of sixty single words
(nouns: 43/60 and adjectives: 17/60; e.g., ‘‘Paradies’’ ¼
paradise, ‘‘Möbel’’ ¼ furniture, ‘‘Albtraum’’ ¼ nightmare)
consisting of one to three syllables (mean: 2.1) spoken in
either a neutral or one of six emotional intonations (angry,
disgusted, erotic, fearful, happy, or sad) with congruent
emotional facial expressions. The words were spoken by
three female und three male professional actors and
recorded in a 1.6-s video sequence with a resolution of
720 � 576 pixels. All stimuli were presented in three
modalities: auditory (A), visual (V), and audiovisual (AV)
totaling 180 stimuli per subject. The stimulus material was
balanced for the genders of the speakers and approxi-
mately balanced for the emotional categories (anger, dis-
gust, eroticism, fear, and neutral 13.3% each, and
happiness and sadness 16.7% each). The stimuli were also

balanced for the valences of word content [mean: 4.94 �
2.32 on a Likert scale ranging from 1 to 9; Herbert et al.,
2006]. All audio stimuli were normalized with respect to
mean acoustic energy using Sound Forge (Sony, Tokyo,
Japan). The average duration of the spoken words was
899 � 306 ms.

In a preliminary study with 30 subjects reported else-
where [Kreifelts et al., 2007], a significantly increased per-
formance (hit rate) through audiovisual integration during
an emotional classification task, estimated as (AV > A)
AND (AV > V), was documented using a body of 630 stim-
uli. A restudy of the behavioral integration effect for the
reduced body of 180 stimuli, used in the present study, con-
firmed this integration effect with mean hit rates of 65% (A),
73% (V), and 82% (AV). A conjunction over two separate
paired-samples T-tests (AV > A) AND (AV > V) was signif-
icant [T(29) � 4.3 and P < 0.001, one-tailed]. Also, the more
conservative approach of testing the minimum difference
between the bimodal and either unimodal condition [AV �
max(A, V)] against zero across subjects was significant with
T(29) ¼ 2.5 and P ¼ 0.009, one-tailed. Thus, audiovisual
integration of social information may be expected during
the perception of these stimuli. The classification perform-
ance for the single emotional categories in the preliminary
study [630 stimuli; Kreifelts et al., 2007] was comparable for
the reduced body of 180 stimuli used in the present study:
anger: 73% (71%), disgust: 58% (55%), eroticism: 81% (76%),
fear: 81% (77%), happiness: 77% (81%), sadness: 67% (65%)
and neutral: 77% (76%). Percentages in parentheses pertain
to the full body of stimuli. Classification performance for
the reduced body of 180 stimuli was above chance level
(14%) for each and every emotional category [T(29) � 16.5,
P < 0.001, one-sample T-test].

Auditory stimuli were presented binaurally via mag-
netic resonance compatible headphones (Sennheiser,
Wedemark, Germany; in-house modified). Video sequen-
ces were back-projected onto a translucent screen (picture
size �45 � 30 cm2) placed �80 cm from the subject’s head
in the scanner room. The participants viewed the stimuli
via a mirror system mounted on the head coil.

Within the framework of a blocked design, the stimuli
were divided into 3 � 12 blocks (A, V, and AV) with five
stimuli each and a length of 8 s/block. Stimuli were
randomized across blocks under the condition that blocks
had to be balanced for the gender of the speaker and the
expressed emotion. Stimulus presentation was randomized
within single blocks. The sequence of blocks within each
modality was likewise randomized. In contrast, the modal-
ities of the stimulus blocks were randomized with the
restriction that there could not be more than two adjacent
blocks from one modality. The periods of stimulation were
interleaved with rest periods of 2 s. Over the complete du-
ration of the experiment, 79 functional brain images were
acquired (36 blocks with two images per block ¼ 72
images þ 7 discarded images preceding T1 equilibrium).

To ensure constant attention to the stimuli, participants
were asked to identify the second ‘‘male’’ stimulus within
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each block, that is to say, the second stimulus to which the
attribute ‘‘male’’ could be assigned, either based on the
sound of the voice (A) or the look of the face (V) or a com-
bination of both (AV). Subjects conveyed their decisions
by pressing a button on a fiber optic system (LumiTouch,
Photon Control, Burnaby, Canada) with their right index
finger (Fig. 1a).

Experiment 2—Voice sensitivity

The stimulus material used in the voice sensitivity

experiment was adapted from Belin et al. [2000]. Overall,

it contained 32 stimulus blocks of 8 s length. Sixteen

blocks consisted of human vocal sounds (speech, sighs,

laughs, and cries) and sixteen blocks consisted of nonvocal

Figure 1.

Experimental design. (a) Audiovisual integration experiment.

Thirty-six overall stimulation blocks from three modalities (A, V,

and AV) with five stimuli per block were presented in a random

order with the restriction that there could not be more than

two adjoining blocks from one modality and interleaved with 2 s

of rest (R). Stimulus material was randomized across the blocks

with the restriction that blocks were balanced for emotional

categories. Stimulus presentation within blocks was randomized

(D ¼ disgust, A ¼ anger, F ¼ fear, H ¼ happiness, S ¼ sadness;

the two remaining emotional categories are not presented

within the exemplified block). The task was to press a button

when the second ‘‘male’’ (#) (i.e. male voice, or male face, or

both) stimulus within a block was identified. (b) Voice sensitivity

experiment. Thirty-two sound blocks (ES ¼ environmental

sounds, VS ¼ vocal sounds, AS ¼ animal sounds) and 16 blocks

of silence (S) were presented in randomized order with the

restriction that there were no adjoining silence blocks. Blocks

were separated by 2-s periods of rest (R). (c) Face sensitivity

experiment. Pictures from four different categories (HP ¼ house

pictures, FP ¼ face pictures, OP ¼ object pictures, SP ¼ scene

pictures) were presented in 24 blocks. Each block contained

20 pictures, each of which was presented for 300 ms followed by

500 ms of fixation. Stimulus presentation was randomized within

blocks. The order of blocks was randomized with the restriction

that there could not be adjoining blocks from the same stimulus

category. Blocks were separated by �1.5 s of rest (R). The task

was to press a button whenever a picture was directly repeated

(twice per block), exemplified here in the doubling of FP7.
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sounds. Of these 16 blocks of nonvocal sounds, eight

blocks contained animal sounds (various cries and gallops)

and the remaining eight blocks were made up of sounds
from the modern human environment (cars, planes, doors,
telephones, etc.). Stimulus material was normalized for
mean acoustic energy. For a more detailed description of
the stimulus material, see Belin et al. [2000]. Sound blocks
were separated by 2 s of silence. Additionally, there were
16 blocks of silence, each with a length of 8 s (Fig. 1b).
Sound blocks were randomized across the experiment.
Silence blocks were presented in a randomized fashion as
well, but with the restriction of a maximum of two adja-
cent blocks of silence. Parallel to the experiment of Belin
et al. [2000], we employed a passive listening paradigm.
Subjects were asked to listen attentively to the sound sam-
ples with their eyes closed. Overall, 103 functional brain
images were recorded for each subject (overall 48 blocks
with two images per block ¼ 96 images þ 7 discarded
images preceding T1 equilibrium).

Experiment 3—Face sensitivity

Pictures from four different categories (faces, houses,
objects, and natural scenes) were used within this experi-
ment. Both the selection of stimulus categories and the ex-
perimental design were adapted from previous studies on
face processing [Epstein et al., 1999; Kanwisher et al.,
1997]. Each category and block contained 20 stimuli and
lasted for 16s. Stimulation blocks were separated by short
�1.5 s rest periods. Within blocks, stimuli were presented
in a random order for 300 ms and interleaved with 500 ms
of fixation [1 block ¼ 20 stimuli � (300 ms picture þ 500
ms fixation)] (Fig. 1c). Each stimulus category was
repeated six times, giving a total of 24 stimulation blocks
with six images per block and 173 functional images over-
all (including five discarded images preceding T1 equilib-
rium). Throughout the whole experiment, a small fixation
cross was displayed in the center of the screen. To keep
their attentions fixed on the stimuli, subjects were engaged
in a one-back matching task, that is, the subjects were
instructed to press a button on a fiber optic system (Lumi-
Touch, Photon Control, Burnaby, Canada) with their right
index fingers when they saw a picture directly repeated.
Repetitions occurred twice per block. Positions of repeated
stimulus presentations were randomized within blocks
under the condition that one occurred during the first half
of the block and one during the second half.

Self-report emotional intelligence test

Subsequent to the fMRI experiments, all subjects were
asked to complete the SREIT [Schutte et al., 1998]. This test
was constructed to sample the three central domains
of Salovey and Mayer’s [1990] initial concept of EI
(appraisal/expression of emotions, regulation of emotions,
and utilization of emotions). All these are also key compo-
nents of other major EI models [Bar-On, 1997; Goleman,

1995]. The SREIT represents one of the major scales for
trait EI [Chapman and Hayslip, 2005]. In several studies, it
has been demonstrated that the SREIT score of subject is
related to such measures of the subject’s personality as
positive mood, alexithymia (negative), openness, extraver-
sion, and agreeableness [Brackett and Mayer, 2003;
Saklofske and Minski, 2003; Schutte et al., 1998]. The
SREIT score is also related to measures of social function-
ing [e.g., social skills, cooperation, marital satisfaction;
Schutte et al., 2001]. The SREIT questionnaire contains 33
items, three of which are negatively worded. Answers are
given on a five-point Likert scale, which ranges from 1 ¼
‘‘strongly disagree’’ to 5 ¼ ‘‘strongly agree.’’ This results in
scores ranging between 33 and 165. Results are also given
in percent of the maximum score of 165. A high SREIT
score corresponds to a high degree of trait EI and vice
versa.

Analysis of behavioral data

Subsequent to the audiovisual integration experiment,
the gender classification hit rates and mean reaction times
were calculated for every modality and every subject to
assess the subjects’ performances. Responses were rejected
if they occurred either earlier than 300 ms or later than
2,000 ms after the onset of the target stimulus. To test for
differences in performance among the different modalities
(A, V, and AV), hit rates and mean reaction times were
then submitted to two separate one-way ANOVAs with
modality as the within-subject factor. All resulting P val-
ues were corrected for heterogeneous correlations [Geisser
and Greenhouse, 1958]. Significant effects were further
investigated using paired-samples T-tests. For the face sen-
sitivity experiment, hit rates during the one-back matching
task were calculated to confirm the subject’s constant
attention to the stimuli. Here again the restriction was
imposed that responses were rejected if they did not fall
within a window of 300–1,500 ms after the onset of the tar-
get stimulus.

Image acquisition

A 3 T whole body scanner (Siemens TRIO; Siemens,
Erlangen, Germany) was employed to acquire functional
MR images covering the cerebrum [field of view (FOV) ¼
192 mm � 192 mm, 34 axial slices, 3-mm slice thickness,
and 0.75-mm gap]. During the audiovisual integration
experiment and during the voice sensitivity experiment,
the echo-planar imaging (EPI) sequence had a repetition
time (TR) of 5 s with an acquisition time (TA) of 2.49 s.
Two scans covered one block of stimulation (8 s) and the
preceding rest period (2 s). During the face sensitivity
experiment, continuous scanning with a TR of 2.49 s was
used. Further parameters were equal for both sequences
applied: echo time (TE) ¼ 40 ms, matrix ¼ 642, and flip
angle ¼ 90 degrees. For the audiovisual integration experi-
ment and the voice sensitivity experiment, the first seven
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EPI images were discarded to exclude measurements pre-
ceding T1 equilibrium. For the face sensitivity experiment,
the first five images were discarded. A static field map
(TR ¼ 400 ms, TEs ¼ 5.19, and 7.65 ms) was obtained in
every subject for offline correction of distortions of the EPI
images. High-resolution T1-weighted images were
acquired using a magnetization prepared rapid acquisition
gradient echo (MPRAGE) sequence (FOV ¼ 256 mm �
256 mm, 176 slices, 1-mm slice thickness, no gap, flip angle
15 degrees, TR ¼ 2,300 ms, TE ¼ 2.92 ms, and matrix
size ¼ 2562).

Image analysis

Functional images were analyzed with SPM5 software
(Wellcome Department of Imaging Neuroscience, London,
UK; http://www.fil.ion.ucl.ac.uk/spm). The following
steps were included in the preprocessing of the images:
motion correction, unwarping on the basis of a static field
map, slice time correction to the middle slice (17th slice),
and coregistration with the anatomical data. All functional
images were resliced to a size of 3 � 3 � 3 mm3, normal-
ized to the Montreal Neurological Institute (MNI) space
[Collins et al., 1994], and smoothed using a Gaussian filter
with 10-mm full width half maximum (FWHM) before sta-
tistical analysis. For the audiovisual integration experi-
ment, three regressors were defined for the different
conditions (A, V, and AV) using a box car function con-
volved with the hemodynamic response function (HRF).
Blocks were time-locked to the stimulus onset. In a similar
fashion, three regressors (vocal sounds, animal sounds,
and environmental sounds) were defined for the voice sen-
sitivity experiment and four regressors (faces, houses,
objects, and scenes) for the face sensitivity experiment.
Low-frequency components were minimized by applying
a high-pass filter with a cut-off frequency of 1/128 Hz. To
account for serial autocorrelations within the data, the
error term was modeled as an autoregressive process [Fris-
ton et al., 2002].

Following previous studies on the audiovisual integra-
tion of nonverbal social signals from voice and face [Dolan
et al., 2001; Ethofer et al., 2006a,d; Kreifelts et al., 2007;
Pourtois et al., 2005], five a priori anatomical regions of in-
terest (ROI) (bilateral pSTS, right thalamus, left amygdala,
and right fusiform gyrus) were defined using the auto-
mated anatomic labeling tool integrated in the SPM soft-
ware [Tzourio-Mazoyer et al., 2002]. As the STS separates
the superior and middle temporal gyri, the ROIs of the
pSTS were defined as the posterior third of a combination
of these two gyri.

Parallel to a previous study [Kreifelts et al., 2007], brain
regions showing stronger responses during audiovisual
stimulation (AV) than during either unimodal stimulation
were identified via the conjunction analysis (AV > A)
AND (AV > V). Statistical evaluation of group data was
based on a second-level random effects analysis. Thresh-
olding of statistical parametric maps relied on a conjunc-

tion null-hypothesis [Nichols et al., 2005]. Activations are
reported at a height threshold of P < 0.005, uncorrected
and an extent threshold of k > 30 voxels. Population infer-
ence relied on a random effects analysis. Corrections for
multiple comparisons were performed based on random
field theory [Friston et al., 1994] using small volume cor-
rection [SVC; Worsley et al., 1996] for the predefined ana-
tomical ROIs. No correction for multiple comparisons
across ROIs was applied since an effect was predicted not
for any but rather for all of the predefined ROIs. Only acti-
vations significant within the a priori defined anatomical
ROIs were considered for further analysis. Activations out-
side the anatomical ROIs are reported for the purpose of
completeness.

To assess voice sensitivity and face sensitivity within the
audiovisual integration areas, mean parameter estimates of
the clusters with a significant audiovisual integration effect
were extracted for both the voice sensitivity experiment
and the face sensitivity experiment. Voice sensitivity was
calculated as VOCAL SOUNDS > (ANIMAL SOUNDS,
ENVIRONMENTAL SOUNDS) and face sensitivity was
calculated as FACES > (HOUSES, OBJECTS, SCENES).
Statistical significance was determined with one-sided
paired T-tests, Bonferroni-corrected for the number of
ROIs, inasmuch as there were no comparable predictions
on the outcome paralleling those from the audiovisual
integration experiment.

The individual mean audiovisual integration effect [AV
� max(A, V)] of the clusters with a significant audiovisual
integration effect and SREIT scores was submitted to a
bivariate correlation analysis (Pearson). Statistical thresh-
olds were set to two-tailed testing. As the ROIs for the cor-
relation analysis were selected on the basis of the
conjunction of two contrasts (AV > A and AV > V), which
are independent of the SREIT, the present analysis is in ac-
cordance with the suggestions to overcome recently dis-
cussed caveats concerning circular analyses in fMRI
studies [Kriegeskorte et al., 2009]. Parallel to the assess-
ment of voice sensitivity and face sensitivity, results were
Bonferroni-corrected for the number of ROIs.

To ascertain that a possible correlation between the indi-
vidual audiovisual integration effect [AV � max(A, V)]
and SREIT scores is not simply driven by the social sali-
ence of nonverbal expressions in voice and/or face, or by
human voices and/or faces per se, further correlation anal-
yses were performed in regions with a significant correla-
tion between the audiovisual integration effect and the
SREIT scores: Mean parameter estimates for the unimodal
conditions (A and V) as well the bimodal condition (AV)
and for voice-sensitivity and face-sensitivity were
extracted from the respective audiovisual integration areas
as identified by the conjunction analysis and were corre-
lated with the SREIT scores. Statistical thresholds were
adapted to two-tailed testing. The strengths of these addi-
tional correlations were then statistically compared to the
strength of the correlation between the audiovisual inte-
gration effect and SREIT scores using the approach of
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Steiger [1980]. Statistical thresholds were adapted to one-
tailed testing.

To exclude that the correlation between SREIT scores
and the individual audiovisual integration effect [AV �
max(A, V)] might be an unspecific effect widely distrib-
uted across the a priori defined anatomical ROIs, a voxel-
wise analysis of this correlation independent of the
functionally defined ROIs was performed. Activations are
reported at the same thresholds as the conjunction analysis
(AV > A and AV > V) with the exception that the results
were Bonferroni-corrected for the number of anatomical
ROIs. Additionally, a parallel voxelwise correlation analy-
sis restricted to areas with a significant audiovisual inte-
gration effect [(AV > A) AND (AV > V)] was used to
investigate with heightened spatial sensitivity potential
subregions within the audiovisual integration areas, where
the individual audiovisual integration effect correlates
with individual SREIT scores thereby cross-checking the
results of the initial correlation analysis, which was based
on mean parameter estimates. The height threshold
remained P < 0.005, two tailed. Again, reported results are
corrected for multiple comparisons across the respective
ROI and then Bonferroni-corrected for the number of func-
tional ROIs.

RESULTS

Behavioral Data

Because of technical failure, behavioral data were lost for
two subjects. Results reported pertain to the remaining 22
subjects. Mean hit rates in the gender classification task
(�standard error of the mean, SEM) were 0.917 � 0.018
(A), 0.936 � 0.014 (V), and 0.943 � 0.015 (AV). The respec-
tive mean reaction times were 1,230 � 30 ms (A), 719 � 37
ms (V), and 743 � 42 ms (AV). In two separate one-way
ANOVAs with modality (A, V, and AV) as the within-sub-
ject factor, there was no evidence of significant differences
in the hit rate [F(1.8,38) ¼ 1.1, P > 0.05]. The second
ANOVA, however, indicated significant differences in reac-

tion times across modalities [F(1.5,32) ¼ 270.7, P < 0.001].
Post-hoc T-tests showed that these differences were due to
significantly faster reactions to visual and audiovisual stim-
uli than to auditory stimuli. There were, on the other hand,
no significant differences in reaction times with respect to
the visual and audiovisual stimuli [A vs. V: T(21) ¼ 18.4, P
< 0.001; A vs. AV: T(21) ¼ 17.2, P < 0.001; V vs. AV: T(21)
¼ �1.4, P > 0.05]. During the face sensitivity experiment,
the mean hit rate for the detection of stimulus repetitions
was 0.903 � 0.016. SREIT scores among the participants
ranged from 106 (64%) to 141 (85%) with a mean of 124.2
(75.3%) and a standard deviation of 9.5 (5.8%).

fMRI Analysis

A network of brain regions with stronger activation dur-
ing audiovisual stimulation than during either unimodal
condition (A and V) was revealed bilaterally within the
pSTS, as well as in the right thalamus—extending into
the midbrain (superior colliculi) and the left thalamus, in
the bilateral fusiform gyrus, the left hippocampus/amyg-
dala, the right amygdala, and the right precentral gyrus—
extending into middle and inferior frontal gyrus (Table I,
Fig. 2). Small volume corrections for the regions of interest
(bilateral pSTS, right thalamus, right fusiform gyrus, and
left amygdala) revealed that activations were significant (P
< 0.05) within all five regions of interest. Investigation of
voice sensitivity and face sensitivity within the regions of
interest yielded significant results for voice sensitivity
exclusively within the right pSTS, whereas face sensitivity
was significant within the bilateral pSTS, the right fusi-
form gyrus, and the left hippocampus/amygdala (Table II,
Fig. 2). The right pSTS proved to be the only region of in-
terest with a significant correlation between the individual
BOLD integration effect, estimated as AV � max(A, V),
and trait EI as measured with the SREIT (Table II, Fig. 2).
Moreover, none of the correlations between the SREIT
scores and individual contrast estimates for either the
unimodal conditions (A and V), the bimodal condition,
voice sensitivity or the face sensitivity were significant

TABLE 1. Increase of activation during audiovisual integration

Anatomical definition MNI coordinates Z score Cluster size

Right precentral gyrus 54, 0, 45 4.86 161
Right thalamus 15, �27, �3 4.68 150*
Left hippocampus/amygdala �24, �9, �21 3.92 54*
Right posterior middle temporal gyrus 48, �48, 6 3.79 81*
Right fusiform gyrus 45, �60, �18 3.76 141*
Left fusiform gyrus �27, �60, �21 3.59 116
Right amygdala 24, �6, �12 3.52 36
Left posterior middle temporal gyrus �54, �57, 6 3.15 38*

*P < 0.05, corrected for multiple comparisons across the anatomical ROIs (for the definition of
ROIs see Materials and Methods). Voxel size: 27 mm3.
Results of the conjunction analysis of activation during audiovisual stimulation as compared to
auditory and visual stimulation: (AV > A) \ (AV > V); P < 0.005, uncorrected; cluster size k > 30.
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Figure 2.

Increased activation during audiovisual stimulation as compared

to either auditory or visual stimulation (AV > A) AND (AV >
V) (P < 0.005, uncorrected, cluster size k > 30, voxel size:

27 mm3). White circles mark regions of interest within bilateral

pSTS, right thalamus, right fusiform gyrus, and left amygdala.

Activations, small volume corrected for these ROIs, are signifi-

cant at P < 0.05, corrected for multiple comparisons across the

anatomical ROI. Vertical-bar diagrams depict the voice sensitivity

(red) and face sensitivity (green) within the respective audiovi-

sual integration areas as identified by the conjunction analysis.

Results of the correlation analysis between individual BOLD

integration effect, estimated as AV � max(A, V), and trait EI

(SREIT scores) are given as scatter plots with regression line.

Significant results are marked with asterisks (*P < 0.05; **P <
0.01, ***P < 0.001). Error bars show standard error of the

mean.
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(P � 0.39) in the audiovisual integration area within the
right pSTS. Also, the correlation between the audiovisual
integration effect and the SREIT scores within this region
was stronger than any of the other correlations (Z � 2.19,
P � 0.01, one-tailed). Two additional voxelwise correlation
analyses between the individual audiovisual integration
effect and SREIT scores corroborated the results of the ini-
tial correlation analysis: The first one performed within
the a priori anatomical ROIs evidenced a single significant
cluster in the right pSTS (Fig. 3; k ¼ 107 voxels, Z ¼ 3.75,
MNI coordinates: 60x, �57y, 12z; P � 0.05, two-tailed, cor-
rected), while a smaller cluster in the left pSTS (k ¼ 38
voxels, Z ¼ 3.29, MNI coordinates: �42x, �51y, 6z) does
not survive correction for multiple comparisons across the
ROIs indicating that the observed correlation is a highly
specific phenomenon. Also the second additional correla-
tion analysis restricted to the functional ROIs with a signif-
icant audiovisual integration effect resulted in a single
significant cluster in the posterior part of the audiovisual
integration region in the right pSTS (k ¼ 27 voxels, Z ¼
3.66, MNI coordinates: 57x, �54y, 9z; P � 0.05, two-tailed,
corrected). A smaller cluster in the audiovisual integration
area in the left pSTS (k ¼ 3 voxels, Z ¼ 2.99, MNI coordi-
nates: �45x, �51y, 6z) is not significant.

DISCUSSION

In the present study, we were able to demonstrate signif-
icant audiovisual integration effects within all five regions
of interest that had been derived from previous studies on
the audiovisual integration of nonverbal social signals from
voice and face (bilateral pSTS, right thalamus, right fusi-
form gyrus, and left amygdala). Thus, the present study
not only replicated the results of a previous study that
demonstrated audiovisual integration effects bilaterally in
the pSTS and in the right thalamus during explicit process-
ing of nonverbal social signals [with comparable audiovi-
sual stimulation: Kreifelts et al., 2007] but also yielded
evidence for significant audiovisual integration effects in
two additional brain regions with known sensitivity for
social signals carried in emotional expressions [amygdala:

e.g., Adolphs, 2002; LeDoux, 1996; fusiform gyrus: e.g.,
Lang et al., 1998; Vuilleumier and Pourtois, 2007].

A significant positive correlation between trait EI
(SREIT) and the individual BOLD integration effect was
found only in the right pSTS, where this relationship was
strongest in the posterior part of the audiovisual integra-
tion area. In the left pSTS, this correlation remained a
trend without reaching the level of statistical significance.

This link between the individual trait rating of EI and
neural correlates of audiovisual integration is the most im-
portant finding of the present study. Specifically, within
the right pSTS, the individual BOLD integration effect sig-
nificantly predicted the outcome of the SREIT; greater

TABLE 2. Differential display of voice sensitivity, face sensitivity, and correlation between individual audiovisual

BOLD signal gain [AV 2 max(A, V)] and trait EI within the audiovisual integration areas

Anatomical definition

Voice sensitivity Face sensitivity Correlation with SREIT score

T value
(df ¼ 23)

P
value

T value
(df ¼ 23)

P
value

Correlation
coefficient

T value
(df ¼ 22)

P
value

Right thalamus 1.1 0.67 1.4 0.46 0.26 1.3 1
Left Hippocampus/Amygdala 0.9 0.96 3.4 0.006 �0.25 �1.2 1
Right posterior middle temporal gyrus 4.1 0.001 4.9 <0.001 0.62 3.7 0.006
Right fusiform gyrus �1.1 1 4.2 <0.001 0.24 1.1 1
Left posterior middle temporal gyrus �0.1 1 2.7 0.03 0.47 2.5 0.1

P values one-tailed for voice sensitivity and face sensitivity and two-tailed for the correlation analysis. All P values Bonferroni-corrected
for the number ROIs.

Figure 3.

Additional voxelwise analysis: Positive correlation between the

individual audiovisual integration effect [AV � max(A, V)] and

trait EI (SREIT scores). Height threshold at P < 0.005, uncor-

rected, cluster size k > 30, voxel size: 27 mm3. The cluster

within the right pSTS is significant at P � 0.05, two-tailed, cor-

rected for multiple comparisons across the anatomical ROI and

Bonferroni-corrected for the number of anatomical ROIs.
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integration effects predicted higher trait EI. Conclusions
from this finding should be discussed very cautiously,
however, because it does not per se imply a specific causal
relation.

The observed association between activation of an area
contributing to audiovisual integration of social informa-
tion and trait EI might indicate that a strong responsive-
ness of this region to audiovisual social signals may be a
prerequisite for the development of a high trait EI. This
appears plausible insofar as the successful integration of
multimodal social signals into an adequate social percept
is basic to the EI concept underlying the SREIT. On the
other hand, development of trait EI might be driven by
numerous other factors throughout the process of social-
ization and individuation. The experience of increasing
success in social interaction might in turn enhance the
tendency to automatically integrate social information
from face and voice independent of a volitional switch of
attention to communicational signals. The observed cere-
bral activation pattern, thus, might be a consequence as
well as the cause of increasing social skills. The strength of
the observed correlation, however, highlights the impor-
tance of the assessment of interindividual differences in
traits and personality when carrying out research in the
realm of social interaction.

Moreover, the association between the neural correlates
of audiovisual integration during the perception of non-
verbal social signals from voice and face and trait EI in the
right pSTS demonstrated in the present study fits well in
the mainstream of other neuroimaging literature, not only
on the processing of socially significant eye, body, and
hand movements [e.g., Grèzes et al., 1998; Lotze et al.,
2006; Puce et al., 1998; for a review, see Allison et al.,
2000] but also on the representation of higher social cogni-
tive functions such as the perception of intentionality [Pel-
phrey et al., 2004] or mentalizing/theory of mind [e.g.,
Gobbini et al., 2007; Singer et al., 2004; Spiers and
Maguire, 2006] in the pSTS. These social functions also
have been shown to be associated with rightward lateral-
ized neural activity in the pSTS.

The lack of a significant correlation between the SREIT
scores and individual contrast estimates for both unimodal
conditions, the bimodal condition, voice sensitivity, and
face sensitivity also underpins the notion that the observed
correlation between the individual audiovisual integration
effect and trait EI in the audiovisual integration area
within the right pSTS is not simply driven by the social
salience of nonverbal emotional expressions in voice and/
or face, or the social salience of human voices and/or faces
per se but is specifically linked to the audiovisual integra-
tion of social signals from voice and face. This idea is fur-
ther supported by the fact that the correlation between the
SREIT scores and the audiovisual integration effect is sig-
nificantly stronger than any of the other correlations that
were computed.

It must, however, be stated as a caveat that the current
study did not investigate the integration of nonsocial infor-

mation [for example tools, as demonstrated in Beauchamp
et al. [2004]]; this militates against any definite conclusions
about the specificity of the observed correlation. On the
other hand, it seems unlikely that such a strong association
between the BOLD integration effect and such a complex
concept as trait EI seen here would reflect merely unspe-
cific features of audiovisual integration.

A further piece of evidence, which supports the idea
that one of the major elements in the neural network for
the integration of social communicative signals is housed
within the right pSTS, is the coincidence of a significant
sensitivity to voices as well as to faces in this region. This
combined sensitivity to two of the most important sources
of human social communication, which sets the right pSTS
apart from all other putative integration sites studied,
might be conceived as an essential characteristic of the
neural structures subserving the audiovisual integration of
human social communicative signals. It needs to be stated,
however, that given the differences in control stimuli in
the voice sensitivity and the face sensitivity experiment
(voice sensitivity: animal and environmental sound; face
sensitivity: houses, objects, and natural scenes), we refrain
from any direct comparisons between these two qualities.
While the voice sensitivity experiment contained animal
voices, no animal faces were used in the face sensitivity
experiment. Therefore, it might be argued that voice sensi-
tivity was more tightly controlled than face sensitivity,
which might result in a lower degree of observed voice
sensitivity especially in the STS.

Given the lack of a significant relationship of trait EI
with neural activity in any of the other putative integra-
tion areas (left amygdala, right fusiform gyrus, and right
thalamus), it is difficult to say what roles, if any, these
areas might play in the integration process. Other factors,
such as emotional salience, which might influence percep-
tual integration in, for example, the amygdala, have not
been explicitly investigated in the present study. We thus
refrain from speculating on the potential role of the audio-
visual integration effects in these regions.

Nevertheless, the pronounced face sensitivity of the pu-
tative ‘‘integration site’’ located in the fusiform gyrus dem-
onstrated in the present study indicates that this
‘‘integration area’’ at least partly overlaps with the so-
called fusiform face area [Kanwisher et al., 1997]. While
considering activations in the left amygdala and the right
fusiform gyrus as regions of interest, it is worthwhile to
note that the left fusiform gyrus and the right amygdala
also exhibited somewhat weaker BOLD integration effects
in the audiovisual integration experiment. The authors of
previous studies on the audiovisual integration of nonver-
bal social signals [Dolan et al., 2001; Ethofer et al., 2006a]
speculated that crossmodal integration effects within the
fusiform gyrus could be the neuroimaging correlate of
heightened attention to faces driven by the amygdala. This
theoretical consideration is further supported by psycho-
physiological interaction analyses [Ethofer et al., 2006b;
Morris et al., 1998] that showed enhanced effective
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connectivity between the amygdala and the fusiform gyrus
during the perceptual integration of fearful expressions. A
possible explanation for the occurrence of bilateral activa-
tions in the amygdala and the fusiform gyrus seen in the
present study could be that dynamic visual stimulation
produces stronger amygdala activation than static visual
stimulation [Sato et al., 2004]. Possibly, this stronger and
more natural visual stimulation enhances the audiovisual
integration effect, which then can be more easily detected.
Also, judging from the behavioral data of the gender clas-
sification task (hit rate: A � V � AV; reaction times: A >
V � AV), it seems improbable that the significant results
of the conjunction (AV > A) AND (AV > V) should have
occurred solely due to the influence of task difficulty on
amygdala activation [Hsu and Pessoa, 2007].

As are the cases with the activations in the amygdala
and the fusiform gyrus, the role of the thalamus in the
implicit integration of social signals from voice and face
cannot be inferred from the data collected in the present
study: the BOLD integration effect in this region does not
bear any relationship to voice sensitivity, face sensitivity,
or trait EI. Anatomical as well as electrophysiological stud-
ies [Komura et al., 2005; Linke et al., 1999; Mufson and
Mesulam, 1984; Yeterian and Pandya, 1989] indicate that
the thalamus possesses both the anatomical connections
and the physiological properties necessary to act as an
integrative relay station in the network for multimodal
social perception. In one previous study, a relationship
was observed between the behavioral integration effect
and the BOLD integration effect during explicit emotional
perception [Kreifelts et al., 2007].

Finally, it should be considered that the process of per-
ceptual audiovisual integration as investigated in the pres-
ent study is coupled to an increased perceptual load
during bimodal stimulation. With regard to future
research, it seems worthwhile to employ experimental
designs controlling for perceptual load to investigate
audiovisual integration independently from this aspect of
the integration process. One way to control perceptual
load is to employ a congruence design in which a condi-
tion with emotionally congruent bimodal stimulation (i.e.,
matching emotional speech melody and emotional facial
expressions) is compared to emotionally incongruent bi-
modal cues. Another experimental approach would be to
replace the unimodal conditions as used in the present
study by bimodal conditions in which either auditory or
visual cues are ‘‘scrambled’’ using filters removing nonver-
bal emotional information while conserving the perceptual
complexity of the auditory/visual cue thus resulting in
three experimental conditions with comparable perceptual
load (i.e. AV, AscrambledV, and AVscrambled). One has to
bear in mind, however, that these artificial incongruent or
‘‘scrambled’’ conditions might themselves trigger con-
founding crossmodal interaction processes.

In conclusion, we have presented evidence that a dis-
tributed network of brain regions including the bilateral
pSTS, the right thalamus, the right fusiform gyrus, and the

left amygdala displays significant audiovisual integration
effects during the perception of social signals from voice
and face. Within the right pSTS, a significant positive cor-
relation could be established between the BOLD integra-
tion effect and a trait marker of EI (SREIT). This
observation can be taken as evidence that the neuroimag-
ing correlate of audiovisual integration in this region
indeed reflects processing of social information, again
highlighting the significance of interindividual trait differ-
ences for the field of research on social communication.
BOLD effects associated with the audiovisual integration
of social communication signals in the amygdala and in
the fusiform gyrus exhibited no relationship with trait EI.
Furthermore, neither of these two regions showed a com-
bination of voice and face sensitivity. Thus, BOLD integra-
tion effects in these regions may reflect other levels of
integrational processing not assessable in the framework
of the present study.

Finally, the right pSTS was the only region, which
exhibited a significant sensitivity to both voices and faces;
this further supports the notion that this region plays a
unique and pivotal role in the processing of human social
communication signals.
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