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Abstract: Contrary to the classical view, recent neuroimaging studies claim that phonological process-
ing, as part of auditory speech perception, is subserved by both the left and right temporal lobes and
not the left temporal lobe alone. This study seeks to explore whether there are variations in the laterali-
zation of response to verbal and nonverbal sounds by varying spectral complexity of those sounds.
White noise was gradually transformed into either speech or music sounds using a ‘‘sound morphing’’
procedure. The stimuli were presented in an event-related design and the evoked brain responses
were measured using fMRI. The results demonstrated that the left temporal lobe was predominantly
sensitive to gradual manipulation of the speech sounds while the right temporal lobe responded to all
sounds and manipulations. This effect was especially pronounced within the middle region of the left
superior temporal sulcus (mid-STS). This area could be further subdivided into a more posterior area,
which showed a linear response to the manipulation of speech sounds, and an anteriorly adjacent area
which showed the strongest interaction between the speech and music sound manipulations. Such a
differential and selective response was not seen in other brain areas and not when the sound
‘‘morphed’’ into a music stimulus. This gives further experimental evidence for the assumption of a
posterior-anterior processing stream in the left temporal lobe. In addition, the present findings support
the notion that the left mid STS area is more sensitive to speech signals compared to the right homo-
logue. Hum Brain Mapp 30:3436–3444, 2009. VC 2009 Wiley-Liss, Inc.
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INTRODUCTION

There is broad consensus in the field of neuroscience
that speech processes are predominantly lateralized to the
left hemisphere, dating back to the ground breaking work

of Broca and Wernicke [see, e.g., Hickok and Poeppel,
2007, for a review]. However, these early accounts of func-
tional asymmetry, which were based on clinical observa-
tions, have been challenged. Recent reviews [see e.g.,
Hickok and Poeppel, 2007] and meta-analyses [see e.g.,
Indefrey and Cutler, 2004] also take into account results
from functional imaging studies and point towards a more
bilateral processing of acoustic speech signals. Therefore,
current research on the functional asymmetry of speech
and music perception focuses, in particular, on temporal
lobe structures such as Heschl’s Gyrus, planum temporale
(PT), superior temporal gyrus (STG), and superior tempo-
ral sulcus (STS). It is now widely accepted that there exists
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both a functional, as well as structural, asymmetry within
the primary and secondary auditory system. This func-
tional asymmetry is reflected by a higher temporal resolu-
tion in the left auditory cortex and higher spectral
resolution in the right homologue [Zatorre and Belin,
2001]. Alternatively, one could think of different integra-
tion windows of the left and right auditory system, which
then may result in an asymmetric sampling and process-
ing of acoustic signals [Boemio et al., 2005]. Anatomical
studies have also shown that there are macroscopic, as
well as microscopic, structural differences in the primary
and secondary auditory cortex. Cytoarchitectonic maps, as
well as results obtained with voxel-based morphometry
(VBM), have consistently shown that cell densities in a
subregion (Te1.1) of the primary auditory cortex is higher
[Morosan et al., 2001] and that the PT is larger in the left
compared to the right hemisphere [Beaton, 1997; Binder
et al., 1996; Dos Santos et al., 2006; Good et al., 2001; Hug-
dahl et al., 1998; Jancke et al., 1994; Jancke and Steinmetz,
1993]. This was originally seen as an indication that the PT
is involved in the auditory processing of speech. Recent
studies have modified this view by claiming a more gen-
eral function in analyzing complex sound structures, like
rapidly changing cues, which are essential for differentiat-
ing stop consonants or place of articulation. On the other
hand, PT seems not to be exclusively sensitive to those
phonetic signals [Griffiths and Warren, 2002; Jancke et al.,
2002; Krumbholz et al., 2005]. It therefore remains unclear
whether these functional and structural asymmetries in
the posterior third of the temporal lobes are necessary for
speech perception or for merely amplifying and/or facili-
tating the processing of speech in the left temporal lobe.

By contrast, the left STS, especially the middle region of
the STS (mid-STS) has repeatedly been reported in studies
focusing on phonological and prelexical processing [Jancke
et al., 2002; Price et al., 2005; Rimol et al., 2006b; Scott and
Wise, 2004; Scott et al., 2000; Specht and Reul, 2003; Specht
et al., 2005]. Conversely, the processing of music as well as
prosodic information is assumed to be predominantly
mediated through right temporal lobe structures [Grim-
shaw et al., 2003; Meyer et al., 2002; Samson, 2003; Terva-
niemi, 2001; Tervaniemi and Hugdahl, 2003; Zatorre, 2001;
Zatorre et al., 2002].

However, research on the functional asymmetry in audi-
tory perception is often methodologically limited. Two

main problems should be mentioned in this respect. First,
studies often employ fixed stimulus categories such as
pure tones, synthetic sounds, sounds from musical instru-
ments, or speech sounds. The contrasts between these
stimulus categories may include several aspects occurring
together, such as acoustic complexity along with differen-
ces between verbal and nonverbal processing. A second
problem in studying functional asymmetry is the instruc-
tion of the participants or, respectively, the task they have
to perform. A recent study by Dufor et al. [2007] demon-
strated that the activation pattern changed when partici-
pants were instructed to focus on phonological aspects in
sine-wave speech stimuli. Prior to this instruction, partici-
pants demonstrated an almost bilateral activation pattern
which subsequently shifted to an activation pattern more
common for speech perception tasks, when given the
instruction. In other words, the expectancy of hearing
speech-like sounds modulates the activation pattern. Stud-
ies which attempt to overcome the first problem often use
speech comprehension tasks and may therefore be biased
by expectancy and attentional mechanisms.

Therefore, this study used a stimulus paradigm that
attempted to overcome these limitations to study the auto-
matic, as opposed to attention-biased processing of speech,
speech-like, and nonspeech stimuli. This was achieved by
introducing stimuli which gradually changed from one
category into another. This was paired with an instruction
which focused the attention of the participants onto an
irrelevant aspect. Thereby, this study was a continuation
of the earlier introduced ‘‘sound morphing’’ technique
[Specht et al., 2005] by generating stimuli which changed
from white noise to either a speech or a music sound (see
Fig. 1). Such a stepwise approach is advantageous in that
the changes from one step to the next are minimal, while
the whole set of stimuli covers a much broader range.
Using white noise as the same starting point the analysis
can be based on the differential evolution of brain
responses while the sound ‘‘morphs’’ into either a speech
or music sound. On the basis of the abovementioned dif-
ferential functional asymmetry in speech and music proc-
essing, we expected to observe differentially evolving
hemispheric laterality between those stimuli which
evolved into a speech sound as compared to those which
became a musical instrument sound. It was hypothesized
that speech sound would predominantly increase

Figure 1.

Example of a ‘‘morphed’’ sound, changing from white noise (left) to a ‘‘da’’ syllable (right). Black dots

are displaying the results from a formant extraction, using Praat. Note, that there are now detecta-

ble formants in the beginning, but becoming more and more detectable through the morphing

procedure.
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activation in the left temporal lobe, particularly in the pos-
terior and middle part of STG and STS [Hickok and Poep-
pel, 2007; Scott and Wise, 2004], as the speech specific
information in the sounds increased, triggering phonologi-
cal and prelexical processing. That is, we expected to see a
more leftward activation pattern when the sound could be
processed more as speech rather than nonspeech sound.
By contrast, it was expected that the musical instrument
stimuli would lead to more bilateral or even right lateral-
ized activation in the right temporal lobe [Hugdahl et al.,
1999; Specht and Reul, 2003; Tervaniemi and Hugdahl,
2003] as the musical instrument specific information
increased.

METHODS

Participants

Participants were 15 male, right-handed, healthy adults
(25–35 years of age) recruited from the student population
at the University of Bergen. All participants were screened
with an audiometer (250, 500, 1,000, 2,000, and 3,000 Hz).
Exclusion criteria were a hearing threshold greater than
20 dB or interaural difference greater 10 dB on either fre-
quency. Handedness was determined according to the
Edinburgh Inventory [Annett, 1970]. The highest possible
score in this rating for right handedness is 15 and
the exclusion criterion was set to 13. All participants gave
written informed consent in accordance with the Declara-
tion of Helsinki and institutional guidelines.

Stimuli

For this study, we selected two speech and two music
sounds. Because variations in the voice onset time (VOT)
of different speech sounds can give differential lateraliza-
tion effects [see e.g. Rimol et al., 2006a; Sandmann et al.,
2007], we chose the consonant-vowels (CV) /da/ with a
short VOT and /ta/ with a long VOT to control for this.
The CVs were read by a male voice and lasted 420 ms. For
a nonspeech control condition that could easily be per-
ceived within the same time-window and have a richer
spectro-temporal characteristic than a pure tone, we used
two different musical instrument sounds; a guitar sound
(A3) and a piano chord (C major triad on a C3 root). After
recording and digitizing, all natural stimuli were edited so
that they matched in duration and mean intensity (Gold-
wave Software). Additionally, white noise was generated
and matched in duration and mean intensity to the natural
stimuli.

Parametric Manipulation

To have a gradual transition from a nonspeech sound
into a speech sound, we constructed seven different steps
where we parametrically varied the level of white noise

perturbation in the sounds. This was accomplished using
a morphing procedure whereby the sounds (speech and
music sounds) were mixed with white noise, using
increasingly larger interpolation factors (SoundHack;
www.soundhack.com). This resulted in a continuum from
white noise towards a more speech or musical instrument
like sound, from which we selected in seven total distinct
steps. Thereby, the manipulation procedure gradually
revealed the specific spectral and temporal characteristic
of the speech/music instrument sounds in a stepwise
manner.

The speech analysis program Praat (www.praat.org)
was subsequently used to obtain an account of the pho-
netic structures present at the different manipulation steps
for the speech sounds. This analysis revealed that the dif-
ferent phonetic information in the sounds increased over
the seven manipulation steps. Analyzing formant struc-
tures in the different sound stimuli showed an energy
peak just below 1,000 Hz that is in the middle of the F1
and F2 of the original/da/sound at step 3 (see Fig. 1). A
clearer differentiation between F1 and F2, although still
somewhat perturbed, was present in step 5 followed by an
even clearer differentiation between F3 and F4 in step 6.

Scanning Procedures

The fMRI study was performed on a 3T GE Signa Exite
scanner. The experiment was performed as a single session
event-related stochastic design [Friston et al., 1999] which
included 224 regular events, 90 null-events (e.g., trials
with no stimuli), and 28 target trials. One event lasted 2 s
and consisted of four repetitions of the same sound. The
order of the events was pseudorandomized across manip-
ulation steps and categories (speech/music) so that the
morphing sequence was never presented in a consecutive
order. There were 16 repetitions for each manipulation
step and each category. The design differentiated only
speech and music but not between the underlying stimuli
themselves (e.g., between /da/ and /ta/ or between the
piano and guitar sound). To exclude activation related to
top-down processes [see Dehaene-Lambertz et al., 2005;
Dufor et al., 2007; Sabri et al., 2008] and to keep attention
relatively constant during fMRI data acquisition [see
Jancke et al., 1999], participants were given an arbitrary
task that was not related to the specific quality of different
sound categories. They were asked to report only when
they heard a stimulus in one ear. These target trials were
randomly distributed and there were an equal number of
trials for the left and right ear, respectively.

To present the stimuli without scanner noise in the
background, a sparse sampling technique was used with
1.5 s of image acquisition and an additional silent gap of
2.3 s. Axial slices for the functional imaging were posi-
tioned parallel to the AC-PC line with reference to a high
resolution anatomical image of the entire brain volume
and obtained using a T1-weighted gradient echo pulse
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sequence (MPRAGE). The functional images were acquired
using an EPI sequence with 370 EPI volumes, each con-
taining 25 axial slices (64 � 64 matrix, 3 mm � 3 mm �
5.5 mm voxel size, TE 30 ms) that covered the cerebrum
and most of cerebellum. The stimuli were presented
through MR compatible headphones with insulating mate-
rials that also compensated for the ambient scanner noise
by 24 dB (NordicNeuroLab, www.nordicneurolab.no). Pre-
sentation of the stimuli and recording of the behavioral
responses was controlled by the E-prime software (Psy-
chology Software Tools Inc.) running on a PC placed out-
side of the MR chamber. The intensity of the stimuli was
constant across manipulation steps and set to 87 dB
(LAeq), as measured by a Brüel and Kjær Measuring Am-
plifier (Type 2250 connected to a Brüel and Kjær head and
torso-simulator 4128C.

Data Analysis

The BOLD-fMRI data were preprocessed and statisti-
cally analyzed using SPM5 (http://www.fil.ion.ucl.ac.uk/
spm). The EPI images were first realigned to adjust for
head movements during the image acquisition and the
images were corrected for movement-induced distortions
(‘‘unwarping’’). Data were subsequently inspected for re-
sidual movement artefacts. The realigned image series
were then normalized to the stereotaxic Montreal Neuro-
logical Institute (MNI) reference space provided by the
SPM5 software package, and resampled with a voxel-size
of 3 mm � 3 mm � 3 mm. The images were finally
smoothed by using a Gaussian kernel of 8-mm. Single sub-
ject statistical analysis was performed using a fixed-effects
statistical model with the hemodynamic response function
(HRF) and its time derivative as basic functions. A design
matrix was specified using ‘‘the general linear model’’ for
single subject analysis that specified individual vector of
onsets for every level of manipulation in both categories of
stimuli and left/right targets, in all 16 conditions. A single
contrast was specified for each condition. The group data
were analyzed with a 2 � 7 ANOVA model (2 stimulus
categories, 7 manipulations). Main effects and interactions
were explored with F-contrasts by applying an FWE-cor-
rected significance threshold of P < 0.05, and a cluster-
extension threshold of at least five voxels.

To explore the parametric variation in more detail, we
also specified linear contrasts, highlighting those areas
with increased activations through the seven manipulation
steps. Therefore, we specified a linear contrast on the sin-
gle-subject level and grouped these individual results in
one-sample t-tests (one for music and one for speech).
These analyses were also analyzed with an FWE corrected
threshold of P < 0.05 and at least five voxels per cluster.

For anatomical localization, a nonlinear transformation
from MNI to Talairach coordinates [Talairach and Tour-
noux, 1988] was performed (www.mrc-cbu.cam.ac.uk) and
anatomically characterized by using the Talairach Daemon

software (http://ric.uthscsa.edu/resources) and the Talair-
ach atlas [Talairach and Tournoux, 1988]. Cross validation
was performed using overlays on anatomical reference
images from the Brodmann and AAL (automatic anatomic
labeling) maps as part of the MriCro software
(www.mricro.com).

As a post-hoc analysis, a region of interest (ROI) analy-
ses was performed focusing on the middle part of the
superior temporal sulcus (mid-STS) from which the BOLD
signal was extracted. The specification of the ROIs fol-
lowed a comparable procedure as described by Liebenthal
et al. [2005]. First, the ROIs were anatomically specified
using the MARINA software [Walter et al., 2003] for deriv-
ing the STG and MTG (corresponding to BA 21 and 22).
They were then postprocessed using the MriCro software
in order to restrict the ROIs to mid-STS and to exclude pri-
mary auditory areas (BA 41/42). The ROIs were separately
specified for the left and right hemisphere to account for
the different localization on the two hemispheres. Instead
of a weighted mean, as used by Liebenthal et al. [2005],
we used the overall averaged BOLD signal from each ROI
and for each manipulation, stimulus, and participant.
These data were then subjected to a 2 � 2 � 7 ANOVA,
with hemisphere (left/right), stimulus (music/speech),
and manipulation (1st–7th manipulation) as factors. Stand-
ard F-tests for exploring main effects and interactions
were applied and effects were considered to be significant
when a sphericity corrected significance threshold of P <
0.05 was reached (Greenhouse Geisser). The obtained
results were followed up with a post-hoc 2 � 7 ANOVA
on the laterality index (LI ¼ (left � right)/(left þ right)).
To explore different levels of lateralization in more detail,
the data were subjected to pair-wise post-hoc comparisons
between left and right, that is 14 comparisons (7 for the
music sounds and 7 for the speech). We then applied a
Bonferroni correction by accepting only those comparisons
as significant, which fulfilled P < 0.0036 (¼ 0.05/14).

RESULTS

Significant main effects of the factor stimulus (that is the
two different stimulus categories––speech and music
sounds) as well as manipulation (that is the seven manipu-
lations within each category) were found bilaterally in the
posterior part of the temporal lobe, comprising the STG
and STS. Exploring the effects of manipulation for the
speech and music stimuli separately, the analyses revealed
that the left STG and STS responded almost solely to the
manipulation of the speech sounds, while the right STG
and STS area responded to the manipulation of both
speech and music sounds (see Fig. 2 and Table I).

In addition, a significant interaction of stimulus �
manipulation was found in the middle region of the left
STS, showing greater activation by speech compared to
music (see Fig. 3, red area, and Table I). This finding was
further supported by the parametric analysis showing
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significantly increased activation throughout the seven
manipulation steps. For the music sounds, only the right
STS showed a parametric modulation whereas the speech
sounds generated a modulation in the STS of both hemi-

spheres (see Fig. 3, blue area, and Table II). This differen-
tial behavior became insignificant when directly
comparing between the two stimulus types using a
corrected threshold. However, based on our a priori

TABLE I. Anatomical location of the main effects and interaction, given with coordinates, F-value

and cluster size (voxel size 3 mm 3 3 mm 3 3mm)

Cluster size P (FWE) F-value x y z Localization

Main effect of stimulus
371 0.000 102.03 �57 �18 �3 Left STG/STS
331 0.000 99.55 60 �6 �3 Right STG/STS

Main effect of manipulation
572 0.000 39.65 60 �6 �3 Right STG/STS
398 0.000 23.84 �57 �18 �3 Left STG/STS

Interaction: stimulus � manipulation
9 0.001 8.5 �54 �18 �6 Left STS

Effect of manipulation for music
167 0.000 16.79 57 �6 0 Right STG/STS
11 0.003 8.05 �51 �3 �9 Left STG/STS

Effect of manipulation for speech
418 0.000 33.22 60 �6 �3 Right STG/STS
334 0.000 27.56 �57 �18 �3 Left STG/STS

STG, superior temporal gyrus; STS, superior temporal sulcus.
All results are F-contrasts, and a FWE-corrected threshold of P < 0.05 with at least five voxel per cluster was applied.

Figure 2.

Analysis of the 2 � 7 ANOVA: Displayed are the (a) main effects of stimulus, (b) Main effects of

manipulation, (c) main effects of the manipulation only for music, (d) main effects of the manipu-

lation only for speech. All results are F-contrasts, and a FWE-corrected threshold of P < 0.05

with at least five voxel per cluster was applied.
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hypotheses of differential activation in the STG/STS area,
we applied an exploratory post-hoc analysis with an
uncorrected voxel-threshold of P < 0.001 and a corrected
extend threshold of 68 voxels (P < 0.05, corrected thresh-
old for the extension of a cluster). The obtained results
confirmed our hypothesis by demonstrating a significant
difference in the parametric modulation in the left poste-
rior and middle STS. In addition, we applied a hypothesis
driven small-volume correction based upon the Gaussian
random field theory [Kiebel et al., 1999]. The effect became
significant, on a FWE-corrected voxel-threshold level,
using the entire left STG/STS/MTG as the volume for the
correction.

These fMRI results were further evaluated by an ROI
analysis, where the BOLD signal was extracted from mid-
STS. The results demonstrated a diverging time course
between the left and right STS, as the sound became more
like speech. The results from the 2 � 2 � 7 ANOVA, with
hemisphere as an additional factor, showed significant
main effects and interactions of all factors (P < 0.05). More
importantly, the threefold interaction of stimulus by
manipulation by hemisphere was significant. As a post-
hoc test, we performed a 2 � 7 ANOVA on the laterality
indices, where the main effects and interaction became sig-
nificant. Accordingly, the paired t-tests performed by the
post-hoc analysis revealed significant differences between
the left and right mid-STS (P < 0.0036, df ¼ 14) for the 5th
(t ¼ 4.968), 6th (t ¼ 4.086), and 7th step (t ¼ 6.878) for the
speech stimuli. This divergent time course was not present
for the musical stimuli. Here, the signal developed syn-
chronously in the left and right STS. Interestingly, the
results for the speech stimuli demonstrated a ceiling effect,
with no further increase in activation after the fifth step in
the left STS and a slight decrease in the right STS (Fig. 4).

DISCUSSION

By ‘‘morphing’’ the sound spectrum from white noise
into either a speech sound or a musical instrument sound,
we have shown that neuronal responses in the temporal
lobes differ between the left and right hemisphere as the
acoustic spectrum becomes more similar to the speech or
music-instrument spectrum. The main activations were
found in the posterior and middle part of the STG and
STS, with a significantly more lateralized response to the
speech compared to music sound manipulations. These
findings were revealed by the imaging data as well as the
ROI analysis. Moreover, modulated activity was seen in
the right STG and STS regardless of whether it was
speech, speech-like, musical-instrument, or musical-instru-
ment-like sound. By contrast, the same areas of the left
temporal lobe were more sensitive to the manipulation of

Figure 3.

Red area: speech � manipulation interaction (F-contrast, 2 � 7

ANOVA); blue area: linear response to the manipulation of the

speech sounds (linear t-contrast). All results are explored with

an FWE-corrected threshold of P < 0.05 with at least five voxel

per cluster.

TABLE II. Anatomical location of the parametric responses, given with coordinates, t-value and cluster size

(voxel size 3 mm 3 3 mm 3 3 mm)

Cluster size P (FWE) F-value x y z Localization

Parametric response to music
23 0.002 10.07 60 �6 0 Right STG

Parametric response to speech
33 0.002 10.43 �57 �36 0 Left STS
10 0.005 9.53 60 �24 �9 Right STS
18 0.007 9.17 60 �6 0 Right STG

Differential parametric response (speech > music)
80 0.222 6.52 �60 �36 12 Left STS

[0.011 (SVC: entire STG/STS/MTG)]

STG, superior temporal gyrus; STS, superior temporal sulcus; MTG, middle temporal gyrus.
All results are t-contrasts, and a FWE-corrected threshold of P < 0.05 with at least five voxel per cluster was applied.
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speech rather than music sounds, which was in accordance
with our hypothesis. In particular, we observed a signifi-
cant stimulus by manipulation interaction only in the mid-
dle region of the left superior temporal sulcus (mid-STS),
reflecting higher sensitivity to speech compared to musical
stimuli. This observation is in accordance with earlier
reports [Indefrey and Cutler, 2004; Scott et al., 2000; Specht
et al., 2005; Specht and Reul, 2003]. This was further sup-
ported by the fact that only the parametric modulation of
the speech sounds became significant on the left side, in
the region of the left mid-STS. Interestingly, the area
within the mid-STS was found to be posterior and adjacent
to the area that was significant in the stimulus � manipu-
lation interaction. Finally, after adding hemisphere as a
factor in a 2 � 2 � 7 ANOVA, the three-way interaction
became significant, reflecting significantly different proc-
essing of the speech- and music-sound manipulations in
the two hemispheres.

There are several important findings in this study. The
most prominent being the differential response of the STG
and STS to the acoustical parametric manipulation. It is
unlikely that such a response would be observed by
merely using ‘‘static’’ stimulus categories, which is a com-
mon the procedure in most neuroimaging studies on audi-
tory perception. Another finding is the difference in
response sensitivity to the speech stimuli of the left com-
pared to the right temporal lobe, as indicated by the sig-
nificant left-right differences (see Fig. 4). Such a
differentiation was not observed in the whole brain analy-
sis or in the ROI analysis during the manipulation of the
music sounds. There is an ongoing discussion with respect
to the differential specialization of the left and right audi-

tory cortex. There is reasonable evidence that the left audi-
tory cortex is more specialized in processing temporal
information while the right auditory cortex is more speci-
alized in processing spectral information [Zatorre and
Belin, 2001]. There is also a discussion concerning a possi-
ble asymmetry in temporal sensitivity between the audi-
tory cortices (Asymmetric sampling theory, AST).
Although the left side is assumed to analyze auditory sig-
nals on a timescale of 25–50 ms, the right side is assumed
to have a longer integration window of 200–300 ms [Boe-
mio et al., 2005]. Such a differentiation at a lower level of
auditory cortical processing might also influence further
processing along the proposed processing streams in the
temporal lobes. One important aspect of our findings in
this circumstance is that the detected areas of the right
temporal lobe demonstrated responses to all auditory stim-
uli, irrespective of the acoustic properties, that is they
were sensitive to the manipulation but not specific to the
type of stimulation. By contrast, the response of the left
temporal lobe, and here in particular the mid-STS, was
predominantly modulated by the manipulation of speech
and not by musical sounds. These results support the
notion of differing temporal resolutions and spectro-tem-
poral sensitivities between the left and right auditory sys-
tems. The changes in the sound spectra were very subtle
between two adjacent manipulation steps, leaving the
overall magnitude and intensity almost unchanged. There-
fore, the differences between two adjacent manipulation
steps were outside of the assumed integration window of
the right auditory cortex of 200–300 ms [Boemio et al.,
2005]. This is also reflected by the flatter slope from the
right mid-STS area (see Fig. 4), and could explain why

Figure 4.

BOLD signal (in arbitrary units [a.u.]), extracted from the left and right mid-STS; error bars are

denoting the standard error. Note that the left-right differences for the speech sounds are signif-

icant (P < 0.0036, df ¼ 14) for the 5th, 6th, and 7th step.
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only the main effect became significant on the right side,
and not the interaction (see Table I). However, because
speech sounds by nature have a specific spectro-temporal
characteristic, the respective areas of the left temporal lobe
are probably more ‘‘tuned’’ to detect those phonetic struc-
tures also within a disturbed signal, such as incomplete or
altered spectrum. Especially the middle part of the STS
demonstrated the strongest response to phonetic struc-
tures, as indicated by the significant interaction (see Table I,
Fig. 3). As the formant structures became more and more
detectable, this area seemed also to be more sensitive to
the subtle changes from one step to another. One could
further speculate that the often observed right lateraliza-
tion during the perception of nonverbal stimuli, like
music, is perhaps caused by a relatively reduced response
of the left temporal lobe rather than a higher sensitivity of
the right temporal lobe to nonverbal material, as visible in
the lower row of Figure 2. One might argue that the
detected differences were only caused by the different
complexity of the spectro-temporal characteristic of the
sounds and not by the categorical differentiation, which is
speech versus music. However, this would primarily have
caused a differential response within the primary and sec-
ondary auditory cortex although not in mid-STS. In addi-
tion, the analysis mainly focused on the evolution of the
brain response throughout the morphing sequence. There-
fore, differential responses resulting exclusively from
physical differences would have occurred only at the very
end of the morphing sequence, because the starting point
was the same for both stimulus categories. In this case, the
interaction should also have been significant for the pri-
mary auditory cortex and not only in mid-STS. Further-
more, one aim of the study was to use natural stimuli,
which also could be identified by the subjects. The usage
of artificial sounds, which match the complexity but do
not sound natural, may have resulted in additional activa-
tions. This, however, is a basic drawback in all studies
using a natural stimulation approach.

Besides this more general effect between speech and
music sounds, the second relevant aspect of the results is
the differentiation between a linear response to the manip-
ulation and a more step-wise processing, when focusing
only on the sequence of speech sounds. There is a qualita-
tive difference in the time course of the mid-STS area
before and after the fifth manipulation step. Although the
signal increased between the second and fifth step, it
remained constant (left mid-STS) or even slightly
decreased (right mid-STS) after this step, resulting in the
strongest and most significant left-right difference in
the last step (see Fig. 4). Interestingly, the area showing
the most linear response with respect to the manipulation
is more posterior to the areas showing the most significant
interaction effect (see Fig. 3). One could interpret this ana-
tomical differentiation through the model of a posterior-
anterior processing stream [Scott et al., 2000; Specht and
Reul, 2003], where the sensitivity to speech specific signals
increases from posterior to anterior, parallel with more

phonological and pre-lexical processing of the signal. Fur-
thermore, the mid-STS area demonstrated a constant acti-
vation after the 5th manipulation step (see Fig. 4), which
underlines further the importance of the first two formants
for speech perception, as they were present from step 5
onwards (see Fig. 1). In this circumstance, one could fur-
ther infer that the mid-STS act as a filter or gate that analy-
ses every incoming signal for speech elements. In other
words, as soon as a sound is identified as speech (or
speech-like), the STS probably gates the signal to other lan-
guage areas in the left temporal lobe for further analysis,
analogous to prelexical processing. One could further
speculate that the decrease of activation in the right mid-
STS reflects an inhibitory process, facilitating speech proc-
essing on the left side by reducing sensitivity on the right
side.

Finally, it is important to note that the discussed areas
show only speech-specific responses to the selected manip-
ulation of the stimuli. This does not mean that these areas
are speech-specific areas, e.g., that they respond exclu-
sively to either speech or musical sounds [Price et al.,
2005]. As could be seen in Figure 2, several areas of both
temporal lobes were involved in processing the sounds,
but only some areas, discussed earlier, showed additional
speech-specific responses.

In summary, this study demonstrated differential proc-
essing of spectral dimensional properties between speech
and music-instrument sounds. Using this new approach of
a gradual manipulation of the acoustic properties of
speech and music sounds, we were able to detect differen-
tial and category-specific responses in the temporal lobe,
especially in the mid-STS. Furthermore, these data demon-
strated that the right mid-STS area responded to any type
of manipulation while the response of left mid-STS was
predominantly modulated by the manipulation of the
speech sounds. One could therefore conclude that the STG
and STS areas of the right temporal lobe are involved in
speech perception although, on the other hand, this
involvement was on a more general level, because the
measured responses were not different between the two
selected categories (speech/music). By contrast, the same
substructures of the left temporal lobe demonstrated a
high level of sensitivity to phonological signals. The pres-
ent findings provide further evidence that, although
speech perception is predominantly a bilateral process,
regions of the left temporal lobe, in particular the mid-STS
area, are more responsive in the presence of speech
signals.
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