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Auditory-Evoked Responses

Samu Taulu'* and Riitta Hari*3

'Elekta Neuromag Oy, Helsinki, FT 00510 Finland
*Brain Research Unit, Low Temperature Laboratory, Helsinki University of Technology,
FIN 02015 HUT, Espoo, Finland
*Department of Clinical Neurophysiology, Helsinki University Central Hospital,
FIN 00290 Helsinki, Finland

* *

Abstract: Magnetic interference signals often hamper analysis of magnetoencephalographic (MEG)
measurements. Artifact sources in the proximity of the sensors cause strong and spatially complex sig-
nals that are particularly challenging for the existing interference-suppression methods. Here we dem-
onstrate the performance of the temporally extended signal space separation method (tSSS) in remov-
ing strong interference caused by external and nearby sources on auditory-evoked magnetic fields—the
sources of which are well established. The MEG signals were contaminated by normal environmental
interference, by artificially produced additional external interference, and by nearby artifacts produced
by a piece of magnetized wire in the subject’s lip. After tSSS processing, even the single-trial auditory
responses had a good-enough signal-to-noise ratio for detailed waveform and source analysis. Wave-
forms and source locations of the tSSS-reconstructed data were in good agreement with the responses
from the control condition without extra interference. Our results demonstrate that tSSS is a robust and
efficient method for removing a wide range of different types of interference signals in neuromagnetic

multichannel measurements. Hum Brain Mapp 30:1524-1534, 2009.
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INTRODUCTION

Magnetoencephalography (MEG) provides (sub)milli-
second temporal resolution for noninvasive tracking of
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synchronous cortical activity in the human brain [for
reviews of the MEG method, see Hamaldinen et al., 1993;
Hari, 2004]. The applications of MEG expand from basic to
clinical research and are rapidly increasing. As the MEG
signals are typically only 50-1,000 fT in strength, they can
be easily contaminated by interference arising from mag-
netic materials or from ambient magnetic interference.
MEG recordings are usually performed within a magneti-
cally shielded room and with sensors that are designed to
be near-sighted, considerably more sensitive to brain sig-
nals than to distant interference sources.

The preferred way to deal with nonbiological artifacts is to
prevent them. If this is not possible, various artifact-rejection
and compensation methods can be applied. One commonly
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used means is to use high-pass, low-pass, or band-pass filter-
ing. However, the brain signal of interest may be in the same
frequency range and thus disappear or strongly attenuate.
One may also reject epochs that contain large artifacts. Again
the problem is that the real brain signal may be lost as well.

Efficient interference removal can be achieved by utilizing
the information of the whole multichannel sensor array. In
the signal-space-projection method [SSP; Uusitalo and Ilmo-
niemi, 1997], the output of the multichannel measurement is
considered to form a distinct vector in a signal space. Exter-
nal interference is then removed by projecting the measured
signal vector into a subspace orthogonal to a predetermined
signal space, spanned by interference signal vectors. The in-
terference space is usually estimated by a statistical analysis
of the data from an MEG recording performed in the pres-
ence of environmental background signals. Interference from
environmental sources stays quite stable inside a magneti-
cally shielded room, and SSP can be successfully used for ar-
tifact suppression from other sets of data without updating
the interference subspace. However, if the spatial interfer-
ence patterns change, e.g., because of artifact sources inside
the room, a new SSP operator has to be computed.

Taulu and coworkers [Taulu and Kajola, 2005; Taulu
et al., 2005] recently introduced a new multichannel signal-
processing method, signal-space separation (SSS), based on
physical properties of the magnetic fields and on the possi-
bility with the present-day whole-scalp coverage neuro-
magnetometers to pick up the magnetic field pattern
simultaneously over the whole brain. The main applica-
tions of SSS include artifact suppression, movement com-
pensation, and a device-free representation of the signals
that can be used, e.g., for standardization between differ-
ent measurement configurations and devices.

The basic principle of SSS is the following. When data are
available from a whole-scalp-covering sensor helmet, the
multichannel MEG signals can be divided into two sets of ele-
mentary magnetic fields: one set for fields arising from sour-
ces inside the sensor helmet and another for fields arising
from sources outside. Because the MEG signals obey Max-
well’s equations in a source-free volume, the multichannel
MEG signals can at any moment be uniquely decomposed
into the two sets of elementary fields [Taulu and Kajola, 2005].
The amplitudes of the elementary fields can then be deter-
mined from the measurement carried out with a well-cali-
brated whole-scalp-covering neuromagnetometer. Conse-
quently, the brain signals can be reconstructed by retaining
the elementary fields that correspond only to sources inside
the sensor helmet; this procedure therefore generates the SSS-
reconstructed internal signals. For a typical MEG measure-
ment, SSS can suppress external interference by a factor
exceeding 100, even when the interference sources are located
inside the magnetically shielded room [Taulu et al., 2005].

When stimulators or pacemakers are located in the im-
mediate vicinity of the sensors, the spatial SSS model can-
not adequately describe all sources of the magnetic field.
Signals produced by these kinds of sources are typically
spatially complex and strong enough to exceed the sensor

noise. If the spatial frequencies included in the SSS model
do not completely describe the artifact field, the artifact
will appear both in the internal and the external part of
the SSS reconstruction. Fortunately, this leakage of the sig-
nal to both parts of the SSS model can be utilized in the
recognition and removal of the artifact [Taulu and Simola,
2006]: Similar temporal patterns in both SSS parts strongly
suggest that an artifact source has generated a field that
leaks into both parts. This procedure is justified in prac-
tice, because the brain signals, faithfully represented by
the internal SSS basis, do not leak into the external SSS ba-
sis. Assuming that the temporal patterns of brain signals
and artifacts differ, the recognized leaking waveform can
be classified as an artifact.

The recognized artifact time patterns can be removed,
by projecting them out in the time domain from the SSS-
reconstructed internal signals. In this operation, a time-do-
main signal basis is first constructed from the artifacts.
Then, the waveform of each channel in the SSS-recon-
structed internal data, including the brain signal and the
leaking artifact, is projected to a basis orthogonal to the
artifacts. As a consequence, the artifacts are suppressed
below the sensor noise while the brain signals persist in
the reconstruction. In brief, the spatial SSS separates the
brain signals from far-away external interference, located,
say, at a distance more than 0.5 m from the sensors, and
the temporal extension of SSS, the temporally extended sig-
nal space separation method (tSSS), removes the contribution
of the nearby artifact sources by utilizing time information in
addition to Maxwell’s equations. In the absence of any
nearby artifacts, the result of the tSSS algorithm is equivalent
to SSS.

SSS has already been used for suppression of external
interference and data transformation but only in studies in
which the sources and waveforms of the studied signals
were inaccurately known a priori [Cheour et al., 2004;
Huotilainen et al., 2005; Imada et al.,, 2006; Pihko et al.,
2004]. The performance of tSSS has been tested with simu-
lated data, with promising results also with epileptic
spikes, for which, however, the correct locations and wave-
forms were not known [Taulu and Simola, 2006]. Artifacts
caused by a deep brain stimulator have been removed by
tSSS [Maikeld et al., 2007], but control data without the
stimulator device were not available.

To evaluate the full value of tSSS, it would be necessary
to study real signals whose sources are well established.
We therefore explored the effect of tSSS on auditory-
evoked fields, known to arise in the supratemporal audi-
tory cortex [for a review, see Hari, 1990]. Complex mag-
netic artifacts were purposefully introduced to the ongoing
MEG activity during the recording of auditory-evoked
fields by rotating three magnets outside the magnetically
shielded room and by fixating a piece of magnetized wire
to the lip of a subject who was moving his mouth during
the recording. In addition to the analysis of averaged
evoked fields, we also studied the replicability of the wave-
forms of single-trial auditory responses and the corre-
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sponding source locations. The results strongly support the
feasibility of the tSSS method in removing, with minimal
distortion, external magnetic artifacts from MEG signals.

MATERIALS AND METHODS
The SSS Method

As has been described earlier [Taulu and Kajola, 2005;
Taulu and Simola, 2006], the original signals were divided
into two sets of elementary fields, separately correspond-
ing to signal sources internal and external to the sensor
array. These two volumes are bounded by spheres with
radii defined as the smallest and largest distance from the
sensor array to a chosen origin. Figure 1 illustrates the in-
ternal sphere enclosing the brain and the external volume
excluding the sensor array and extending to infinity. Thus,
the internal and external volumes are uniquely defined
although the sensor array does not constitute a full sphere.
In this procedure, the elementary fields are required to sat-
isfy in the measurement volume the Laplace’s equation,
the general solution of which is an expansion of the spher-
ical harmonic functions. Because of the properties of these
functions, the elementary fields can be organized according
to their spatial frequencies. The higher the spatial frequency,
the faster is the decrease in amplitude of the corresponding
field as a function of distance. This behavior naturally limits
the number of elementary fields that exceed the noise level of
the MEG sensors. These fields have to be included in the lin-
ear model that describes all measurable magnetic fields gen-
erated by physiological brain sources or by reasonable inter-
ference sources located at least a few centimeters from the
sensors. This geometrical configuration does not separate all
artifact and brain sources from each other. For example, the
eyes are located approximately on the boundary of the inner
sphere. Therefore, the spatial linear model does not classify
eye blink signals as artifacts.

In SSS, the output of a multichannel measurement is
expressed as a linear combination of elementary signals
based on the earlier description. The corresponding har-
monic expansions for the internal and external signals are
extended to “order values” L;, and L.y, respectively, that
define the highest spatial frequencies in the model. We
used L;, = 8 and Ly, = 3, known to be a suitable choice
in whole-scalp MEG recordings [Taulu et al., 2005]; this
selection leads to 95 elementary fields, 80 of these for inter-
nal and 15 for external contributions.

Temporally Extended SSS

In the temporal analysis performed by means of tSSS,
the data are divided into segments that are separately
processed. In the present implementation, the segments
are blocks of data with N channels with n samples in each
and they follow each other in time without overlap. The
number of samples n is usually fixed and designed to be
large enough to ensure sufficient temporal difference

Figure 1.
Geometry of a MEG measurement. The green (internal) and red
(external) volumes contain the brain and interference sources,
respectively. The white region in between is free of magnetic
sources, except when artifacts arise from magnetic impurities,
braces, stimulators, or other nearby disturbance sources.

between the brain signals and artifacts. The rationale of
this choice is as follows. Within each block, the data are
separated into internal, intermediate, and external parts by
SSS (see Fig. 1). After this spatial step, the possible tempo-
rally correlated signals between the internal and intermedi-
ate parts are recognized by a subspace-intersection method
[Golub and Van Loan, 1996, Taulu and Simola, 2006].
Alternatively the internal and external signals could be
compared with each other. Assuming that the brain signals
are temporally uncorrelated with the artifacts, the recog-
nized correlated signals, if any, are interpreted as artifacts.
The recognized artifact signals are projected out in time
domain by a linear algebraic operation, where first a signal
subspace is composed of the temporal artifact waveforms,
represented as vectors that comprise the sampled signal
values. Then, the SSS-reconstructed internal signals, also
represented as vectors, are projected into a subspace that is
orthogonal to the artifact subspace. Brain signals remain
spatially intact in this operation, and temporal distortions
only occur if they are temporally correlated with the artifact
waveforms within the applied time segment. The brain and
artifact signals can be considered random variables that are
statistically independent of each other. They can be repre-
sented as vectors when decomposed into some suitable ba-
sis components, e.g., the Fourier components consisting of
sine and cosine functions and their corresponding ampli-
tudes. Statistically, in a high-enough dimensional basis, any
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two randomly chosen vectors are orthogonal to each other.
Therefore, temporal distortions in tSSS can be avoided if the
dimension is sufficiently high given the frequency band of
interest and the length T of the time window.

The temporal signal can be represented as a signal vec-
tor s composed of the sampled signal values: s = [s(t;)
s(tz) ... s(t,)], where t; is the time instant of the jth sample.
The dimension of such a signal is #, and it can be decom-
posed into at most 1 degrees of freedom, i.e. n independ-
ent waveforms. With finite dimensions 1, the angle
between two random signals is less than 90°. On the other
hand, random noise in the recorded data creates uncer-
tainty in the direction of the signal vector s, and we
should choose a time window length T corresponding to n
that deviates from the orthogonality condition by an angle
smaller than this noise uncertainty. The effective dimen-
sion of a signal with frequency f during a time segment of
length T is n = Tf. Denoting the high enough dimension
by n,, we can define the criterion T > n,/f.

The applied 4-s and 8-s epochs of brain and artifact sig-
nals both turned out to be long enough to be essentially
orthogonal. In principle, T is not limited to a few seconds,
but longer windows typically do not provide practical ben-
efit, except for very-low-frequency phenomena. Because of
the finite window length, tSSS also acts as a high-pass fil-
ter, with the corner frequency inversely proportional to the
window length. The correlation limit, introduced by Taulu
and Simola [2006] for the decision to label signals as arti-
facts, ranged from 0.90 to 0.95.

Measurement of Auditory-Evoked Fields

A healthy adult right-handed male (45 years), well expe-
rienced in MEG measurements, volunteered as the subject
for recordings carried out with the prototype of the Elekta
Neuromag® 306-channel neuromagnetometer at the Low
Temperature Laboratory, Helsinki University of Technology.
The device comprises planar gradiometers and magneto-
meters, based on thin-film technology. The planar gradiome-
ters are mostly sensitive to fields arising from nearby sources,
whereas the magnetometers couple strongly also to distant
sources, and therefore the system provides accurate informa-
tion of both brain signals and the interference. Thus, it is pos-
sible to construct a numerically stable SSS model that enables
robust interference suppression.

The MEG recordings had a prior approval by the local
ethics committee.

The subject received binaurally 50-ms 1-kHz tone pips
(60 dB above hearing level) once every 2,005 ms. The MEG
signals were filtered through 0.1-200 Hz and digitized at
600 Hz. Data were collected continuously during 100-130
single responses in each of the following conditions.

i. During the Control condition, the measurement was
done in the presence of typical environmental inter-
ference that usually arises from sources located quite
far from the room, resulting in essentially homogene-

ous magnetic fields. Such interferences can usually
be satisfactorily handled by conventional artifact
suppression methods, and the condition therefore
served as a suitable reference measurement for tSSS.

ii. During the External interference condition, three 60-
mm long ellipsoid-shaped permanent magnets were
rotated and moved outside the shielded room, at a
distance of less than 1 m from its wall. The resulting
field contained much stronger gradients than inter-
ference from far-away sources, and it consequently
produced inside the shielded room a spatially and
temporally more complex field than was the typical
interference in the control condition.

iii. During the Nearby interference condition, a piece of
magnetized wire was attached to the subject’s lower
lip, and the subject was asked to move his mouth
continuously during the measurement to produce
large nearby-artifacts with considerably higher spa-
tial complexity than in condition (ii).

Data Analysis

The raw data from the interference conditions (ii) and
(iii) were processed by tSSS and averaged off-line. The
effect of the window length T on the time pattern of the
response was studied using data from condition (iii). The
waveforms of both averaged and single-trial responses
were then compared with unprocessed data obtained in
the Control condition (i). Furthermore, the field patterns of
both averaged auditory fields and of single-trial auditory-
evoked responses were modeled with current dipoles
located in a spherical volume conductor, one dipole in
each hemisphere, and the interference and control condi-
tions were again compared.

After visual examination of the quality of the averaged
responses, the main emphasis was put on single responses.
The goal was to analyze individual responses without any
other preprocessing besides tSSS. To this end, the sensor
signals were reconstructed by tSSS, and then each individ-
ual response was analyzed without any temporal or spatial
filtering (the original passband of 0.1-200 Hz) was kept. A
subset of channels was selected from the left temporal lobe
where auditory responses, clearly stronger than the base-
line level, were discerned. The peak latencies of the
responses were visually determined and the dipole locations,
orientations, and strengths were found by least-squares
search. The variability in the dipole location was then com-
pared with the theoretically determined confidence volume
[Haméldinen et al., 1993; Kaukoranta et al., 1986].

RESULTS

Characterization and Removal of
Interference Signals

The spatial and temporal characteristics of the interference
signals were markedly different in the three conditions.
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Time /s

Figure 2.
Original signals from one left-temporal-lobe gradiometer channel during the Control condition
(top), External interference condition (middle), and Nearby interference condition. Stimulus
times are denoted by dashed vertical lines. Arrows point to visible auditory responses.

Figure 2 illustrates from one temporal-lobe gradiometer
channel a 20-s epoch of spontaneous MEG during the
three conditions. In the Control condition, some of the
sounds are followed by clearly visible auditory responses.
In the interference conditions (ii) and (iii) the responses
are obscured by artifacts that are much larger than in the
Control condition, especially at low frequencies. Most of
the high-frequency interference, equally present in all con-
ditions, is caused by the 50-Hz power line signal and its
harmonics.

Figure 3 illustrates the effects of the SSS and tSSS artifact
elimination procedures. A 10-s epoch of the original MEG
signal from one magnetometer above the left temporal
lobe was divided to the internal and external field compo-
nents by means of SSS and thereafter additionally proc-
essed by tSSS; the reconstructions were based on the infor-
mation measured by all channels.

The original signal of the Control condition (left panel)
contains magnetic interference typical to a laboratory envi-
ronment, with contributions from power line, electric
instruments, traffic, etc. The SSS correctly classifies the 50-
Hz and low-frequency signals as external signals. Corre-
spondingly, the SSS- and tSSS-reconstructed signals essen-
tially contain brain signals only.

In the External interference condition, the field gener-
ated by the moving magnets was superimposed on the
environmental field. The data thus contained considerably
stronger signals than in the previous case. Furthermore,
the rotation of the magnets caused additional components

of higher temporal frequency. Although the spatial pattern
of the interference, especially manifested by increased spa-
tial complexity, changed from the first measurement, SSS
was still applicable because the interference source was
located well outside the sensor array. SSS clearly classified
the complex interference as an external signal.

In the Nearby interference condition (the right column
of Fig. 3), the SSS model was no longer sufficient for clear
signal separation, as is evident from the about three times
stronger baseline fluctuation in the internal signal com-
pared with the two previous conditions; however, most of
the signal, e.g., the power-line component, is still classified
as having an external origin. In this case, because of the
leakage of the magnetic fields that have higher spatial fre-
quencies than those included in the SSS model, the tempo-
ral pattern of the nearby artifact source is seen both in the
internal and external reconstruction. This pattern was
identified by subspace correlation analysis [Taulu and
Simola, 2006] that decomposes the temporal principal com-
ponents of both the internal and external time signals and
labels the components common to both parts as nearby
artifacts. The nearby artifacts were temporally projected
out from the internal signal to produce the tSSS-recon-
structed result that only contained brain signals. The root-
mean-squares (standard deviations) of the tSSS-recon-
structed signals were comparable in all conditions. The
values were, for the lowest traces of Figure 3 from left to
right, 259, 317, and 367 fT, calculated over the whole fre-
quency range from 0.1 to 200 Hz. According to spectral
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Original and processed signals from one magnetometer during the three conditions. From top to
bottom: Original data, SSS reconstruction for signal arising from the outside of the sensor array
(SSS external), SSS reconstruction for signal arising from the inside the sensor array (SSS inter-
nal), and tSSS reconstruction for the internal signal.

analysis, the differences were mainly due to variations
around 10 Hz, thus possibly reflecting changes in the back-
ground activity in this subject.

Averaged Evoked Responses

In the Methods section, the lower limit for the window
length was determined as T > n,/f, where orthogonality
was required for the n,-dimensional random signals. Here
we determine experimentally a suitable 1, by calculating
the average angle between two n-dimensional random sig-
nals as a function of n. An angle close to 90° is considered
to correspond to a high-enough dimension #n,. The top of
Figure 4 shows the angle between two simulated random
time signals as a function of their dimension. The signals
were composed as linear combinations of altogether n
orthonormal sine and cosine components, i.e. the Fourier
components, for which the amplitudes were uniformly dis-
tributed from —1 to 1. For each dimension value n, the
presented angle is the mean value of 1,000 realizations of
the n-dimensional set of amplitudes. At low dimensions,
the angle increases steeply and reaches about 80° at n = 20
and 85° at n = 80. As a rule of thumb, n, = 40, with the
angle clearly exceeding 80°, is a safe dimension, because
the error resulting from the less than 10° deviance from
orthogonality will be masked by the uncertainty in the
direction of the brain signal vector because of random
noise: The uncertainty of any brain signal with a signal-to-
noise ratio (SNR) smaller than 1/tan(10°) ~ 5.7 exceeds

10°. In other words, any angle exceeding 80° between brain
and artifact signals can be considered to reflect so high in-
dependence that the projection operator of tSSS should not
produce significant temporal distortion.

The bottom of Figure 4 shows the averaged auditory
response from condition (iii) on a single gradiometer chan-
nel tSSS-processed with window lengths of T = 1, 2, 4,
and 8 s. The response is clearly damped at T = 1 s (black
dashed line) and still slightly decreased at T = 2 s (red
line). Signals processed with T = 4 s and T = 8 s (blue
and black lines) do not differ within the first 180 ms. This
result is in good agreement with the dimension plot (Fig. 4
top) suggesting 1, = 40 to be a reasonably high dimension
in terms of orthogonality. For frequencies of about 10 Hz
and above, there should be no temporal distortion with
T > 40/10 Hz = 4 s, which is supported by Figure 4. The
locations of current dipoles fitted to the 100-ms response
were within 4 mm across the different T values.

Figure 5 shows the distribution of averaged (N = 108),
but otherwise unprocessed responses from the Control con-
dition. Clear auditory-evoked fields peak about 100 ms after
stimulus onset above both temporal lobes, thereby replicat-
ing the very well-known spatial pattern of the 100-ms audi-
tory-evoked responses [Hari, 1990; Hari et al., 1980].

Figure 5 also shows a subset of gradiometer and magne-
tometer channels before and after tSSS. Averaged gradiom-
eter signals are essentially intact in the Control condition,
whereas the magnetometers suffer from, e.g., power-line
disturbance. Both in the External and Nearby interference

* 1529 <



¢ Taulu and Hari ¢

&0 80 100 120 140 180
n

180 200

L e B e e e ey
0 100 200 300 400 500 me

Figure 4.
Top: The mean angle between two randomly chosen vectors as a
function of their dimension, n. The vectors were composed as lin-
ear combinations of orthonormal sine and cosine components,
with uniformly distributed random amplitudes ranging from —1| to
I. Bottom: The effect of window length T on the tSSS-recon-
structed auditory response. The values of T were | s (black
dashed), 2 s (red), 4 s (blue), and 8 s (black solid; under the blue
curve during the peak). The data were low-pass filtered at 70 Hz.

conditions—where the artifacts were generated by the
magnets and the piece of magnetized wire, respectively—
even the gradiometer signals are clearly distorted. The
tSSS-processed results, however, are essentially free of in-
terference in all cases and the waveforms of the auditory
responses are similar across conditions.

Figure 6 shows the corresponding field patterns on the
sensor surface 106 ms after the stimulus onset; the con-
tours are based on the signals of all 306 channels. The field
patterns of the original data are dipolar in the Control con-
dition but badly distorted in the other two conditions.
However, the field patterns based on the tSSS-recon-
structed signals reveal nicely dipolar, and similar, field
patterns in all three cases.

Compared with the source modeling results obtained
with the unprocessed Control data, the current dipoles for
the tSSS-processed data were within 2 mm in the Control
condition, within 1 mm in the External condition, and
within 5 mm in the Nearby interference condition.

Single Responses

The interference was largest in the experiment with the
permanent magnets. Figure 7 shows the spatial distribu-
tion of a single unprocessed 500-ms epoch, starting 100 ms
before an auditory stimulus. The signals are very noisy
and no auditory response can be discerned. Some of the
magnetometer signals have partially disappeared from the
figure because their amplitudes are beyond the scale range
from —2,750 to 2,750 {T. In contrast, a rather clear response
can be seen in the tSSS-reconstructed data on the right.

The good SNR of the tSSS-processed single epoch
response is reflected in the corresponding regular field
distribution of Figure 7, with the typical dipolar pattern of
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fal d !
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Figure 5.

Top: Averaged auditory responses from the 306 channels during
the Control condition. The display shows all channels as viewed
from above the head, with the subject’s nose pointing up in the
plane of the paper. The sensor array contains sensor triplets,
with two orthogonal planar gradiometers and one magnetome-
ter in each triplet. Bottom: Original (left) and tSSS-processed
(right) averaged signals from a subset of two gradiometers and
one magnetometer indicated by the rectangle in the upper fig-
ure.
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Figure 6.
Field patterns based on the original signals (left column) and the
tSSS-reconstructed signals (right column) for the Control, Exter-
nal interference, and Nearby interference conditions. The con-
tour step is 100 fT in all field patterns. The red color corre-
sponds to magnetic flux coming out of the sensor surface, and
the blue color indicates field in the opposite direction.

the auditory response. In the unprocessed data, this field
component was buried under the interference.

Figure 8 shows single responses from one left temporal-
lobe gradiometer channel during all three conditions: Con-
trol (i), External Interference (ii), and Nearby Interference
(iii) conditions after three different processing procedures.
The top panels show the unprocessed data in which the
responses are only vaguely distinguishable as the interfer-
ence dominates the signal, especially in condition (ii). The
middle panels illustrate the signals after application of a
SSP operator, based on a previous empty room recording
containing environmental interference. In the Control con-
dition (i), the SSP operator efficiently removed the interfer-
ence so that the clear responses peak around 100 ms; how-
ever, SSP did not sufficiently suppress the interference in
conditions (ii) and (iii). The lowest panels demonstrate
that tSSS produced satisfactory results in all three condi-
tions, so that the 100-ms responses became prominent in

almost each trace. This similarity of the reconstructed sig-
nals across conditions indicates that tSSS is quite immune
to changes in the artifacts.

Figure 9 shows 30 consecutive tSSS-reconstructed audi-
tory single-epoch waveforms during the Control condition.
The signals are from the same gradiometer channel as in
Figure 8, and they show a good SNR and a stable baseline.

For each individual response, a current dipole was fitted
to a subset of tSSS-reconstructed channels over the left
hemisphere; the subset typically contained 60-100 chan-
nels, comprising both magnetometers and gradiometers.
The SNR of the single responses varied, but in most cases
the fit yielded goodness-of-fit (g) values better than 80%,
sometimes even reaching 95%. Such high g values were
possible because the tSSS process suppressed the interfer-
ence to the level of the sensor noise and because the audi-
tory response clearly exceeded the background brain activ-
ity, resulting in a very good SNR. Those dipoles in the
Control and External interference conditions, for which the
g values exceeded 85%, had a computational confidence
volume [Hamalédinen et al., 1993] smaller than an ellipsoid
with dimensions of about =4 mm along the direction

Qriginal

[mww

T T T T
100 200 300 400 ms

T T T T T T
0 100 200 300 400 ma 0

Figure 7.
Spatial distribution of a single auditory response before (top left)
and after (top right) tSSS processing. No further temporal filter-
ing was applied. The channel of the close-up is indicated by a
rectangle. Bottom: The corresponding field distribution of a sin-
gle auditory response before (left) and after (right) tSSS process-
ing. The contour step is 100 fT.
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Figure 8.

Single-trial plot of 340 consecutive individual auditory responses
(108, 102, and 130, respectively, for the three different condi-
tions) after three different processing procedures: Original (top
panels), data processed by the standard SSP operator corre-
sponding to usual environmental interference (middle panels),

transverse to the direction of the current dipole, £9 mm
along it and *£11 mm in depth, respectively.

Figure 10 shows single-trial dipole locations superim-
posed on the subject’s own structural brain slices, with
clear clustering around the supratemporal auditory cortex.
These locations agree with previous results, indicating that
the 100-ms auditory-evoked response is generated in the
supratemporal plane, just posterior to the primary audi-
tory cortex [Hari, 1990; Hari et al., 1980; Liitkenhoner and
Steinstrater 1998].

Figure 11 shows the corresponding x-, y-, and z-coordi-
nates of the dipoles in the right-handed head coordinate
system with x-axis aligned to a line going from the left to
the right preauricular point and y-axis coming out of the
nasion, plotted separately for tSSS-reconstructed single
responses from the Control condition (solid lines) and the
External interference condition (dashed lines). The distri-
butions are highly similar in both conditions. The standard
deviations are =6 mm for the x-coordinate, =4 mm for the
y-coordinate, and =5 mm for the z-coordinate. Here the x-
coordinate corresponds best to dipole depth and has the

tSSS-reconstructed data (bottom). In all boxes, the different con-
ditions are displayed in the order Control (i), External interfer-
ence (i), and Nearby interference (jii); these conditions are sep-
arated in each panel by thin white horizontal lines.

=100 ¥] 100 200 300 400 50C
Tima / ms

Figure 9.
Thirty consecutive tSSS-reconstructed auditory responses from
the Control condition. The upper curves contain the whole fre-
quency band 0.1-200 Hz, whereas the lower signals have been
low-pass filtered at 40 Hz.
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Figure 10.
Locations of current dipoles of single auditory responses superimposed on the subject’s own
magnetic resonance image slices. The goodness-of-fit values were for all plotted dipoles better
than 85%.

largest variance, as predicted, whereas the y coordinate is
close to being transverse to the dipole direction and it
accordingly has the smallest variance.

DISCUSSION

We investigated the validity of the tSSS in suppressing
interference in MEG measurements. As an important
extension to any previous tSSS applications to real MEG
data that have lacked artifact-free control conditions
[Mikeld et al., 2007; Taulu and Simola, 2006], we now for
the first time studied the feasibility of tSSS analysis in
removing artifacts from MEG signals, auditory-evoked
fields, whose cerebral generator sites are very well estab-
lished in previous extensive studies [for reviews, see e.g.
Hari, 1990, 2004]. In three interference conditions—normal
environment, external interference with deliberately
increased amplitude and spatial complexity, and additional
nearby interference—tSSS efficiently removed the artifacts
and left the auditory-evoked responses intact. The resulting
waveforms and source locations were in good agreement
with the control condition. The high quality of the tSSS-
reconstructed data also allowed single-trial analysis.

Source locations of single tSSS-reconstructed auditory
responses were anatomically feasible and their spatial scat-
ter was in good agreement with the theoretically calculated
confidence volumes. The scatter would have been even
smaller if the responses would have been low-pass filtered,
e.g. with the typical cutoff at 40 Hz, instead of the applied
wide frequency range from 0.1 to 200 Hz.

The tSSS method is simple to use. It requires only two
assumptions: first that the brain and the external interfer-
ence sources can be separated geometrically, and second
that the brain signals are not temporally correlated with
any signal arising from a nearby artifact source. Therefore,
tSSS can be widely applied for MEG multichannel meas-
urements. The analysis described in this article generalizes
to different kinds of MEG measurements, since according
to the principle of linear superposition, all brain sources

can be constructed from elementary current dipoles, such
as the dipolar sources investigated here.

The tSSS method is based on spatial SSS, which is
straightforward to implement for whole-scalp-covering
MEG devices. Compared with the spatial SSS, however,
computation of tSSS currently takes about 10 times longer.
The tSSS process for t minutes of 306-channel MEG data
sampled at 600 Hz takes about t minutes with present Linux
computers. Multiprocessor architectures are expected to
speed up the calculations significantly. Optimization of the
tSSS algorithms is thus an important future challenge.

The present work showed, both theoretically and experi-
mentally, that the tSSS-related modification of the temporal
pattern of the brain signals can be alleviated by prolonging
the time windows during which the temporal analysis and
projections are done; the appropriate window length that
renders the brain signal orthogonal to the interference to
be removed is inversely proportional to the frequency of
interest.

The obtained results, based on a single subject’s auditory
responses, are expected to be valid more generally

Z5

-0 0 50
¥/ mm
Figure I1.

Histograms of x-, y-, and z-coordinates for all current dipoles of
Figure 10. N refers to the number of observations, and solid and
dotted lines correspond to the Control (i) and External interfer-
ence (ii) conditions. The x-axis runs from left to right preauricu-
lar point, the y axis points toward the nasion, and the z-axis is
orthogonal to xy-plane and is directed to the top of the head.
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because, in practice, tSSS (and SSS) are not sensitive to the
location or spatial extent of the brain sources. The reason
is that these sources are always located at least a couple of
centimeters from the sensors, and therefore the associated
magnetic fluxes detected by the sensors are spatially rela-
tively smooth. The SSS model is designed to cover the spa-
tial features that typical MEG signals may contain [Taulu
et al., 2005]. It is adaptive in the sense that it recognizes
and removes artifacts solely on the basis of the measured
data and sensor geometry. In addition, it only uses data of
proper MEG sensors containing both the brain signals and
the interfering artifacts that need to be removed. Thus, it is
possible to obtain more accurate estimates of the artifacts
in MEG signals than, e.g., by artifact-suppression methods
based on reference channels located typically more than 10
cm from the MEG sensors [Vrba and Robinson, 2001]. The
performance of adaptive reference-channel methods [de
Cheveigné and Simon, 2007] is greatly impaired when
nearby artifacts have significant amplitudes on the MEG
sensors but are undetectable by the far-away reference sen-
sors. In addition, extraction of temporally complex artifacts
may require a large number of sensors, whereas the num-
ber of reference sensors is often quite small. Compared
with SSP [Uusitalo and Ilmoniemi, 1997], tSSS is easier to
use when the interference patterns are constantly chang-
ing, because recalculation of the interference subspace in
SSP requires user intervention.

The closer the artifact source is to the brain, the more it
will spatially resemble a brain signal. Artifacts generated
by eye movements, eye blinks, and contractions of facial
muscles are, therefore, challenging for tSSS, and their suc-
cessful removal still requires further research. Previously,
independent component analysis (ICA) has been used suc-
cessfully to remove eye-related artifacts [Vigario et al.,
1997], and comparison of tSSS with ICA would be of inter-
est in the future.

As long as the interference does not saturate the signals,
the tSSS method makes MEG essentially immune to the mag-
netic environment where the measurements are conducted.
Thus good-quality MEG data can be obtained even if the sub-
ject, the assisting personnel, or the equipment contain some
magnetic material. Consequently, new possibilities emerge
for investigations previously considered too challenging for
interference suppression, such as MEG recordings from
patients with implanted stimulators or metal objects.
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