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Abstract: We compared two experimental designs aimed at minimizing the influence of scanner back-
ground noise (SBN) on functional MRI (fMRI) of auditory processes with one conventional fMRI
design. Ten subjects listened to a series of four one-syllable words and had to decide whether two of
the words were identical. This was contrasted with a no-stimulus control condition. All three experi-
mental designs had a duration of ~17 min: 1) a behavior interleaved gradients (BIG; Eden et al. [1999]
] Magn Reson Imaging 41:13-20) design (repetition time, TR, = 6 s), where stimuli were presented dur-
ing the SBN-free periods between clustered volume acquisitions (CVA); 2) a sparse temporal sampling
technique (STsamp; e.g., Gaab et al., [2003] Neuroimage 19:1417-1426) acquiring only one set of slices
following each of the stimulations with a 16-s TR and jittered delay times between stimulus offset and
image acquisition; and 3) an event-related design with continuous scanning (ERcont) using the stimula-
tion design of STsamp but with a 2-s TR. The results demonstrated increased signal within Heschl’s
gyrus for the STsamp and BIG-CVA design in comparison to ERcont as well as differences in the over-
all functional anatomy among the designs. The possibility to obtain a time course of activation as well
as the full recovery of the stimulus- and SBN-induced hemodynamic response function signal and lack
of signal suppression from SBN during the STsamp design makes this technique a powerful approach
for conducting auditory experiments using fMRI. Practical strengths and limitations of the three audi-
tory acquisition paradigms are discussed. Hum Brain Mapp 28:703-720, 2007.  ©2006 Wiley-Liss, Inc.
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INTRODUCTION

Functional MRI (fMRI) provides noninvasive imaging of
brain activation without the use of radioactive tracers, con-
trast agents, or electrodes. More and more research groups
use this technique to explore the human brain for both ba-
sic research and clinical applications. However, assessing
auditory functions in the MR environment is problematic
because the process of image acquisition generates a high-
amplitude MR-scanner background noise (SBN) [Cho et al,,
1997; Counter et al.,, 1997, McJury et al.,, 1995, 2000; Price
et al., 2001; Shellock et al., 1994, 1998]. The goal of this
ST @WILEY
«,. InterScience’

DISCOVER SOMETHING GREAT




¢ Gaab et al. ¢

study was to directly compare two methods that have been
developed to minimize the effects of SBN on auditory fMRI
studies, and to compare these to a conventional method in
fMRI research that employs continuous scanning. The main
question was whether these various methods yield different
results (e.g., patterns and intensity of activation) under simi-
lar experimental conditions. A follow-up question assessed
whether one or another result appeared more likely to be
valid, and whether the different methods included specific
advantages or disadvantages. Superior or inferior measure-
ment of auditory activations could have major influences on
the outcomes of auditory fMRI research.

The SBN can be quite loud. Indeed, several studies
reported noise levels of more than 100 dB SPL (sound
pressure level) for the SBN, which corresponds approxi-
mately to listening to a jackhammer from close distance.
SBN amplitude varies depending on factors such as the
pulse sequence applied or the number of slices acquired
[for reviews, see Amaro et al., 2002; Moelker and Patty-
nama, 2003]. Furthermore, several studies revealed a posi-
tive relation between field strengths and noise increase
[e.g., Counter et al., 2000; Price et al., 2001]. Thus, SBN
becomes an increasingly important factor as more imaging
centers perform research at or above 3.0 T.

SBN can impede auditory functional neuroimaging in at
least two ways: 1) SBN can interfere with participants
accurately hearing auditory stimuli, and 2) SBN can pro-
voke activation that masks stimulus or task-driven cortical
responses of experimental interest. With regard to interfer-
ence with auditory perception of stimuli, the presence of
SBN can lead to increased pure tone hearing thresholds as
well as decreased performance in humans and experimen-
tal animals [e.g., Ulmer et al., 1998b], especially if auditory
stimulation contains frequencies similar to those measured
for the SBN [e.g., Scarff et al., 2004].

With regard to interference with activation, SBN itself (real
or recorded) leads to increased activations of auditory [e.g.,
Bandettini et al, 1998] and language areas [Ulmer et al,
1998a], and resembles a typical hemodynamic response func-
tion (HRF) induced by an auditory stimulus [e.g., Glover
et al., 1999; Hall et al., 2000]. Furthermore, the SBN-induced
activation seems to be highly variable among subjects [Ulmer
et al., 1998a].

The SBN may also lead to altered auditory cortical
response due to increased baseline levels [e.g., Talavage
and Edmister, 2004]. This SBN-induced masking of the
BOLD response describes a reduction of the signal inten-
sities or spatial spread within auditory areas as a result of
differences of the SBN-induced activation in the experi-
mental and baseline condition (e.g., a task without audi-
tory stimulation, a task with lower cognitive demands, or
simply silence). Simply listening to SBN evokes strong sig-
nal increases within auditory areas and adding SBN to an
auditory task does not enhance the signal to the same
degree, which means that the activations provoked by an
auditory stimulus and SBN are not additive [Gaab et al,,
2006; Talavage and Edmister, 2004]. This effect of an ele-

vated baseline leads to a reduction of signal intensities
when contrasting experimental condition and baseline.
Several studies reported SBN-induced masking of the
blood oxygenation level-dependent (BOLD) response in
designs with increased SBN that led to differences in the
auditory response pattern as well as decreases in the spa-
tial spread or signal intensities for activated auditory
regions and revealed increased signal intensities in designs
with less or no SBN [e.g.,, Baumgart et al., 1996; di Salle
et al., 2001; Hall et al., 1999; Shah et al., 1999, 2000; Yetkin
et al.,, 2003]. Furthermore, these SBN-induced saturation
effects seem to change with the frequency of the presented
tones [e.g., Langers et al., 2005].

Nevertheless, most fMRI studies contrast at least two
active conditions (e.g., music and language) and if SBN is
present in both conditions it could be that the SBN effects
would cancel out. That this is not the case was revealed
by Tomasi et al. [2005], who varied both the degree of
SBN and the working memory (WM) load. There were
WM load-dependent increases in BOLD signals that cor-
related negatively with increased SBN throughout the
WM network. This suggests that two tasks differing in
their cognitive demands may be influenced by SBN to a
different degree. Furthermore, Tomasi et al. [2005]
showed that increased scanner noise led to increased acti-
vations in several extratemporal brain areas such as the
inferior, medial, and superior frontal lingual gyrus, the
fusiform gyrus, and the cerebellum and decreased activa-
tions in the anterior cingulate. This additional activation
as well as suppression in extratemporal regions has also
been shown for the visual and motor cortex [e.g., Cho
et al.,, 1998; Loenneker et al., 2001; Zhang and Chen,
2004].

Besides engineering modifications of the MRI scanner
hardware and improved headphone systems [for reviews,
see Amaro et al., 2002; Moelker and Pattynama, 2003], a
variety of different scanning methods to reduce SBN has
been developed to overcome the above-described interfer-
ences [for reviews, see Amaro et al., 2002; Moelker and
Pattynama, 2003]. These “silent” methods differ in various
aspects from the commonly used scanning methods that
employ continuous scanning such as standard block or
event-related designs with repetition times (TRs) around
2 s (here, ERcont). During an ERcont design, images are
acquired throughout the experiment that results in gapless,
continuous SBN. This approach maximizes the number of
images that can be acquired during the time course of the
experiment (e.g., over 500 images in 17 min), but the influ-
ence of SBN is uncontrolled and unclear.

There are several techniques that aim to acquire audi-
tory cortex fMRI while reducing the contamination from
SBN. Here we will distinguish between designs that on
each trial measure the same constant fraction of the stimu-
lus-induced HRF vs. those that use a jittered design to
measure a number of different fractions of the stimulus-
induced HRF, with one fraction per trial. In the latter
design, here denoted sparse temporal sampling (STsamp),
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the different fractions are then combined across trials to
sample a larger total fraction of the HRF.

One commonly used design that samples a constant
fraction of the HRF is the “behavior interleaved gradients
technique” (BIG) [Bilecen et al., 1996, Eden et al., 1999;
Edmister et al., 1999; Engelien et al., 2002; Le et al., 2001;
Tanaka et al., 2000; Yang et al., 2000], which often imple-
ments clustered volume acquisition (often called CVA)
[e.g., Edmister et al., 1999; Talavage et al.,, 1999]. CVA is
characterized by the acquisition of all slices in rapid suc-
cession at the end of one TR. This technique provides an
SBN-free period that allows the presentation of auditory
stimuli without interferences of SBN. In order to optimize
the BOLD signal, images are usually acquired close to the
hypothesized maxima of the HRF. SBN occurs after the au-
ditory stimulation, and during the delayed HRF that pre-
sumably reflects neural processes during the auditory
stimulus processing. This technique leads to a reduced
number of images (e.g., ~150 images in 17 min), but the
SBN-free presentation of the auditory stimuli and the par-
tial recovery of the SBN-induced signal may lead to
improved signal. Using a clustered technique, Edmister
et al. [1999] showed the greatest percent signal change
within auditory areas for a TR of 8 s, which is consistent
with the beginning decay of the SBN-induced HRF in au-
ditory regions. However, 8 s was the longest TR used, and
it is not known if that was optimal. Shah et al. [2000]
examined the role of TR and its influence on the BOLD
signal and suggest an optimal TR of ~6 s. They state that
longer TRs might lead to attentional effects or fatigue [see
also Elliott et al., 1999], which might be accompanied by a
lack of concentration due to longer measurement times.
However, in order to present more trials in an experiment,
many studies using BIG-CVA choose suboptimal TRs of
much less than 6-8 s [e.g., Fu et al., 2002, 2005; Ojanen
et al., 2005], which on top of SBN-induced masking effects
may again result in continuous auditory stimulation (task
and then SBN) and a decreased gap between task trials.

A few studies have aimed to improve the sampling of
the HRF within these designs by varying the delay
between the auditory stimulus and the MR acquisition
(STsamp) [e.g., Belin et al., 1999; Gaab et al., 2003; Hall
et al., 1999, 2000]. Analyzing these delay times or imaging
time points (ITPs) separately can also provide a time
course of activation [e.g., Gaab et al., 2003]. Nevertheless,
due to the fact that only one image is acquired on each
trial (for example, one image in each 14 s), a reduced num-
ber of images is collected (~70 in 17 min). The question is
whether the full recovery of the SBN-induced HRF signal
and lack of suppression from SBN, which results in improved
signal-to-noise ratio (SNR), outweigh the reduced number of
observations and therefore decreased statistical power in
terms of yielding activation.

The aim of the present study was to compare these three
different experimental designs with regard to varying
degrees of SBN on signal intensity and the time course of
activation within auditory and nonauditory areas. The pres-

ent study goes beyond prior comparisons of auditory fMRI
designs in two important ways. First, session length is held
constant, which was not done in prior studies. This is im-
portant because the different methods yield different num-
bers of observations over an equal session duration, and
researchers are typically limited to a practical session dura-
tion. Second, the number of stimuli and the timing was kept
constant for two of the three designs, which allows us to
directly compare the influence of SBN without varying the
nature of the task. Third, most previous studies comparing
designs acquired images only within auditory cortices, and
differences in extratemporal areas were not examined.

The experimental designs examined here had TRs of 2 s
(event-related continuous design, ERcont), 6 s (behavior
interleaved gradients technique/clustered volume acquisi-
tion design without jittering, BIG-CVA; e.g., Eden et al.
[1999]), and 16 s and a jittered delay between auditory
stimulation and image acquisition (STsamp) [Gaab et al.,
2003]. Two of the designs (ERcont and STsamp) had
exactly the same auditory stimulation, which enabled us to
further assess the influence of SBN on signal intensity
within auditory areas. A novel aspect of our study is the
comparison between a subset of the scan data acquired
during ERcont (ER65) that exactly matched the data sam-
pling and auditory stimulation timing during STsamp, and
therefore enables us to directly compare the influence of
SBN on auditory activation. Furthermore, by using a
sparse temporal sampling technique with jittered delay
times between stimulus offset and image acquisition, we
were able to compare the time course of activations within
auditory and extratemporal areas between the designs.

SUBJECTS AND METHODS
Participants

Ten normal right-handed volunteers (age range: 18-28,
mean age: 20; five males and five females) participated in
this study. Subjects had no history of neurological or hear-
ing impairments. Informed consent to take part in a study
approved by the Stanford University panel on Human Sub-
jects in Medical Research was obtained from each subject.

Auditory Setup Procedure

Auditory stimuli were presented using pneumatic head-
phones that provide ear protection (Avotec, Stuart, FL).
Tasks were programmed using Eprime (Psychology Soft-
ware Tools, PST, Pittsburgh, PA) running on a PC with
SoundBlaster audio card (Creative Technology, Singapore).
Stimuli were sampled and presented at 44 kHz. All sub-
jects performed an auditory volume setup procedure prior
to the experimental tasks. After localizer and shim scans
were completed, subjects listened to words randomly selected
from the stimulus list and were asked to increase or decrease
the amplitude of the words using a button box until they
reached their own comfortable amplitude, both while the
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scanner was running the functional imaging scan and also
while the scanner was quiescent. The amplitudes for these
two conditions were then used for the presentation of the
words in the experimental tasks according to whether
there was scanner noise during stimulus presentation
(ERcont) or not (BIG-CVA and STsamp), respectively. This
procedure optimized hearing of the words for all scanning
conditions.

Imaging Procedure

The fMRI scanning was conducted with a 3.0T GE Signa
scanner (General Electric, Milwaukee, WI) using a custom-
built single-channel quadrature birdcage headcoil. Head
motion was controlled by clamps mounted on the coil to
stabilize the headphones. Sagittal T1 localizer scans were
collected as well as a Tl-weighted whole-brain anatomy
scan (256 x 256 voxels, 0.86 mm in-plane resolution, 1.2
mm slice thickness) for the purposes of normalization of
functional data into common stereotactic space. High-order
shimming was employed with a subject-specific region of
interest (ROI) and the scanner’s built-in software [Kim
et al., 2002]. The fMRI data were collected using a spiral
in/out T2* pulse sequence [Glover and Law, 2001] with 30
slices covering the entire brain (64 x 64 voxels, 3.43 mm
in-plane resolution, TE 30 ms, 4 mm slice thickness with
0.5 mm slice skip). The imaging procedure (TR/FA/num-
ber of time frames, clustered vs. continuous acquisition)
varied for the three experimental conditions (see below)
but slice prescription was kept constant, as was the ap-
proximate duration of the scans. During clustered acquisi-
tions (BIG-CVA and STsamp), the 30 slices were acquired
in 1995 s, while for the continuous scan condition
(ERcont) the 30 slices were spaced evenly throughout the
2-s TR. This choice of TR and slices kept as identical as
possible the interslice timing, gradient noise amplitude,
and spectral characteristics for the two acquisitions.

Stimuli and Experimental Tasks

All subjects underwent three experimental scan runs of
differing acquisition type and had to perform the same
task in all three scans. They listened to a series of four
recorded one-syllable words (overall duration = 4 s) and
had to decide by pressing one of two buttons whether two
of the four presented words were the same or not (Fig.
1A). This experimental condition was contrasted with a
silent (no-stimulus for 4 s, Fig. 1B) control condition in
order to measure signal intensity change within auditory
areas due to the stimulus. This particular task was chosen
to ensure that subjects listened carefully to all four words
and therefore the first and second words were never iden-
tical. Nevertheless, the number of trials and the temporal
relation between scanner noise and auditory stimulation
varied among the three experimental runs. While the but-
ton press in the experimental condition was not controlled
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Figure 1.

Experimental stimulation (A). Experimental condition (B). Con-
trol condition as well as image acquisition for STsamp. The delay
between the end of the auditory stimulation and the beginning
of the image acquisition was varied over 8 s. Each ITP corre-
sponds to the volume acquired after the end of auditory stimula-
tion, e.g., ITPO corresponds to volumes acquired 0 s after the
end of the auditory stimulation, and ITP5 corresponds to vol-
umes acquired 5 s after the end of the auditory stimulation.

in the silence condition, activation in the motor cortex was
not of interest for this study.

Overall, 41 concrete one-syllable words spoken by a female
voice were presented in four-word sequences. The recorded
words had an average concreteness factor of 463 (range:
234-614) and an average frequency factor of 56 (range: 1-
362) based on the MRC Psycholinguistics Database
(Machine Usable Dictionary, v. 2.0). All words were
recorded using Audacity (http://audacity.sourceforge.net/)
and were normalized for their root-mean-square energy.
The number of four-word sequences (n = 48) did not dif-
fer between the STsamp and the ERcont design (see
below). During the BIG-CVA design, 106 four-word se-
quences were presented. The ERcont and the STsamp con-
ditions had a minimum 4 s nonstimulus gap between au-
ditory stimulations, whereas the BIG-CVA sequence had a
minimum nonstimulus gap of 2 s (the duration of the
SBN) if two experimental trials followed each other. The
frequency of hit targets was 50% for all designs. Behavioral
correlates were obtained in percent correct and nonpara-
metric tests were used to assess possible interdesign differ-
ences. The three acquisition types are described below.
The order in which the three scans were performed was
randomized across subjects.

Sparse temporal sampling design (STsamp)

Subjects listened to 48 sets of words and 16 silent periods
with the same duration over the entire scanning time.
Although the TR was kept constant at 16 s (flip angle 90°), the
start of the 2-s clustered MR acquisition varied with regard to
the onset of auditory stimulation by pseudorandomly jitter-
ing the start of the auditory stimulation frame (4 s of words
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Figure 2.

Experimental designs with timing of auditory stimulation and
image acquisition. A: Sparse temporal sampling (STsamp) design.
B: Event-related with continuous scanning design (ERcont). C:
Clustered volume acquisition design (BIG-CVA). Lighter gray blocks
reflect auditory/silence stimulation and darker gray (or yellow)
blocks image acquisitions. D: ER65: Selecting the (in comparison to
STsamp) time corresponding 65 scans (in gray/black-yellow stripes)
out of the ERcont design enables the direct comparison between
the two designs and the direct assessment of the influence of SBN
on signal intensities. [Color figure can be viewed in the online
issue, which is available at www.interscience.wiley.com.]

or silence) within the 16-s TR period in 1-s steps (see Fig. 2A).
This jittering process [for details, see Gaab et al., 2003]
resulted in eight image time points (ITPs). ITPO corresponds
to the scans acquired beginning 0 s after the end of the audi-
tory stimulation, whereas ITP5 corresponds to the images
acquired beginning 5 s after the end of the auditory stimula-
tion. Overall, 66 time frames were acquired over the duration
of 17 min and 34 s. In this case, both the control and experi-
mental condition occurred during periods of scanner inactiv-
ity, and the previously determined quiescent scanner volume
setting was used for stimulus presentation.

Event-related continuous scanning design (ERcont)

For this condition the auditory stimulation design of the
STsamp task was used but continuous scanner noise was
present during the entire experiment. This method is the
way in which most event-related fMRI experiments are
performed (Fig. 2B). A TR of 2 s was used for this condi-
tion with flip angle 75°, which resulted in continuous scan-
ner noise over the entire 17 min and 12 s. Overall, 516 time
frames were acquired in this condition. For these scans the
volume level obtained during setup while the scanner was
operating was used for presentation.

Clustered volume acquisition design (BIG-CVA)

Subjects listened to 106 sets of words during a 2-s clus-
tered acquisition scan following each of the auditory stim-
ulations (Fig. 2C). The silent condition (4 s of silence, 53

sets altogether) was pseudorandomly interleaved with the
auditory condition. During this experimental condition 161
images were acquired over 16 min and 6 s. A clustered ac-
quisition was obtained every 6 s during a 2-s period using
a flip angle of 90°. Image acquisition always started imme-
diately after the end of auditory stimulation and no scan-
ner noise was present during the auditory stimulation or
control (no stimulus) periods. The quiescent scanner vol-
ume setting was used for stimulus presentation.

fMRI Data Analysis
fMRI data preprocessing

After image reconstruction, each set of axial images was
slice time-corrected, realigned to the first image, and core-
gistered with the corresponding T1-weighted high-resolu-
tion dataset. Spatial normalization was done in three steps.
First, the skull of the T1-weighted high-resolution dataset
was stripped using FSL (see http://www.fmrib.ox.ac.uk/
fsl/). After that, all T1 images were corrected using the
SPM2 bias correction and then spatially normalized to the
skull-stripped SPM2 template (Montreal Neurological Insti-
tute (MNI) space). Normalization parameters were applied
to the functional images and then functional images were
smoothed with an isotropic Gaussian kernel (4 mm full-
width at half-maximum, FWHM).

Statistical analysis of group fMRI data

Statistical analysis was performed using parametric
mapping software (SPM2, Wellcome Department of Cogni-
tive Neurology, London, UK). The main data analysis was
performed using a General Linear Model as implemented
in SPM2 [Friston et al., 1995].

Main effects within each experimental design. By
convolving the three different task designs (using boxcars
depicting each 4-s auditory stimulus event) with a hemody-
namic response function [Glover, 1999], three different cova-
riates (BIG-CVAcov, ERcontcov, STsampcov) were devel-
oped and entered as a regressor in three separate basic
model simple regression analyses. This regressor approach
was chosen to guarantee a fair comparison between the
three designs. The contrast images so obtained for each sub-
ject were then entered into three separate one-sample t-test
second-level group analyses (one for each experimental
design). All results for the random-effects models were cor-
rected for multiple comparisons [FDR; Benjamini and Hoch-
berg, 1995] (P < 0.025; cluster size: 25 voxels). No direct sta-
tistical comparison was performed between the designs (see
ROI analysis, below, for comparisons).

Assessing the direct influence of SBN using time
corresponding images. In order to further assess the
influence of the scanner noise on intensity of auditory acti-
vations, we selected 65 evenly spaced images out of the
516 images of the ERcont condition and convolved them
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with STsamp covariate (here referred to as ER65). The
selected scans corresponded in time with the first 65 of the
66 images for the STsamp condition, i.e., every 16 s (Fig.
2D). Because the stimulus design and statistical power of
the ER65 and the STsamp condition was identical, we
could directly access the influence of the scanner noise on
auditory areas using this ER65 design. The contrast images
were then also entered in a group analysis (one-sample t-
test). In order to compare the STsamp and the ER65
design, we performed a paired t-test with the contrast
images. The results are presented for a threshold of P <
0.05, corrected for multiple comparisons.

Time course analysis for STsamp and ERG65.
Because the gap between the end of the auditory stimula-
tion and the start of the image acquisition for STsamp
(and ER65, respectively) was varied over 8 s, we were able
to perform a time course analysis even though only one
set of images was acquired every 17 s. This analysis
enabled us to directly compare the two designs over 8 s
(eight imaging time points) following the end of the audi-
tory stimulation to reveal possible time course differences
of the HRF response in auditory as well as extratemporal
areas. For the BIG-CVA design, no time course analysis
could be performed due to the fixed interval between au-
ditory stimulation and image acquisition. In a fixed-effects
group analysis, each of the eight ITPs for each subject was
modeled as a separate condition and a finite impulse
response (FIR) basic set (order/window length = 1) as
well as a high-pass filter (128 s) was applied. Contrast
images were created for each ITP as well as four ITP clus-
ters (Clusterl: ITPO-1; Cluster2: ITP2-3; Cluster3: 1TP4-5;
Cluster 4: ITP6-7). All results in the time course analysis
are corrected for multiple comparisons (P < 0.05; family-
wise error (FWE) corrected, cluster size = 25).

Movement parameter analysis

In order to compare design-related movement for each
possible movement direction (X, y, z, pitch roll yaw; absolute
movement from first image), we created a mean movement
value for each direction and each subject. The six movement
parameters were then compared between the three experi-
mental conditions using Friedman and Wilcoxon tests.

ROI Delineation

Four anatomically defined ROIs were chosen for this
analysis using the software program WFU_pick Atlas and
the implemented AAL atlas [Maldjian et al.,, 2003, 2004;
Tzourio-Mazoyer et al., 2002]. We chose separately for the
right and left hemisphere the following predefined ROIs:
1) the transverse gyrus (Heschl’s gyrus) covering primary
auditory cortex, and 2) the superior temporal gyrus cover-
ing higher-order auditory regions. Four individual {-maps
were created for each subject (BIG-CVA, ERcont, STsamp,
ER65) using a single regression analysis (basic models)

with the corresponding covariates (see above). For the ITP
analysis, a t-map for each ITP (see detailed analysis
description above) and each subject within the fixed-effects
model was created for ER65 and STsamp. For this analysis,
standard errors were obtained from each subject’s t-map
(see below).

ROIs were applied to the t-map images for each subject
separately and region-specific values were averaged over
all subjects for each of the three designs as well as the sub-
set ER65. Then nonparametric statistical tests (Friedman
and Wilcoxon tests) were applied in order to assess possi-
ble statistical differences between experimental designs or
hemispheres.

Comparison with Theory

In any task design there is an inverse relationship
between the average interstimulus interval (ISI) and the
number of time frames that can be acquired at constant
total scan time. For a long ISI, such as in STsamp, fewer
frames are acquired with concomitantly reduced degrees
of freedom (df) in the fixed effects modeling, with the op-
posite true for continuous scanning. However, with longer
average ISI the hemodynamic response recovers more fully
to baseline condition, which provides a larger signal that
in turn can offset the reduced df.

We calculated the expected BOLD contrast-to-noise ratio
(CNR) for each of the four designs, based only on the he-
modynamic response to the auditory task and ignoring the
influence of the SBN, i.e., nonlinearities due to masking or
other neuronal effects, but taking into account baseline
shifts that might result from nonreturn to equilibrium of
the HRF as well as T1 relaxation effects that varied with
the repetition time, TR. We hypothesized that if masking
occurred the measured data would have lower relative sig-
nal intensities than that calculated with neural effects
ignored. Using the covariate vectors C(n) obtained from
the experimental design (Fig. 2) convolved with a hemody-
namic response function [Glover, 1999], the BOLD contrast
B is proportional to the root mean square average of the
power in the covariate [Papoulis, 1977]:

N 1/2
B- {%Z[C(n) - az} WTLTR), (1)

where N is the number of time frames in the design,
the overbar denotes average over the time series, and ¥
is the NMR relaxation factor [Haacke, 1999] applicable
when the Ernst flip angle is used:

1 — ¢~TR/T1
b= 1+ e TR/TT (2)
The Ernst angle may not be optimal when inflow effects

are present [Lu and Golay, 2002]. Then the CNR is pro-
portional to B/df, so that:

¢ 708 ¢



¢ Scanner Noise Influence on Auditory Processing | ¢

BIG-CVA-design:

Figure 3.

Imaging results for the three experimental designs
and the subset ER65 (P < 0.025, corrected for mul-
tiple comparisons, false discovery rate (FDR)). Each
row depicts one of the four designs in 3D render-
ing (left 2 columns) and in axial slices (right 3 col-
umns) for activations in Table I. [Color figure can
be viewed in the online issue, which is available at
www.interscience.wiley.com.]

1/2
df( —TR/Tl N
CNR = {N e 71 )

Using Eq. 3 and a T1 of 1350 ms for gray matter, values
of CNR were computed for the BIG-CVA, STsamp,
ERcont, and ER65 designs using T1 = 900 ms and df =
{139, 64, 256, 63}, respectively (accounting for autocorre-
lation due to the HRF). We compared these calculated
values with measured t-scores (analogous to CNR)
obtained from the ROIs above as a grand average over
all subjects and left and right Heschl’s gyri and left and
right STG. Since the amplitude of the CNR in Eq. 3 has
an implicit arbitrary constant multiplier, the calcula-
tions were normalized to the measured STsamp f-scores
to examine relative values.

RESULTS
Behavioral Results

All subjects performed above 83% correct for all three
conditions. The mean performance for ERcont was 96%
correct, for STsamp it was 99% correct, and for BIG-CVA it
was 92% correct. A Friedman test showed significant dif-
ferences between the three experimental conditions (x* =
11.7, P = 0.003). Post-hoc Wilcoxon tests revealed superior
performance for the STsamp vs. ERcont condition (Z =
—2.5, P = 0.01) and for the STsamp vs. BIG-CVA condition

(Z = 2.6, P = 0.009).

Movement Parameter Analysis

Only analysis for the y-direction showed significant dif-
ferences among the three experimental designs using a
Friedman test (x> = 8.6; P < 0.05). A post-hoc analysis
(Wilcoxon tests) showed less movement in the y-direction
in the BIG-CVA (mean: 0.27 mm) vs. the ERcont (mean:
0.50 mm) condition (Z = 1.98; P < 0.05). Since even the
most significant difference was subvoxel and image core-
gistration was used during all preprocessing, further statis-
tics are not reported.

Auditory Setup Results

Subjects chose on average an SPL amplitude of 61.6 (=4.8)
dB (A) for STsamp and BIG-CVA, and 72.8 (+6.0) dB (A) for
ERcont. The SPL for the scanner background noise was
measured as 116 dB (A). The isolation of the headphone was
not measured but was estimated to be ~35 dB.

Imaging Results

The random-effects analyses were corrected for multiple
comparisons using the false discovery rate [e.g., Genovese
et al., 2002]. We used a threshold of P < 0.05 for the direct
comparison between STsamp and the subset ER65. For the
group analyses assessing the main effect within each ex-
perimental design we used a more stringent threshold (P
< 0.025) because the P < 0.05 threshold led to large clus-
ters that extended so much that it was difficult to discern
auditory regions.
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TABLE I. Activation table for the three experimental designs and the subset ER65

MNI coordinates

Region Extent X y z T
CVA

Left superior temporal gyrus 865 —58 8 -2 15.50
Cingulate gyrus 66 -8 4 50 10.07
Right superior temporal gyrus 744 56 -28 16 12.89
Left caudate nucleus 73 —22 8 16 12.34
Right caudate nucleus 26 18 -2 16 9.03
Right dorsal cerebellum 41 20 —58 -22 10.01
Right dorsal cerebellum 64 18 —68 —24 8.62
Stsamp

Left superior temporal gyrus 781 —60 -26 12 10.61
Right superior temporal gyrus 663 58 =30 16 9.07
Cingulate gyrus 294 -2 2 42 8.45
Left caudate nucleus 223 —24 8 14 7.75
Right caudate nucleus 176 24 —24 14 7.39
Left inferior frontal gyrus 98 -36 26 8 7.20
Right dorsal cerebellum 113 20 —68 —18 7.13
Left postcentral gyrus/inferior parietal area 136 —48 -32 52 7.06
Thalamus (medial dorsal nucleus) 30 -10 22 10 6.10
ER65

Right superior temporal gyrus 241 62 -26 12 17.17
Left superior temporal gyrus 56 —51 —22 6 11.07
Ercont

Cingulate gyrus 81 10 16 36 16.62
Cingulate gyrus 362 2 2 46 7.73
Right superior temporal gyrus 782 66 -10 4 14.32
Left superior temporal gyrus 794 —54 —20 12 12.50
Left postcentral gyrus/inferior parietal area 235 —46 —34 46 11.66
Right inferior frontal gyrus 32 38 28 8 8.86
Left insula 28 —38 14 14 8.07
Left caudate nucleus 65 —-18 8 8 7.32
Thalamus (medial dorsal nucleus) 92 —11 -16 12 6.91
Left inferior frontal gyrus 42 —34 28 6 6.86

All results are reported for P < 0.025, corrected for multiple comparisons.ER, event-related; MNI, Montreal Neu-
rological Institute; CVA, clustered volume acquisition; Stsamp, sparse temporal sampling.

The fixed-effects analysis assessing the Cluster ITP anal-
ysis was corrected for multiple comparisons using the fam-
ily-wise error rate [e.g., Nichols and Hayasaka, 2003].

Group analysis

Main effect within each experimental design
(Fig. 3, Table I). All three designs yielded bilateral acti-
vations of superior temporal gyri including Heschl’s gyrus
and the planum temporale, the anterior cingulate, and the
left caudate nucleus. The two silent designs (BIG-CVA and
STsamp) also yielded activation in the right dorsal cerebel-
lum. Only the BIG-CVA design led to activation of the
right caudate nucleus. Additional results for the STsamp
and ERcont include the left postcentral gyrus/inferior pari-
etal region, the left inferior frontal gyrus, and the thala-
mus. The ERcont design also revealed activations of the
right inferior frontal gyrus and the left insula.

Because of design limitations the BIG-CVA scan duration
was 93% as long as that for the ERcont and STsamp designs.

This reduced the statistical power of the BIG-CVA activation
a small amount. However, we verified that no essential dif-
ference was observed in the activation comparisons for two
subjects when the scan durations were equalized by remov-
ing data from the ERcont and STsamp scans.

Assessing the direct influence of SBN using time
corresponding images. The ER65 design led to activa-
tions of bilateral superior temporal gyrus, including
Heschl’s gyrus and the planum temporale (Fig. 3, Table I).
Direct comparisons showed that STsamp yielded greater
activation than ER65 in bilateral superior temporal gyrus
and a network of extratemporal brain regions including
bilateral supramarginal gyrus, right pre-SMA, bilateral in-
ferior temporal gyrus, and temporoparietal regions (Fig. 4).

ROI analysis

Hemispheric ROI differences. There were significant
higher mean t-values in left than right superior temporal
gyrus for all designs except for ERcont (Fig. 5B, Table III).
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STsamp > ER65

Figure 4.
Imaging results (random-effects analysis) for the direct compari-
son between STsamp and ER65 (P < 0.05, corrected for multiple
comparisons, FDR). [Color figure can be viewed in the online
issue, which is available at www.interscience.wiley.com.]

There were no significant hemispheric differences in
Heschl’s gyrus (Fig. 5A, Table III).

Interdesign ROI differences (Fig. 5, Table IV).
For the ROIs in Heschl’s gyrus there were significant
increases in the mean t-values for BIG-CVA in comparison
to ERcont in the left hemisphere and to ER65 bilaterally.
There were no significant differences when comparing BIG-
CVA to STsamp (P < 0.79 for left and P < 0.95 for right
hemisphere). STsamp showed significantly higher t-values
than ERcont and ER65 bilaterally (Fig. 5A, Table IV).

The analysis of the ROI covering the superior temporal
gyrus revealed increased mean t-values for the left and
right hemisphere for ERcont and STsamp in comparison to
the ER65 bilaterally. No differences were found between
ERcont, BIG-CVA, and STsamp, although similar trends to
those observed for Heschl’s gyrus were demonstrated (see
Fig. 5B, Table IV).

Imaging time point (ITP) analysis for
STsamp and ER65

ROI results. Results yielded for all four ROIs and ITPO-
5 higher mean t-values for STsamp than ER65. Besides the
overall mean t-value differences, the time courses and
peak ITP within each ROI differ between the two designs
(see Fig. 6A-D).

ITP imaging results. Results for cluster 1 revealed
activation of superior temporal gyrus and the cingulate
gyrus for both designs and additional activation of the left
precentral gyrus for STsamp in comparison to ER65 (clus-
ter 1: ITPO-1; Fig. 7A, Table II).

Results for the second cluster revealed activation of
bilateral superior temporal gyrus, the left postcentral
gyrus, and the cingulate gyrus for both designs. Results
for STsamp additionally yielded activation of left thalamus
and left precentral gyrus. The analysis for ER65 revealed
additional activation for left inferior frontal regions (cluster
2: ITP2-3, Fig. 7B, Table II).

Results for the third cluster revealed activation of bilateral
superior temporal gyrus and right parahippocampal gyrus.

The results for STsamp revealed additional activations of
right supramarginal gyrus, left insula, and left thalamus,
whereas the results for ER65 additionally included the right
fusiform gyrus (cluster 3: ITP4-5, Fig. 7C, Table II). No acti-
vations were found for the last cluster for this threshold.

Comparison with theory

Figure 8 shows the averaged t-scores for activation in
auditory areas compared with CNR values calculated
according to Eq. 1, normalized with STsamp. The calcula-
tions predict higher CNR for both BIG-CVA and ERcont
and greatly decreased CNR for ER65 relative to STsamp,
primarily as a consequence of the number of independent
samples in each, but also modulated by hemodynamic re-
covery differences. However, the measured t-scores for
BIG-CVA are comparable to STsamp and considerably
lower than predicted. Furthermore, the measured t-scores
for ERcont are 60% of that calculated and substantially less
than STsamp even though approximately 8 times as many
time frames are collected with the continuous design.
Finally, the measured values for ER65 are significantly
lower than those measured for STsamp in all ROIs (see
ROI analysis, above), directly demonstrating the deleteri-
ous effects of masking by the SBN, since the two designs
have exactly the same auditory stimulation and number of
time frames (statistical power) but differ only by the
amount of scanner background noise. We verified that the
calculation of signal in Eq. 2 using the Ernst angle was rea-
sonable by measuring the SNR in Heschl’s gyrus for one
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Figure 5.
Results for the ROI analysis for the three experimental designs and
the subset ER65: (A) Heschl's gyrus (B) superior temporal gyrus.
[Color figure can be viewed in the online issue, which is available at
www.interscience.wiley.com.]
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TABLE Il. Activation table for cluster 1-3 for STsamp and ER65

MNI coordinates

Region Extent x y z T
STsamp:
ITPO-1
Left superior temporal gyrus 2787 —56 —14 8 24.78
Right superior temporal gyrus 2339 58 -10 8 20.07
Cingulate gyrus 188 —4 6 46 9.03
Left precentral gyrus 60 -50 -8 48 7.8
ITP2-3
Left superior temporal gyrus 2554 -56 —14 8 20.72
Right superior temporal gyrus 1949 64 —18 8 20.56
Cingulate gyrus 474 —6 16 40 11.78
Pre/postcentral gyrus 474 —42 —24 52 7.87
Left thalamus 36 -12 —18 14 6.95
ITP4-5
Right superior temporal gyrus 671 64 —18 8 13.63
Left superior temporal gyrus 1192 —64 —14 6 12.99
Right parahippocampal gyrus 418 18 —56 —-10 8.36
Right supramarginal gyrus 64 62 —48 26 7.17
Left thalamus 36 —12 -16 14 6.75
Left insula 28 —40 -16 4 6.16
ITP6—-7
No regions
ER65
ITPO—1
Left superior temporal gyrus 1539 —56 -12 10 15.98
Right superior temporal gyrus 1071 58 -8 8 11.25
Cingulate gyrus 200 —4 12 40 9.55
ITP2-3
Left superior temporal gyrus 1756 —60 -8 6 1541
Right superior temporal gyrus 1292 58 —-18 6 12.81
Cingulate gyrus 397 —4 18 38 9.77
Cingulate gyrus 32 6 32 30 5.85
Left inferior frontal gyrus 69 —32 24 10 9.24
Postcentral gyrus 80 —40 —24 60 7.11
Postcentral gyrus 78 —54 —26 50 6.92
ITP4-5
Left superior temporal gyrus 263 —64 -12 10 6.99
Right superior temporal gyrus 63 64 -16 4 6.99
Right parahippocampal gyrus 53 26 —44 -12 5.90
Right fusiform gyrus 34 26 —62 —-10 5.89
ITP6—7
No regions

All results are reported for P < 0.05, corrected for multiple comparisons. ER, event-related; MNI, Montreal Neuro-
logical Institute; ITP, imaging time point; Stsamp, sparse temporal sampling.

subject in both ERcont and STsamp and found a ratio of
0.69, close to the 78% expected. In fact, if this measured
value is used instead of the assumed calculation, the dis-
crepancy in Figure 8 between ERcont predicted/measured
and STsamp becomes even larger, further confirming the
source of disparity as due to SBN.

DISCUSSION

This study examined the influence of three different ex-
perimental designs with varying degrees of scanner back-
ground noise (SBN) on the functional anatomy, signal inten-
sities, and time courses of activations in auditory and extra-
temporal areas. Behavioral performance was higher in the

STsamp condition, indicating that the potentially deleterious
effects of long intertrial intervals on performance was more
than compensated for by the SBN-free presentation of the
auditory material. The BIG-CVA design also presented au-
ditory stimuli without SBN, but the increased number of tri-
als, the decreased time gap between trials, and suboptimal
TR may have had led to decreased performance scores. Con-
cordantly, all three designs (BIG-CVA, ERcont, STsamp)
showed activation in a functional network that included
superior temporal areas, anterior cingulate, and caudate nu-
cleus. Within the temporal lobe, activation was equal bilater-
ally in primary auditory cortex (Heschl’s gyrus), but left-lat-
eralized in secondary auditory cortex of the superior tempo-
ral gyrus. This is consistent with the view that hemispheric
specialization is not apparent in early or primary cortical
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TABLE Ill. ROI analysis for hemispheric differences

ROI Design Hemispheric asymmetry Z value P value
Heschl’s gyrus
BIG-CVA Left = Right —0.153 P =0.878
STsamp Left = Right —0.474 P = 0.635
ERcont Left = Right —0.459 P = 0.646
ER65 Left = Right —0.357 P =10.721
Superior temporal gyrus
BIG-CVA Left > Right -2.80 P < 0.01*
STsamp Left > Right -2.39 P < 0.05%
ERcont Left = Right -1.83 P =10.06
ER65 Left > Right —2.09 P < 0.05*

RQOI, region of interest; ER, event-related; BIG-CVA, behavior interleaved gradient, clustered volume acquisition;

Stsamp, sparse temporal sampling.

processing, but lateralized (in this case left-lateralized for
verbal material) in later or secondary cortical processing
[e.g., Binder et al., 1997, 2000; Giraud and Price, 2001; Poep-
pel et al., 2004]. Nevertheless, the mean t-values within au-
ditory and extratemporal areas varied among the three
designs, suggesting SBN-induced masking effects of the
BOLD response, especially within Heschl’s gyrus, for the
designs with continuous SBN.

Heschl’s Gyrus and SBN

In agreement with several previous studies that reported
a negative influence of SBN on signal intensities within pri-
mary auditory regions, our ROI results suggest SBN-
induced masking of the auditory cortical response within
Heschl’s gyrus as a result of increased SBN (ERcont and
ER65). This is further supported by our comparison between

TABLE IV. Interdesign ROI analysis

ROI Statistical test Designs tested Hemisphere  Design differences  Z value/ chi® value P value
Heschl’s gyrus
Friedman All Left Yes Chi* = 18.36 P < 0.00
All Right Yes Chi® = 16.56 P <001
Wilcoxon BIG-CVA/STsamp Left No Z = —0.255 P <0.79
BIG-CVA /STsamp Right No Z = —0.051 P <095
BIG-CVA /ERcont Left BIG-CVA > ERcont Z = -2.09 P < 0.05
BIG-CVA /ERcont Right No Z = -1.58 P <011
BIG-CVA/ER65 Left BIG-CVA > ER65 Z=-229 P < 0.05
BIG-CVA/ER65 Right BIG-CVA > ER65 Z=-259 P <0.01
STsamp/ERcont Left STsamp > ERcont Z=-259 P <0.01
STsamp/ERcont Right STsamp > ERcont Z =-229 P < 0.05
STsamp /ER65 Left STsamp > ER65 Z = -2.80 P <0.01
STsamp/ER65 Right STsamp > ER65 Z = -2.80 P < 0.01
ERcont/ER65 Left ERcont > ER65 Z=-219 P < 0.05
ERcont/ER65 Right ERcont > ER65 Z = -249 P < 0.05
Superior temporal gyrus
Friedman  All Left Yes Chi® = 11.64 P <001
All Right Yes Chi* = 13.44 P < 0.01
Wilcoxon BIG-CVA /STsamp Left No Z = —0.561 P =057
BIG-CVA/STsamp Right No Z = —-0.878 P =087
BIG-CVA/ERcont Left No Z = —0.408 P =0.68
BIG-CVA /ERcont Right No Z = —0.968 P =033
BIG-CVA/ER65 Left No Z=-1784 P =0.74
BIG-CVA/ER65 Right No Z = —1.682 P =093
STsamp/ERcont Left No Z = —0.255 P =0.79
STsamp/ERcont Right No Z = —0.663 P =0.50
STsamp/ER65 Left STsamp > ER65 Z = -2.65 P < 0.01
STsamp /ER65 Right STsamp > ER65 Z = -2.80 P < 0.01
ERcont/ER65 Left ERcont > ER65 Z=-280 P < 0.01
ERcont/ER65 Right ERcont > ER65 Z=-249 P < 0.05

ROI, region of interest; ER, event-related; BIG-CVA, behavior interleaved gradient, clustered volume acquisition; Stsamp, sparse tempo-

ral sampling.
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Figure 6.
Results for the ROI time point analysis for STsamp and ER65 for
(A) left Heschl’s gyrus (B) right Heschl’s gyrus (C) left superior
temporal gyrus (D) right superior temporal gyrus. [Color figure
can be viewed in the online issue, which is available at www.
interscience.wiley.com.]

the theoretical prediction of the signal intensity and the
actual measured values. The design with continuous SBN,
ERcont, resulted in decreased values for measured com-
pared to predicted signal intensities, which further suggests

SBN-induced masking of the BOLD response. However,
several other factors might have influenced this comparison,
such as attentional demands during the experiment, differ-
ences in the time course of the HRF for the designs, or
delayed activation within some regions.

The present study showed no significant differences
between the BIG-CVA and the STsamp design for both ROIs
covering Heschl’s gyrus, despite the greater number of
acquired images as well as the quantity of word sequences
presented for the BIG-CVA design (106 experimental and 55
control for BIG-CVA vs. 48 experimental and 16 control for
STsamp). This suggests that the signal gains from STsamp
measurement makes up for the 50% reduction of observa-
tions. The signal gain in the STsamp design despite the
reduced number of observations suggests SBN-induced

Figure 7.

Imaging results for the cluster analysis for STsamp and ER65
(P < 0.05, corrected for multiple comparisons (FWE)) (A) cluster
I (ITPO-1), (B) cluster 2 (ITP2-3), (C) cluster 3 (ITP4-5). Cluster
4 did not reveal significant voxels for this threshold. 3D-rendered
images (left) and axial slices (right) are selected based on regions
activated in experimental designs as shown in Table Il. [Color
figure can be viewed in the online issue, which is available at
www.interscience.wiley.com.]
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Figure 8.

Comparison of activation measured in auditory ROIs with CNR
calculated for each design, based on response to auditory stimuli
normalized to the STsamp design. ER65 shows much lower val-
ues than predicted and significantly lower values (see ROl Analy-
sis) than STsamp due to masking and elevated baseline effects.
[Color figure can be viewed in the online issue, which is available
at www.interscience.wiley.com.]

masking effects of the BOLD response in the BIG-CVA
design. This might be due to the lack of jittering and/or the
TR of 6 s, which does not allow the SBN-induced activation
to recover before the next acquisition. Based on the literature
on the shape of the HRF following an auditory stimuli
[Glover et al., 1999] or SBN in particular [Hall et al., 2000],
the SBN-induced HRF should peak around 4-6 s after the
auditory stimulus. During a BIG-CVA design with a TR of 6
s, the HRF induced by image acquisition (SBN) #X would
peak during image acquisition (SBN) #X+1.

Furthermore, the measured t-scores for BIG-CVA are con-
siderably lower than predicted. This is consistent with the
explanation that the signal is reduced with the nonjittered
design of BIG-CVA because the HRF peaks after the scan
and is thus not sampled at its largest, and is reduced further
by SBN-induced masking of the BOLD response and ele-
vated baseline from the remnant HRF of the previous scan’s
SBN. Nevertheless, one other potential source of difference
between the two designs might be the nature of the tasks.
The BIG-CVA design uses a TR of 6 s, which leads to contin-
uous auditory stimulation as well as a minimum nonstimu-
lus gap of 2 s if experimental trials follow each other (in
comparison to 4 s or greater for the other designs). A BIG-
CVA design with a longer TR might have reduced the HRF
effects due to the SBN and at the same time increased the
gap between stimulations, but then a sparse temporal sam-
pling design with a jittered delay (and time course informa-
tion) seems to be the more appropriate design.

By extracting a subset of images taken out of ERcont
(ER65) and comparing directly to STsamp, we are able to
assess the influence of SBN while keeping the experimental
auditory stimulation as well as the quantity of observations
constant. One difference between these two designs was an
increased amplitude of the auditory stimulation for the
ER65 design. However, since previous studies have shown
increased activation and spatial extent with increased stimu-

lus amplitude [Jancke et al., 1998; Lasota et al., 2003], this
might have led to a slight advantage for the ER65 design.

The comparison showed greater mean ¢-values for
STsamp in Heschl’s gyrus and STG in both hemispheres,
which indicates strong SBN-induced masking of the BOLD
response. Nevertheless, it remains unclear whether this
“masking” is a result of the nonlinearity of the human au-
ditory cortex or an effect of raised signal intensities within
the control baseline condition [see Talavage and Edmister,
2004]. Further experiments are necessary in order to an-
swer this question [see Gaab et al., 2006].

Extratemporal Regions and SBN

Most previous studies examined only primary auditory
areas, but the influence of SBN might also be reflected in
nonauditory, extratemporal areas. BIG-CVA, STsamp, and
ERcont revealed additional activation of nonauditory
areas, including the anterior part of the cingulate gyrus.
This area has been known to be involved in attention gen-
erally [e.g., Loose et al., 2003] and auditory selective atten-
tion particularly [Sevostianov et al., 2002]. Since all three
experimental designs showed activation of the anterior cin-
gulate, an SBN-induced task difference or attention modu-
lation within this area between ERcont and the “silent”
designs seems unlikely. Nevertheless, we contrasted the
word sequence task with a no-stimulus condition, which is
usually not the case in fMRI studies. The question whether
SBN may influence attentional demands in experimental
and control conditions differently cannot be answered
from our study and further studies should address this
issue. Additionally, all three designs revealed activation of
the caudate nucleus. Several studies have demonstrated
caudate activations in working memory tasks [Lewis et al.,
2004; Owen et al., 1996; Postle and D’Esposito 1999a,b;
Speck et al., 2003]. Some of these studies suggested that
the caudate nuclei may be more involved in spatial than
nonspatial working memory, suggesting a role in the inte-
gration of spatially coded mnemonic information with
motor preparation to guide behavior. However, Lewis
et al. [2004] demonstrated activation of the caudate nu-
cleus in a nonspatial working memory task and the critical
role of the caudate nuclei in cognitive processes has also
been underlined by neurodegenerative conditions such as
Huntington’s disease.

Furthermore, the two silent designs (BIG-CVA and
STsamp) showed additional activation of the right dorsal
cerebellum [Area V+VI; Schmahmann et al., 1999] which
was not present in the ERcont condition for the given
threshold. Several studies have emphasized the role of the
cerebellum in auditory processing [e.g., Gaab et al., 2003;
Holocomb et al., 1998; Jancke et al., 2000; Mathiak et al.,
2004; Silveri et al., 1998], auditory verbal memory function
[e.g., Andreasen et al., 1995; Desmond et al., 1997; Grasby
et al., 1993; Kirschen et al., 1995; Schumacher et al., 1996],
as well speech perception or silent speech [Ackermann
et al.,, 2004; Mathiak et al., 2002; Silveri et al., 1998]. The
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fact that the right dorsal cerebellum is only activated in
the silent designs at this threshold and not in ERcont leads
to the assumption that the SBN-induced masking of the
BOLD response within ERcont might have also affected
cerebellar activations. The SBN contaminated baseline
might already have led to cerebellar activations and there-
fore the signal intensity of the cerebellum during the word
task might not differ significantly from the baseline condi-
tion. Adding words to the SBN (experimental condition)
might not enhance the signal to a degree that a direct com-
parison (Words + SBN > SBN) leads to significant in-
creased activation within the cerebellum.

The STsamp and ERcont design showed additional acti-
vation of the left inferior frontal gyrus, the thalamus (medial
dorsal nucleus), and left postcentral gyrus/inferior parietal
region. None of these areas were observed during the BIG-
CVA condition. Similar network components were previ-
ously reported by several studies examining auditory and
verbal working memory [e.g., Derrfuss et al., 2004; Grasby
et al., 1994; LaBar et al., 1999]. The lack of activation at the
given threshold within these areas in the BIG-CVA design
might be due to the deficient sampling of the HRF response.
The BIG-CVA design is not jittered and occurs always 2 s af-
ter the end of the auditory stimulation. We assume that only
a narrow part of the HRF will be picked up by this one scan
and that the above-mentioned regions might show different
time courses. Furthermore, the nature of the task is different
in the BIG-CVA design since it only allows very short gaps
between the button response and the start of a new trial.
Trial-to-trial interference may have altered attentional
demands between the designs.

The ERcont design revealed activation of right inferior
frontal gyrus and left insula. It remains unclear why the
ERcont design shows additional activation of these areas
at the given threshold. On the one hand, one could argue
that right inferior frontal and left insula regions are part of
the functional network of verbal working memory and that
increased quantity of observations and therefore increased
statistical power are necessary in order to reach statistical
significance in these regions. On the other hand, these
areas could be involved in the inhibition of the SBN dur-
ing ERcont or in allocating auditory attention. Vorobyev
et al. [2004] found activation of left insula during the selec-
tive processing of text and speech and Muller et al. [2003]
reported insula activation in response to target detection in
an auditory oddball task.

STsamp, ER65, and Time Course Information

The ITP analysis revealed robust t-scores despite a mod-
est number of samples per time point. This is an advant-
age of any jittered design [Liu and Frank, 2004]. An ad-
vantage of the STsamp design in comparison to BIG-CVA
is the jittering of the delay between the end of the auditory
stimulation and the beginning of the image acquisition.
This enables the examination of the activation time course
over a period of time, here over 8 s (ITPO-ITP?7). In order

to assess SBN-induced time course differences, we further
examined the time course for STsamp and the subset
ER65. Comparing all ITPs together revealed activation of
the superior temporal gyri during STsamp compared to
ER65, which is most likely the result of SBN-induced
masking of the BOLD response during ER65.

The clustered ITP analysis revealed time course differen-
ces between STsamp and ER65. Cluster 1 (ITP0-1) demon-
strated similar regions for STsamp and ER65, although the
precentral gyrus was activated during STsamp at the given
threshold. This is most probably due to the required but-
ton-press response, and cluster 2 shows activation of pre-
central/postcentral areas for both designs. The second
cluster also revealed a similar activation pattern between
the two designs but STsamp showed additional activation
of a left thalamic region, whereas ER65 activated an infe-
rior frontal region. The overall ITP analysis (see above)
also revealed left thalamic activation in ERcont and the
lack of activation in ER65 in this region might be due to
statistical power. The third cluster shows a series of brain
regions for ER65 and STsamp that were not present during
the overall analysis (all ITPs), such as the parahippocam-
pal, supramarginal, or fusiform gyrus. Nevertheless, these
areas were previously shown to be involved in verbal
tasks as well as auditory or verbal working memory tasks
[e.g., Binder et al., 1997; Gaab et al., 2003; Sakai et al.,
2004]. The lack of significant activation in cluster 4 (ITP6-
7) indicates that activation rapidly decayed after ITP5.

The differences of the neural networks between clusters
1 and 3 in both designs shows the advantage of assessing
ITPs or ITP clusters separately, which may demonstrate
not only differences in signal intensities in key regions but
also to changes in the functional network during the time
course of task processing.

Implications for Assessing Auditory Processing
in the MR Environment

Our present study examined designs with overall dura-
tions around 17 min but various TRs. One possible con-
found in using longer TRs is the general presumption that
longer TRs and therefore longer “waiting times” between
the experimental trials might lead to increased head move-
ment within the MRI scanner. However, our analysis dem-
onstrated a small contrary effect, namely, head movement
was greater during the continuous scan (ERcont) in com-
parison to the BIG-CVA design. Nevertheless, many ex-
perimenters seek to avoid long experimental durations and
results might differ when implementing shorter runs.
However, sparse temporal sampling with shorter run du-
ration has been successfully used for examining small chil-
dren (e.g., 5-7 years old) [Overy et al., 2004].

Overall, both BIG-CVA and STsamp are powerful
designs to assess auditory processing in the MR environ-
ment, especially within Heschl’s gyrus, where we observed
the biggest differences between the “silent” designs and
the design with continuous SBN.
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Nevertheless, the major difference between the BIG-CVA
design and STsamp is the sampling of the time course fol-
lowing the auditory stimuli. Varying the delay between
the end of the auditory stimulation and the beginning of
the image acquisition in STsamp enables us to sample the
HRF in response to the verbal task over a period that
encompasses much of the HRF (here 8 s).

In principle, the fact that images are always acquired at
exactly the same time point in relation to the beginning of
the auditory stimulation (4 s after beginning of first word or
ITPO) is a disadvantage of the BIG-CVA design. The sam-
pling of the entire HRF in the ERcont design is a major
advantage for this technique since interesting differences in
temporal characteristics may be derived from the initial
slope of the HRF curve. The additional network components
in STsamp and ERcont for the given threshold might be
involved later during the time course of the HRF following
the auditory stimulation, and therefore not captured during
a single image acquisition at a fixed time point of 4 s follow-
ing the onset of the first word. Furthermore, during the BIG-
CVA design with a TR = 6, the peak as well as decay of the
HREF in response to image acquisition #X will most likely be
sampled during the next image acquisition #X+1 or even
#X+2, which may result in SBN-induced masking of the
BOLD response within auditory and/or nonauditory areas.
The nonsignificant difference within auditory areas for BIG-
CVA in comparison to STsamp could be an indicator of
SBN-induced masking of the BOLD response in the BIG-
CVA design or it could be due to the lack of time course
sampling in the BIG-CVA design.

We found no significant signal intensity differences in
superior temporal gyrus among the three designs. This sug-
gests that the influence of the SBN is much weaker in higher-
order auditory regions that should be considered when
deciding on an experimental design with auditory stimula-
tion. Depending on the experimental hypothesis, the ERcont
design might have advantages over the silent designs (see
also Table V with practical implications). Additional areas
only observed in ERcont could be due to increased statistical
power in extratemporal areas or inhibition of SBN. It remains
unlikely that no additional areas are involved while listening
to words and at the same time inhibiting the SBN in compari-
son to a baseline where only SBN is present. Listening to
words with the presence of SBN seems more like a selective
or divided attention task where attention to one set of stimuli
(words) is required, whereas cognitive inhibition is necessary
to neglect the second set (SBN).

Therefore, this “selective attention” task might lead to dif-
ferences in attentional demands and might be especially diffi-
cult for children and the elderly as well as patients. Studies
showing differences in the functional anatomy between
healthy young adult subjects and these populations may have
neglected possible differences in general and selective atten-
tion to the SBN [e.g., Konrad et al., 2005, 2006; Townsend
et al., 2006]. Furthermore, the attentional demands may vary
between scanning sessions (e.g., pre-post training and reme-
diation studies) or even within sessions.

TABLE V. Proposed practical guidelines for the
experimental design decision when using
auditory stimuli

“Silent” designs

Suggested to use if:

e Experimental hypothesis implements interpretations of signal
intensities within auditory cortex

e Subject group might have difficulties with SBN (selective
attention, hearing threshold, increased task difficulty;
e.g., children, elderly, patients)

o Experimental hypothesis is based on auditory selective attention,
e.g., dichotic listening

e Auditory stimulus does not exceed 6 s or only parts of HRF are
from interest for hypothesis

e Hypothesized functional network contains primary
auditory cortex

e Multiple sessions will be scanned (e.g., pre-post training/
medication; longitudinal studies) AND attention to SBN may
vary over time (e.g., improved attention/hearing; emotional
state might change)

Please note: If time course of activation (HRF) should be assessed
the use of a jittered “silent” method such as jittered STsamp is
suggested

ERcont

Suggested to use if:

o Experimental hypothesis implements interpretations of signal
intensities outside of auditory regions(extratemporal areas)

e Subjects are normal healthy adults and difficulties with SBN
are not expected

e Experimental hypothesis is not based on selective attention

e Experimental design has more than two experimental conditions
and/or baselines (otherwise increased session duration or
decreased statistical power or decreased number of imaging
time points (ITPs))

e Auditory stimulus exceeds 6 s and entire HRF is from interest
for hypothesis

e Hypothesized functional network does not contain primary
auditory cortex.

e Multiple sessions will be scanned (e.g., pre-post training/
medication; longitudinal studies) AND attention to SBN may
not vary over time

The STsamp design seems to be effective in assessing au-
ditory processing, and additionally enables the researcher to
obtain a time course of activation. Pilot studies should be
performed in order to explore the required number of ITPs
to sample the entire or parts of the HRF depending on the
experimental hypothesis. However, due to the long TR the
development of STsamp designs that require more than two
conditions seems difficult. Such studies would require
extremely long sessions that would most likely be accompa-
nied with fatigue, lack of concentration, lowered attentional
effort/arousal, increased automaticity in task execution, or
increased head movement. Furthermore, if the presented
stimulus exceeds 6 s then using STsamp might be disadvan-
tageous since the entire HRF cannot be sampled. However,
STsamp can be used if only parts of the HRF are of interest
(e.g., the decision process and not the perceptual compo-
nent). Additionally, if the experimental hypothesis is not
directly linked to auditory areas, then using an ERcont
design might be advantageous due to increased statistical
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power. If the time course of activation is not of great interest
for the hypothesis then BIG-CVA might be the appropriate
design for assessing auditory processing especially when
more than two conditions are examined.

Furthermore, there are many other types of “silent” ac-
quisition designs or hardware improvements that should
also be considered during the experimental planning phase
such as, e.g., “gradient smoothing” [Henning and Hodapp,
1993; Oesterle et al., 2001; for a review, see, e.g.,, Amaro
et al., 2002].

Overall, the results of this study point to a multifaceted
set of variables that should be considered prior to the
design of an experiment that employs auditory stimula-
tion. Important variables to take in consideration are, e.g.,
subject group, required attention during task, duration of
the experiment, stimulus length, required time course in-
formation (e.g., number of ITPs), experimental hypothesis
and hypothesized functional network, statistical power,
number of conditions, number of slices acquired, as well
as overall difficulty of the task. Table V summarizes our
results as guidance for the experimental design decision
within the auditory domain.
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