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Abstract: We determined connectivity of the human brain using functional magnetic resonance imaging
(fMRI) while subjects experienced auditory stimuli in a 2-by-2 factorial design. The two factors in this
study were “speaker” (same or different speaker) and “sentence” (same or different sentences). Connec-
tivity studies allow us to ask how spatially remote brain regions are neurophysiologically related given
these stimuli. In the context of this study, we examined how the “speaker” effect and “sentence” effect
influenced these relationships. We applied a Bayesian connectivity method that determines hierarchical
functional networks of functionally connected brain regions. Hierarchy in these functional networks is
determined by conditional probabilities of elevated activity. For example, a brain region that becomes
active a superset of the time of another region is considered ascendant to that brain region in the
hierarchical network. For each factor level, we found a baseline functional network connecting the
primary auditory cortex (Brodmann’s Area [BA] 41) with the BA 42 and BA 22 of the superior temporal
gyrus (STG). We also found a baseline functional network that includes Wernicke’s Area (BA 22
posterior), STG, and BA 44 for each factor level. However, we additionally observed a strong ascendant
connection from BA 41 to the posterior cingulate (BA 30) and Broca’s Area and a stronger connection from
Wernicke’s Area to STG and the posterior cingulate while passively listening to different sentences rather
than the same sentence repeatedly. Finally, our results revealed no significant “speaker” effect or
interaction between “speaker” and “sentence.” Hum Brain Mapp 27:462—470, 2006.  © 2006 Wiley-Liss, Inc.
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INTRODUCTION

The study of language-related regions of the human brain
is well into its second century. Throughout the years a
commonly accepted model of language organization has
emerged. The model proposes a region of the frontal cortex
as critical for formulating and accomplishing speech, while
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a separate area for phonologic and semantic processing of
language is located in a posterior area [Broca, 1861; Wer-
nicke, 1874]. More recently, Binder et al. [1997] used func-
tional magnetic resonance imaging (fMRI) to show that cor-
tical activation associated with language processing persists
in the frontal, temporal, and parietal lobes of the left hemi-
sphere. Moreso, they find significant activation associated
with language in the middle temporal, inferior temporal,
fusiform, and angular gyri. fMRI measures localized
changes in blood oxygenation, a surrogate of neural activity,
from which we are able to determine localized regions of
brain activity [Ogawa et al., 1990].

Traditional activation studies, such as that of Binder et al.
[1997], focus on determining distributed patterns of brain
activity associated with specific tasks. However, we may be
able to more thoroughly understand language processing by
studying the interaction of distinct brain regions, as a great



¢ Determining Hierarchical Functional Networks ¢

Figure 1.
Functional network consisting of functionally connected brain vox-
els, w, x, y, and z. Shading for a given voxel indicates elevated
activity. w and z are ascendant to x and y,; thus, x and y can be
thought of as satellite voxels to the central voxels, w and z. A, B,
C, and D represent different time points in the voxel time series
of w, x, y, and z.

deal of neural processing is performed by an integrated
network of several regions of the brain.

fMRI allows us to examine relationships between spatially
distinct regions of the human brain. These relationships can
be described in terms of functional connectivity, defined by
Friston et al. [1993] as the “temporal correlations between
spatially remote neurophysiological events.” We used a
method introduced by Patel et al. [2006] that not only deter-
mines functional relationships between spatially remote
brain regions, but also determines a hierarchical relationship
between brain regions based on whether one region exhibits
elevated activity a subset of the time that the other region
exhibits task-induced elevated activity. Through a measure
of hierarchy and a separate measure of functional connec-
tivity, Patel et al. [2006] define hierarchical functional net-
works in a data-driven fashion that does not require pre-
specification of a set of brain regions from which networks
can be determined.

Figure 1 presents a schematic illustration that conceptu-
ally describes a functional network of four brain voxels
generically labeled as w, x, y, and z. Although Figure 1
describes a network of only four voxels, we are able to apply
our methodology to the set of all intracranial voxels. We
used shading to denote a voxel exhibiting elevated activity
(an elevated functional MR signal) and all connecting bars
are potentially bidirectional. In our model, we employ our
fMRI data to construct a binary map that indicates whether
each voxel exhibits elevated activity at a given time point.
Voxels w and z become active together and inactive together;
thus, we consider them functionally connected, as sister
voxels in the hierarchical network. Given some positive

functional connectivity between voxel a and voxel b, if a
exhibits elevated activity for a subset of the period in which
b exhibits elevated activity, we consider b to be ascendant to
a in the hierarchical network consisting of b and a. In Figure
1, while x, y, and w are functionally connected, voxels x and
y exhibit elevated activity to a subset of the stimuli for which
w exhibits elevated activity, suggesting that w is ascendant
to x and y in our hierarchical functional network. w can be
thought of as a central node in the network.

Our experimental protocol follows a 2 by 2 factorial de-
sign: a factor “speaker” (same or different speaker) and a
factor “sentence” (same or different sentences). The main
questions of interest are about the main effect of “speaker”
and the main effect of “sentences,” and their interactions.
Subjects were asked only to listen attentively to sentences,
eyes closed, and to lay still in the scanner. They were told
that they would be asked to tell whether some sentences
were presented during the experiment after scanning. Thus,
in this article we determine hierarchical functional networks
associated with auditory language processing. Through
these networks we may be able to better describe how
spatially remote brain regions interact and cooperate to per-
form certain tasks involving phonological and semantic pro-
cessing.

Data

The data analyzed here are the Functional Image Analysis
Contest (FIAC) dataset. Details of the experimental para-
digm and acquisition parameters are given in Dehaene-
Lambertz et al. [2006].

Due to incomplete data or head motion during scanning
(we required less than 1 mm head movement in any direc-
tion and less than 1° head rotation in any direction), we only
used data from 11 subjects for our analysis. Let M indicate
the number of scans per run and S indicate the total number
of runs (2 X 11 subjects).

We preprocessed all of the data using SPM2 (http:/ /www.
filion.ucl.ac.uk/spm/) by initially performing motion cor-
rection of images to the first functional scan within subject
using a 6-parameter rigid body transformation and subse-
quently spatially normalizing the realigned images to the
Montreal Neurological Institute (MNI) template by applying
a 12-parameter affine transformation followed by nonlinear
warping using basis functions [Ashburner and Friston,
1999]. We bypassed spatial smoothing to avoid further in-
ducing non-neurophysiologically related spatial correlation.

MATERIALS AND METHODS
Determining Hierarchical Functional Networks

We give a concise description of the hierarchical func-
tional network connectivity method in the following para-
graphs and ask the reader to refer to Patel et al. [2006] for
details. We begin by constructing a general linear model that
takes the form:

WY = Ky + W(XB + Hn + &) (1)
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for each subject’s voxel time series, where Y., is a column
vector of the global mean adjusted functional MR signals for
a single voxel. The columns of X model the effects of inter-
est, in this case the auditory stimulus, while the columns of
H model confounding effects. K., is a discrete cosine
transform matrix with p harmonic periods up to, in our case,
62 seconds. K adjusts for possibly confounding low-fre-
quency trends in the data. W is a “pre-whitening” matrix
generated from an estimate of the matrix, V, of the intrinsic
autoregressive correlation between ¢; and € where W'W
= V1 [Marchini and Smith, 2003].

We define elevated activity in a voxel due to effects of
interest by determining whether the data, adjusted for all
known confounds, exceeds a given threshold. Specifically,
we denote R = WY — K§ — WH17) and define a vector of
binary values for indicating whether elevated activity occurs
for each scan, with respect to a constant ¢, by:

A=IR>c X o), (2)

where ¢? is the variance of W X e. A is a column vector,
where the mth element is 1 if the corresponding element of
R is larger than ¢ X o; and the mth element of A is 0
otherwise. Our method defines a voxel as active if the asso-
ciated level of activity is ¢ standard deviations above what is
expected under the null hypothesis that 8 = 0. Larger values
of ¢ identify voxels with more elevated levels of activity. We
chose ¢ = 1 when analyzing this auditory stimuli data.

We fit model (1) separately for all V voxels and for each of
the S subjects. Let A, be the indicator for elevated voxel
activity as defined above for voxel v, subject s, and measure-
ment m, and let R, indicate the corresponding level of
activity. R, indicates the entire time-series for voxel v ad-
justed for all known confounds.

Subsequently, we construct a bivariate Bernoulli Bayesian
model for the joint activation of each pair of brain voxels
using a multinomial likelihood with a Dirichlet prior distri-
bution. Given some experimental context, w, the data we
considered to model the joint activation probability for vox-
els 2 and b can be expressed as:

Z = Zlezlel(Ausm = 1/Ab5m = 1,m€ws)
ZZ:Ef=1Ef=1I(Aa5m = 1/Absm = 0,m€ws)
Z3 = ESSZIE:I:]I(AGS»H = OrAbsm = 1,mews)

z20= 2" DM Ay = 0,Aw, = Omew),  (3)

For i = 1...4, where w, is the set of measurements taken
under experimental context w for subject s, and I(.) is the
indicator function. z; is interpreted as the number of times

that both a and b experience an elevated fMRI signal over
each measurement in experimental context w of each run of
each subject. The multinomial likelihood of our data takes
the form:

4
p(z|8,w)=[ [67, 4)
i=1

where the elements of 6 are defined as:

6l = P(Ausm = 1/ Absm = 1)
62 = P(Aasm = 1/ Absm = 0)
e3 = P(Aasm = O/ Absm = 1)

64 = P(Aasm = O/ Absm = 0) (5)

for any subject s and measurement m € w,
We assume each repeated measure on the same voxel pair is
independent over time and across runs.

Following a Bayesian formulation, we express our prior
belief about 6 by defining a Dirichlet prior that takes the
form:

4

p(6la)e] [0, (6)

i=1

where all §, = 0 and 3* 6, = 1. Our posterior distribu-
i=1

tion, p(6|z,w), is Dirichlet with parameters v; = «; + z; — 1 for
i = 1.. 4. In this study, we used the flat prior, ay; = 0454,
for each intracranial voxel pair and each experimental con-
text.

Our interpretation of functional connectivity and the hi-
erarchical nature of the connectivity (i.e., ascendancy) stems
from Figure 1. As the relative difference between P(A, | A,)
and P(A,) increases and, conversely, the relative difference
between P(A, | A,) and P(A,) increases, the less independent
and more functionally connected the two voxels are. Our
functional connectivity metric allows us to determine ascen-
dancy between a and b by the ratio of their respective mar-
ginal activation probabilities given significant functional
connectivity between the two. Specifically, for two function-
ally connected voxels a and b, we say that a is ascendant to
b whenever the marginal activation probability of a is larger
than that of b. Our measure of functional connectivity sug-
gests that voxels with vastly different probabilities of ele-
vated activity can be functionally connected in the circum-
stance that one voxel becomes activated a subset of the time
that the other becomes active.
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TABLE . Joint activation probabilities for voxels a and b

Voxel a
Active Inactive
Voxel b
Active 0, 05 0, + 05
Inactive 0, 0, 0, + 0,
6, + 0, 05 + 0, 1

Descriptive and Inferential Methods

We describe the functional connectivity and ascendancy
between each pair of brain voxels by functions of ®, which
defines the joint distribution of elevated activity between
two voxels, measured dichotomously.

Functional Connectivity

We develop a measure of association, k, to describe func-
tional connectivity based on the posterior distribution,
p(6|z,w), by considering a 2 X 2 table (Table I) with fixed
marginal activation probabilities. k, which ranges from —1
to 1, given a fixed pair of marginal activation probabilities, is
defined as follows:

0,— E
K= Dimax(0,) — E) + (1 — D)(E — min(6y)) )

where E = (6; + 6,)(8; + 65), max(6;) = min((6; + 6,,0,
+ 6;), min(6,;) = max(0,26, + 6, + 65 — 1) and

_ %" E 05 ife=E
. 2(max(6,) — E) T 05 if 6=

0.5 — m, otherwise

The numerator of k measures the difference between the
joint activation probability and the expected joint activation
probability under independence, while the denominator is
simply a weighted normalizing constant forcing k to range
from —1 to 1. Thus, k close to either —1 or 1 suggests a
strong dependence or functional connectivity between the
voxel pair. min(6, + 6,, 6; + 63) represents the maximum
value of P(A,A,) given P(A,) and P(A,), while max(0,26,
+ 6, + 6; — 1) represents the minimum value of P(A,A;)
given P(A,) and P(A,).

We are able to obtain an estimate of p(k|z,w) through
sampling of the posterior Dirichlet distribution, p(6|z,w). We
conduct Bayesian inference on k by estimating P(k > ¢e) > p,
where e is a given effect size and p is a given probability
cutoff. We estimate P(k > €) > p by sampling from p(60|z,w),
calculating k from each sample, and determining the pro-
portion of samples for which k > e.

Ascendancy

Given that voxels a and b are functionally connected (k is
significantly different from 0), we can interpret a measure of

ascendancy based on the ratio of P(A,) and P(A;). Our mea-
sure of ascendancy, 7, takes the following form:

0, + 0, b= 6
el+ez'lf 2=

Ot )
61 T 63 , otnerwise.

Tap =

7, Tanges from —1 to 1. Given k = 0, a positive value of 7,
indicates that a is ascendant to b, while a negative value of
7, indicates that b is ascendant to 4. k is defined in such a
way that if 2 exhibits elevated activity a subset of the time for
which b exhibits elevated activity, then k = 1. Thus, k and 7,
must be jointly interpreted to determine ascendancy. We are
able to obtain an estimate of p(7|z,w) by sampling from the
posterior Dirichlet distribution, p(6|z,w), and subsequently
conduct inference on 7 by estimating P(t > e) > p in a similar
manner to the estimation of P(k > e) > p.

RESULTS
Auditory Language Processing Results

This study focuses on determining the effect of speaker
and sentence on hierarchical functional networks involved
in auditory language processing. We consider functional
networks that include regions involved in early auditory
processing, as well as semantic processing, the primary au-
ditory cortex (AI), Wernicke’s Area (Brodmann’s Area [BA]
22p), and BA 39, as suggested by Binder et al. [1997]. For
each of the four factor combinations, we determine posterior
distributions of k and 7 between each intracranial voxel and
a voxel within the primary auditory cortex as well as be-
tween each intracranial voxel and a voxel within Wernicke’s
Area and again, similarly, for BA 39. We conduct a simple
activation study using SPM2 and choose the particular voxel
with the largest F-statistic for the contrast involving the four
auditory stimuli ([1 1 1 1]) within each seed region.

The results show a similar connectivity pattern from Al
to several distinct brain regions across all four factor
combinations (Fig. 2). This network includes a strong
bilateral functional connection between the primary au-
ditory cortex and the superior temporal gyrus (STG),
including BA 42 and BA 22. This connectivity network can
be thought of as a baseline language processing network
involved in the cognitive processing of each of the four
language processing stimuli in this study. The STG is
ascendant to Al in this network. For different sentence
stimuli, however, we additionally observe a strong con-
nectivity between Al and BA 30 in the posterior cingulate
(Fig. 2B), BA 18 in the occipital lobe, and left lateral BA 44
(Broca’s Area) when compared to the connectivity of Al
for same sentence stimuli (Fig. 2A). The Al is ascendant to
these connections and thus exhibit elevated activity dur-
ing a superset of the time for which BA 30 and BA 18
exhibit elevated activity. Thus, networks of connected
brain regions to Al are significantly influenced by the
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Figure 2.

A: Thresholded posterior probability map of connectivity of the primary
auditory cortex (BA 41, at crosshairs) for same sentence stimuli. Fifteen
axial slices are shown from 12 mm below the anterior commissure (AC)
to 44 mm above the AC. The crosshairs represent the seed region

sentence effect (different and same speaker), although not
influenced at all by the speaker effect or the speaker-
sentence effect interaction. To illustrate the similar pat-
terns of connectivity across the speaker factor, we include
Figure 3A (same speaker) and 3B (different speaker).
The connectivity pattern from Wernicke’s Area also
exhibits similar features across each factor combination.
There is a distinct connectivity between Wernicke’s Area
and the left lateral STG and BA 44 (i.e., Broca’s Area) in
each factor level that we can again consider as a baseline
connectivity network. Wernicke’s Area is ascendant to BA
44, while left lateral STG is ascendant to Wernicke’s Area.
However, there also exists a sentence effect, where a
strong connectivity between Wernicke’s Area and the pos-
terior cingulate (BA 30) and BA 18 as well as connectivity
to the MTG and bilateral STG is elicited in only different
sentence stimuli (Fig. 4B) and not same sentence stimuli
(Fig. 4A). For different sentence scans, Wernicke’s Area is
ascendant to the posterior cingulate and BA 18, while
MTG and bilateral STG is ascendant to Wernicke’s Area,
suggesting that in the different sentence stimuli case,
Wernicke’s Area exhibits elevated activity a subset of the

within BA 41. MTG and STG are ascendant to BA 41. B: Connectivity
of BA 41 for different sentence stimuli (same and different speaker).
MTG and STG are ascendant to BA 41, while BA 41 is ascendant to
posterior cingulate (BA 30) and BA 18.

scans in which MTG and STG exhibit elevated activity and
the posterior cingulate exhibits elevated activity a subset
of the scans in which Wernicke’s Area exhibits elevated
activity. Similar to the networks including AI, networks of
connected brain regions to Wernicke’s Area are signifi-
cantly influenced by the sentence effect, although not
influenced at all by the speaker effect or the speaker-
sentence effect interaction.

Functional connectivity from BA 39, important in seman-
tic processing [Binder et al., 1996], reveal no significant
sentence or speaker effects. BA 39 shows strong functional
connectivity (Fig. 5) to the precuneus (BA 31), medial frontal
gyrus (BA 6), and BA 40. There also exists a distinct ascen-
dancy to the anterior cingulate (BA 32).

Figure 6 summarizes the results as a diagram indicating
connectivity from AI, Wernicke’s Area, and BA 39. The
additional connectivity for different sentence scans is vi-
sualized as red connections, whereas the baseline func-
tional connections present across stimuli are visualized as
black connections. Table 2 gives approximate Talairach
coordinates of the seed regions and corresponding net-
work regions for the networks summarized in Figure 6.
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Figure 3.

A: Thresholded posterior probability map of connectivity of the
primary auditory cortex (BA 41, at crosshairs) for same speaker
stimuli. Fifteen axial slices are shown from 12 mm below the
anterior commissure (AC) to 44 mm above the AC. The cross-
hairs represent the seed region within BA 41. STG and MTG are

DISCUSSION

This auditory processing fMRI study describes and uses a
method developed by Patel et al. [2006] to determine hier-
archical networks in the human brain critical to auditory
language processing tasks. Furthermore, the study assesses
the effects of listening to the same and different sentences
and the same and different speakers on the connectivity of
the brain.

We found a baseline hierarchical network consistent
across all factor combinations involving the primary audi-
tory cortex and BA 42 and BA 22 of STG, with BA 42 and BA
22 being ascendant to Al These results suggest that the STG
becomes active a superset of the time as Al, contrary to the
model of language processing proposed by Binder and col-
leagues [Binder et al., 2000; Liebenthal et al., 2005]. Accord-
ing to their model, language processing shifts from merely
processing the physical features of speech to phonological
and then semantic processing as one moves from Al anteri-
orly along the STG. Thus, Al is functionally connected with
regions involved in both phonetic and semantic processing.

ascendant to BA 4| and BA 41 is ascendant to posterior cingulate
(BA 30) and BA 8. B: Connectivity of BA 41 for different speaker
stimuli (same and different speaker). STG and MTG are ascendant
to BA 41 and BA 41 is ascendant to posterior cingulate (BA 30)
and BA 8.

Al would be ascendant to STG in this model, whereas our
results suggest that the STG activates a superset of the time
for which Al activates. We found a significant sentence effect
where for different sentence stimuli, Al is significantly as-
cendant to the posterior cingulate (BA 30), BA 18, and Bro-
ca’s Area (BA 44). This result supports the result provided
by Binder et al. [1997], which concludes that the posterior
cingulate gyrus is actively involved in semantic processing.
We conclude that the posterior cingulate activates a subset
of the time of the STG and BA 41, as it is involved in mainly
semantic processing, whereas STG and BA 41 are involved
in both phonological and early auditory processing.

We found another baseline functional hierarchical net-
work consistent across all four factor combinations involv-
ing Wernicke’s Area, left STG, and BA 44 where Wernicke’s
Area is ascendant to BA 44 (Broca’s Area) and the left STG is
ascendant to Wernicke’s Area. Broca’s Area is known for its
role in speech production. The connectivity between Wer-
nicke’s and Broca’s Areas is consistent with the existence of
strong anatomical connections between the two via the ar-
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Figure 4.
A: Thresholded posterior probability map of connectivity of Wer-  BA 44. B: Connectivity of Wernicke’s Area for different sentence
nicke’s Area (BA 22p, blue region at crosshairs) for same sentence  scans (including same speaker and different speaker). Bilateral STG
scans (including same speaker and different speaker). Left STG is and MTG are ascendant to Wernicke’s Area while Wernicke’s Area
ascendant to Wernicke’s Area while Wernicke’s Area is ascendant to  is ascendant to BA 44, posterior cingulate (BA 30) and BA 18.
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Figure 5.
Thresholded posterior probability map of connectivity of BA 39 (at crosshairs). BA 39 shows strong
functional connectivity to the precuneus (BA 31), medial frontal gyrus (BA 6). There also exists a
distinct ascendancy to the anterior cingulate (BA 32).
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BA42-L

BA42-R

BA 40

BA 32

BA 39

BA 31

BA 6

Figure 6.
Summary of functional networks elicited by auditory stimuli. Con-
nections shown in black are common to each of the 4 stimuli.
Connections shown in red are present only in different sentence
stimuli. Arrows, when present, indicate direction of ascendancy.

cuate fasciculus, a major white matter fiber tract [Dronkers
etal., 2000]. Although there is no significant speaker effect in
these functional networks, there is a strong sentence effect
on the connectivity between Wernicke’s Area and posterior
cingulate (BA 30), BA 18, and bilateral STG and MTG. In
different sentence stimuli, Wernicke’s Area is ascendant to
posterior cingulate (BA 30) and BA 18, while bilateral STG
and MTG are ascendant to Wernicke’s Area. Wernicke’s area
is involved in semantic processing [Dronkers et al., 2000].
Consistent with the above findings for Al, this result can also
be interpreted as showing that meaning (in Wernicke’s area)
is abstracted from sentences a subset of the time that the
physical and phonological features of speech are processed

in STG. The fact that connectivity was weaker for same
sentence stimuli compared with different sentence stimuli
suggests that there is less abstraction of meaning in the same
sentence condition compared with the different sentence
condition, as one would expect.

Finally, the functional network including BA 39, an area
important in semantic processing, was consistent across
each factor combination, with no sentence or speaker effect
influencing this network. BA 39 shows strong functional
connectivity (Fig. 5) to the precuneus (BA 31), medial frontal
gyrus (BA 6), and BA 40. There also exists a distinct ascen-
dancy to the anterior cingulate (BA 32). This connectivity
network supports the findings by Binder et al. [1997] that the
anterior cingulate, posterior cingulate, and BA 39 all play an
important role in semantic processing.

There are some shortcomings inherent to this approach.
First, this approach is unable to elicit functional networks
without at least prespecifying a seed region from which to
begin. Fortunately, we are able to specify a multitude of
seeds from which we can examine functional networks, but
these, nonetheless, must be specified. Second, we must be
careful to extrapolate the interpretation of ascendancy and
hierarchical networks as a measure of influence. Although it
may be possible for a brain region which is ascendant to
another to influence that brain region, this measure of as-
cendancy does not directly measure influence, nor should it
be interpreted as such. Furthermore, our approach currently
only assesses relationships from the seed at one level. We do
not recursively explore connectivity maps by seeding re-
gions found to be significantly connected to the seed, thus
limiting our functional networks to brain regions connected
only to any of the three seed regions we used in this study.

A second approach which can be used to explain neuro-
physiological response in one cortical area in terms of the

TABLE Il. Approximate Talairach coordinates of seed
regions and regions in the corresponding functional
networks referenced in the text

Approximate

Cortical area Talairach coordinates

Seed regions

Al —49, —30, 12
BA 22p —58, —50, 12
BA 39 48, —56,12
Network regions
STG-BA22L —64, —5,4
STG-BA22R 47, -4,1
STG-BA42L —58, =27, 16
STG - BA 42-R 56, —28,16
BA 44-L —56,15,12
MTG 56,2, -8
BA 30 —-19, -57,8
BA 18 -3,-91,8
BA 40 52, —58, 40
BA 32 —4,42,12
BA 31 —1,-68,28
BA 6 —3,42,35

Network region Talairach coordinates estimated from thresholded
cluster centroid.
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response in another area and an experiment stimulus is by
examining psychophysiological interactions (PPIs) [Friston
et al., 1997]. PPIs examine the contribution of one cortical
area to another in terms of the degree to which the neuro-
physiological response in the second area can be predicted
from the response in the first. The PPI itself is the effect of
the contribution of the experimental stimulus. Our hierar-
chical functional network approach determines connectivity
and its modulation across experimental stimuli in a novel
manner, which allows for a different interpretation of con-
nectivity. Ascendancy from one brain region to another
implies that the ascendant region may be more involved in
the experimental task than the other, while both are in-
volved in some way. This allows the organization of a net-
work with central and satellite brain regions based on as-
cendancy, and subsequently cortical regional involvement in
particular experimental tasks.

The study of functional neural networks in the human
brain is important to understand language processing.
Studying the relationship among several brain regions un-
der certain auditory stimuli may help extend the current
model of language processing and further our understand-
ing of language processing in the human brain.
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