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Abstract: Neither music nor spoken language form uniform auditory streams, rather, they are structured
into phrases. For the perception of such structures, the detection of phrase boundaries is crucial. We
discovered electroencephalography (EEG) and magnetoencephalography (MEG) correlates for the per-
ception of phrase boundaries in music. In EEG, this process was marked by a positive wave approximately
between 500 and 600 ms after the offset of a phrase boundary with a centroparietal maximum. In MEG,
we found major activity in an even broader time window (400–700 ms). Source localization revealed that
likely candidates for the generation of the observed effects are structures in the limbic system, including
anterior and posterior cingulate as well as posterior mediotemporal cortex. The timing and topography of
the EEG effect bear some resemblance to a positive shift (closure positive shift, CPS) found for prosodic
phrase boundaries during speech perception in an earlier study, suggesting that the underlying processes
might be related. Because the brain structures, which possibly underlie the observed effects, are known
to be involved in memory and attention processes, we suggest that the CPS may not reflect the detection
of the phrase boundary as such, but those memory and attention related processes that are necessary to
guide the attention focus from one phrase to the next, thereby closing the former and opening up the next
phrase. Hum Brain Mapp 24:259–273, 2005. © 2005 Wiley-Liss, Inc.
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INTRODUCTION

Phrasing is an important means of structuring auditory
streams and, hence, facilitating their processing by the hu-
man brain. It is equally important for the domains of speech
and music. Phrasing in language has been investigated to
some extend in linguistics [e.g., Selkirk, 2000] and in psy-

cholinguistics using behavioral methods [e.g., Stirling and
Wales, 1996; Warren et al., 1995] and more recently using
neurophysiological methods [Steinhauer et al., 1999; Stein-
hauer, 2003]. In language, phrase boundaries often indicate
the closure of a syntactic phrase [Selkirk, 2000]. Phrasing in
music denotes the division of the melodic line into structural
subunits, i.e. it is the segmentation of a musical thought for
purposes of musical sense. According to the theoretician and
musicologist Riemann [1900], one of the main representa-
tives of phrasing theory at the end of the 19th century, a
phrase has to be regarded as a separate musical entity within
the melodic line. A musical phrase has a longer duration
than a melodic motif, but a shorter one than a so-called
“musical period”. Stoffer [1985] viewed the musical phrase as
one level in a complex hierarchy describing both formal
description and internal representation of music.

For the correct processing of phrasing, the recognition of
phrase boundaries is necessary. These boundaries are indi-
cated by certain structural markers, which were listed by
Riemann and other theoreticians of the 18th up to the 20th
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century [Keller, 1955; Mattheson, 1737]. For detecting phrase
boundaries, Riemann [1900] considered two cues as most
relevant: small breaks immediately after a strong beat and
the lengthening of notes, which coincide with a strong beat.
In addition, Riemann mentioned several other phrase-estab-
lishing cues, including pitch fall and pitch rise in vocal
passages or the complete reversal of melodic movement.
Harmonic progressions (e.g., cadences and semicadences)
have also been described as markers for phrase boundaries
[Cuddy et al., 1981, Tan et al. 1981].

While the importance of phrasing for the perception of
music by humans has been illuminated by several behav-
ioral studies [Chiappe and Schmuckler, 1997; Dowling, 1973;
Stoffer, 1985; Tan et al., 1981; Wilson et al., 1999], there is no
report of a direct neural correlate. So far, there has only been
one attempt to use event-related potentials (ERPs) to study
the processing of musical phrase boundaries in a mental
segmentation task [Paulus, 1988]. The author reported a
slow positive shift related to the phrase boundaries. How-
ever, this study has to be considered preliminary, as no
explicit statistical tests were given and the number of sub-
jects was limited to four.

In the domain of language, the subdivision of auditory
streams into phrases is of great importance, too. Although
phrase boundaries in spoken language can in principle be
retrieved by pure syntactic rules in most cases (there are
ambiguities), phrase boundary markers greatly aid a speedy
and accurate processing. In speech, such markers are of
prosodic nature. They mainly consist in changes in the tem-
poral structure, especially in the insertion of pauses, but also
in pitch and volume changes; therefore, they are very similar
to the ones found in music. (For a thorough account on the
role of prosody in language comprehension, see Cutler et al.
[1997].) In a recent study, direct electrophysiological evi-
dence was presented for the immediate use of prosodic
markers during syntactic parsing [Steinhauer et al., 1999].
The authors used ERP and found that each phrase boundary
was marked by a positive shift of some hundred millisec-
onds duration and a centroparietal distribution. This ERP
component was called the closure positive shift (CPS)—as it
was taken to reflect the process of closing the prior phrase.
They also demonstrated that this effect is not simply related
to the pause at the boundary but to an entire ensemble of
prosodic cues, including lengthening of the last syllable
before the boundary and changes in the F0 contour. Stein-
hauer and Friederici [2001] used filtered delexicalized
speech to demonstrate that really prosodic rather than syn-
tactic cues give rise to the CPS. Moreover, Pannekamp et al.
[2004] could show that phrase boundaries in hummed sen-
tences elicit a CPS, although with a right lateralized topog-
raphy, suggesting that the CPS is not dependent on segmen-
tal linguistic information. Further studies demonstrate that
the CPS does not necessarily follow each prosodic phrase
boundaries during speech perception but that its presence is
influenced by the information structure built up before the
target sentence. If in a dialogue the focus of attention has
been directed toward a certain word (e.g., by a preceding

question), the CPS follows this accentuated word instead
[Hruska and Alter, 2004; Toepel and Alter, 2003]. Hence, the
CPS seems to reflect closure processes that can be the con-
sequence of the perception of phrase boundaries, rather than
the perception of these boundaries itself. The close relation-
ship between music and spoken language on a syntactic/
prosodic level [Patel, 2003] and the similarity between the
phrase boundary markers in both domains lead to the hy-
pothesis of a similar neural correlate in music.

In summary, there is evidence: (1) for the notion that
phrasing is a common phenomenon in both music and lan-
guage, (2) for the importance of phrasing for the perception
of music, and (3) for an electrophysiological correlate of the
processing of intonational phrase boundaries in language.
However, there is no account for a neural correlate for
phrase structure processing in music. Hence, the aims of this
study are: (1) to identify an electrophysiological marker for
the processing of phrase boundaries in music, (2) to establish
its topological and morphological properties as well as its
underlying generator structure, and (3) to determine its
relationship to the CPS found in language studies. For this
purpose, we developed a combined electroencephalography
(EEG) and magnetoencephalography (MEG) study, where
musical excerpts of different phrase structure were pre-
sented to trained musicians. MEG has been successfully
used for gaining insight into various aspects of the percep-
tion of music, e.g., perception of pitch [e.g., Patel and Bala-
ban, 2000, 2001] and timbre [Pantev et al., 2001], processing
harmonic violation [Maess et al., 2001], involuntary activa-
tion of motor programs in musicians [Haueisen and
Knösche, 2001], and multimodal information processing in
musicians [Schulz et al., 2003]; therefore, it seems to be
suitable for our purpose.

SUBJECTS AND METHODS

Subjects

We recruited 12 trained musicians (6 women; age range,
23–31 years; mean age, 25.8 years). None of them had any
known neurological or hearing disorders. They were all
right handed (average handedness 86.2, standard deviation
14.8) according to the Edinburgh Handedness Inventory
[Oldfield, 1971]. The average starting age for playing an
instrument was approximately 9 years. Both their initial and
present main instruments were very diverse, including pi-
ano (2/3), guitar (2/2), flute (2/1), violin (3/2), and accor-
dion (2/1). All of them were in the process of some formal
musical training, 11 had already passed their intermediate
or final exams. They reported on average to exercise for
approximately 2 hours a day.

Subjects participated in four sessions on different days
(two EEG and two MEG). Before the first experimental run,
each subject was generally informed about brain activity and
the measurement per se but was not given any further
details about the matter of investigation. After each EEG and
MEG recording session, participants were asked to fill out a
questionnaire. (The questionnaire contained questions on
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the familiarity and perceived quality of the stimuli, on the
physical shape of the subject and on the experienced diffi-
culty of the task. Questions on the subject’s musical educa-
tion were asked only once after the first recording session.)
All subjects gave their written informed consent to partici-
pate in the study. Approval of the ethical committee was
present.

Stimulus Material and Paradigm

To explore the suitability of stimulus material for the
elicitation of phrase boundary related ERP and ERF compo-
nents, we conducted a pilot experiment. The subjects partic-
ipating in this study were quite comparable to the ones of
the main study in age (22.8 vs. 25.8 years), handedness (83.7
vs. 86.2), musical education, and daily musical practice (2:45
vs. 2:00 h). For stimulation, we used 21 phrased melodies
(containing two phrase boundaries), which were especially
created by two professional composers. For each of the
items, an unphrased version was created by filling the sec-
ond phrase boundary with notes. For an example score, see
Figure 1. The task of the subjects was to detect out-of-key
notes that occurred at random positions in approximately
10% of the melodies. The melodies were presented in a
pseudorandom order, where each of them was occurring
eight times. Triggers were set at the offsets of the phrase
boundaries. For more details of the experimental paradigm,
please refer to the description of the main study.

Apart from clear differences on the N1 and P2 compo-
nents, no later CPS-like effect could be found, which could
be attributed to the presence of one of the phrase bound-
aries. This finding led us to the conclusion that the stimuli
used did not trigger a sufficiently strong impression of
phrasing in the subjects for several reasons. First, many of
the melodies were, because they were especially composed
for the experiment, very complex, and quite unusual in their
metric and harmonic structure. In particular, most of the
melodies (14 of 21) did not have a symmetric structure (a
symmetrically structured melody can be partitioned into
two sections of equal length and similar motive and rhyth-
mic structure). Second, the phrasing and the phrase bound-
aries might not have been accentuated enough in composi-

tion and interpretation. Third, the lengths of the phrases
were quite short. Finally, the fact that each melody was
presented many times might have covered potential effects.
For the main study, we, therefore, decided to use more
regularly and symmetrically constructed musical excerpts
with more pronounced phrase boundaries. Moreover, each
item should be presented only once per subject.

We prepared 101 short melodic fragments, which were
clearly divided into two phrases, the boundaries between
which were marked by pauses. Some of them (20) were
newly composed, whereas most were extracted from preex-
isting, although not very well-known musical pieces. Most
melodies consisted of eight bars, which were equally dis-
tributed over the two phrases. For each of the original mel-
odies (labeled phrased), a modified counterpart was created,
where the pause was filled by one or several notes (labeled
unphrased). This procedure was done off-line on the MIDI
score produced by a synthesizer that was played by a pro-
fessional pianist. This strategy ensured exact equality of all
other aspects of the melody versions apart from the phrase
boundary.

An additional set of incorrect melodies was generated by
replacing one correct tone at a random position by a disso-
nant one (“out-of-key note”) in each example. These ver-
sions served as task items and were excluded from further
analysis. Some properties of the stimuli are summarized in
Table I, also in comparison to the pilot experiment.

The experimental paradigm is sketched in Figure 2. To
prevent any sequence effects, all correct melody versions
were presented in pseudorandom order. The resulting 202
trials (each of the phrased and unphrased examples was pre-
sented exactly one time) were mixed up in different manners
(balanced for sequence) and split into six blocks of equal
length. Approximately 10% of the stimuli were replaced by
their incorrect versions (selected randomly). These trials
were excluded from any further analysis. Each experimental
block was between 20 and 30 min long and contained an
average of 17 phrased, 17 unphrased, and 3 out-of-key items.
Three stimulus blocks were presented in one session (exper-
imental durations above 90 min are generally experienced as
very strenuous.), each subject participated in two experi-

Figure 1.
Example of stimulus material. Each stimulus existed in a two-phrased basis version (referred to as
phrased, top) and a single phrase variant (referred to as unphrased, bottom), where the pause has
been filled by notes. Phrases are generally indicated by a slur, which is extended over a sequence
of notes and spreading over the next following bar line in most of the cases. Note that slurs can also
serve as playing instructions.
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mental sessions for EEG and in another two for MEG. The
sequence of EEG and MEG recordings was also balanced
between subjects, such that approximately half of them un-
derwent MEG first and the other half EEG first.

Subjects were asked to judge, if the musical piece was
completely in key or contained any dissonant tone (out-of-
key tone). Note that they were not aware that the purpose of
the experiment was the investigation of the perception of
phrasing.

Recording Procedure

For the EEG recording, small Ag–AgCl electrodes were
attached to the scalp, being inserted into a special electrode
cap. The subjects were asked to sit down in an electrically
shielded room and listen carefully to the acoustic examples.
Stimuli were presented by means of loudspeaker, which was
placed in a distance of approximately 1.5 m. Before starting
the first block, loudness as well as centering of the sound
source were balanced individually. For getting accustomed
to the stimuli, several examples were presented before the

start of the actual experiment. Subjects were asked to avoid
eye blinking and to relax their facial muscles. EEG signals
were recorded from 25 electrode positions distributed over
the entire scalp. In addition to 19 electrodes from the inter-
national 10–20 system (Fp1, Fp2, F7, F3, Fz, F4, F8, T7, C3,
Cz, C4, T8, P7, P3, Pz, P4, P8, O1, O2), some electrodes from
the 10–10 system [see, e.g., Oostenveld and Praamstra, 2001]
were used (FT7, FC3, FC4, FT8, CP5, CP6).

The ground electrode was placed at electrode position C2
in the right hemisphere. The reference electrode was placed
at the nose. For registering blink and ocular movement
artifacts, vertical and horizontal electrooculograms (EOG)
were recorded from above and below the right eye as well as
from the outer canthus of both eyes. Impedances of elec-
trodes were kept below 5 k�, and the time constant was
infinite, using direct current amplifiers. Each measured raw
EEG had a bandwidth from 0 Hz to 100 Hz and was digi-
tized on-line with a sampling rate of 250 Hz. In an additional
trace, trigger points used as markers for the onset of the first
tone of each melody, were recorded and stored to synchro-
nize the stimulus and EEG activity. In an offline procedure,
trials with eye artifacts were marked and discarded. A high
pass filter of 0.25 Hz was applied to reduce very slow drifts.

A 148-channel whole-head magnetometer system (MAG-
NES WHS-2500; 4D Neuroimaging) was used to record the
MEG. EOG was measured to identify epochs contaminated
by eye artifacts. The head position was measured using five
coils attached to the head, which were localized by the MEG
system before and after each block. The MEG (sampling rate
508 Hz) data were also passed through a high pass filter of
0.25 Hz. Because it is not possible to restore a certain posi-
tion of the magnetometer array exactly after the subject has
moved, the data recorded from one subject during different
sessions and blocks were first averaged within blocks (per
condition) and then interpolated to a set of average sensor
positions using a method based on linear inverse techniques
[Knösche, 2002]. As a result of this procedure, the values
from the different blocks represented the magnetic field at
the same positions with respect to the head and could be
averaged over blocks within each of the two sessions.

Signal Analysis

Triggers were placed at the offsets of the phrase bound-
aries. In the unphrased versions (where the phrase boundary

TABLE I. Acoustic and structural parameters of stimuli

Pilot experiment
Main

experiment

Phrased Unphrased
phrased/

unphrased

Length of last tones before
pause (in ms)

3rd last tone 239 (45) 226 (51) 251 (35)
2nd last tone 299 (69) 262 (67) 334 (46)
Last tone 416 (86) 344 (76) 555 (61)

Pause length (in ms) 435 (108) 498 (42)
Length of preceding phrase

(in ms) 2261 (946) 2519 (913) 4887 (331)
Symmetry of preceding

phrase 33% 66%
Harmonic ending 91% 89%
Clear pitch movement of last

3 tones (up or down) 57% 47%

Values in parentheses are 95% confidence intervals. Note that for
the main experiment, all these parameters were exactly identical for
the phrased and unphrased versions.

Figure 2.
Timing for the presentation of a single trial. ISI, interstimulus interval.
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had been filled with notes) triggers were set at those time
points, which corresponded to the offset of the filled-in
phrase boundary. The averaging window was chosen to
range from 0 ms to 1,000 ms relative to the trigger points
(i.e., to the offsets of the phrase boundaries). As baselines,
we chose the time intervals from �1,000 ms to �500 ms
relative to the onsets of the respective phrase boundaries (see
Fig. 3). This step was done to make sure that the baseline
could not contain any signal differential between the
phrased and unphrased conditions. An obvious choice
would have been to use an interval before the melody on-
sets, but it turned out that this time range was particularly
contaminated by ocular artifacts in many data sets.

In the questionnaires, several subjects reported to be tired
or depressed during the experimental sessions. Such sub-
jects also tended to exhibit an unusual amount of ocular
artifacts as well as alpha activity. Hence, only those data sets
for which the subjects stated that their state of mind was
“happy”, “calm”, or “alert” but not “tired” or “depressed”
were taken to further analysis. (Adjectives to describe the
state of mind were predefined and given to the subjects to
choose from. They followed the examples set by standard
personality tests, e.g., von Zerssen [1976] and Janke and
Debus [1978].) Moreover, an artifact rejection procedure was
applied to identify artifact-contaminated trials, which were
excluded from further analysis. Sessions with more than
30% contaminated trials were excluded altogether. This pro-
cess resulted in 13 EEG and 15 MEG sessions remaining for
further analysis.

Averages of both EEG and MEG recordings were com-
puted for every subject, session, and condition. Trials with
out-of-key notes were excluded from the averages. Finally,
the averaging over subjects, blocks, and sessions was per-
formed. Visual inspection of the grand averages together
with so-called running t-tests (i.e., t-tests performed for each
time step and channel without any multiple testing correc-
tion) was used to identify time ranges of interest.

A selection of the electrodes were grouped into four re-
gions of interest (ROI): left anterior (F7, F3, FT7, FC3), right
anterior (F4, F8, FC4, FT8), left posterior (CP5, P3, P7, O1),
and right posterior (CP6, P4, P8, O2). For each of the iden-
tified time ranges and ROIs, potential values were averaged
over time steps and electrodes. For each time window, a
three-way analysis of variance (ANOVA) was computed for

the resulting average values with the within-subject factors
“melodic condition” (COND, 2 levels: phrased and un-
phrased), “anterior–posterior topography” (POST-ANT, 2
levels), and “right–left topography” (RIGHT–LEFT, 2 lev-
els). Additionally, two-way ANOVAs were computed with
the factors COND (2 levels) and CHANNEL (25 levels), to
take the entire data into account. In all analyses, degrees of
freedom were corrected with Huynh–Feldt epsilon.

The statistical analysis of the MEG amplitudes was set up
in a very similar way. Four different ROIs (left anterior, right
anterior, left posterior, right posterior) were formed from
138 channels (10 midline channels were excluded), each
composed of 34 or 35 channels. The analogous three-factor
ANOVA was computed. Again, another two-way ANOVA
was computed with the factors COND (2 levels) and CHAN-
NEL (148 levels).

Scalp potential and magnetic field maps were generated to
shed additional light onto the spatial distribution of the
discovered effects. Eventually, source analysis was used to
reveal information on the generator configuration underly-
ing the respective components.

Source Analysis

To identify the cerebral network underlying the process-
ing of phrase boundaries, source localization methods were
used. To eliminate the influence of any activity that is not
related to the processing of phrase boundaries, the source
analysis was performed on the differential activity between
original and modified stimulus conditions. To obtain statis-
tically meaningful results, this analysis was done for each
session separately, rather than for the grand average over all
subjects.

Because we expected a complex and distributed activation
pattern, we did not attempt any simultaneous estimation of
the whole network of active brain areas. Instead we com-
puted an index for each point in the brain, reflecting whether
or not this area could possibly have contributed to the
measured data. Such a measure has been provided by
Mosher et al. [1992] by virtue of the multiple signal classi-
fication (MUSIC) method. In this method, the measured data
within the analysis time interval are first approximated by a
linear combination of spatiotemporal components spanning
the so-called signal subspace. Then, at each investigated po-

Figure 3.
Definition of the baseline interval. The baseline interval is defined with respect to the pause onset,
whereas the analysis interval is defined relative to the pause offset.
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sition within the brain, three orthogonal unity dipoles are
placed and the corresponding EEG or MEG topographies
are computed. These three topographies span another sub-
space, called the source subspace. The angle between both
subspaces is then used as a criterion for the plausibility of a
contribution of the respective brain region to the measured
data. This way, we can identify brain regions that could
have contributed to what has been observed, and those that
could not have.

For MEG, the head geometry was accounted for by a
boundary element model consisting of one triangulated sur-
face describing the inside of the skull only [Hämäläinen and
Sarvas; 1987]. A model with three surfaces representing the
inside and outside of the skull as well as the outer head
surface was used for the EEG based source reconstruction.
Such models can be generated from magnetic resonance
images (MRI). We used a standardized head model based on
the Talairach scaled MRIs of 50 individuals. This standard
model was then individually scaled to fit the shape of the
subject’s head as closely as possible in a least squares sense.
Five independent scaling factors ensured a close match of
the resulting head shape. The head shape information was
recorded before the measurements using a Polhemus FastTrak
system.

The MUSIC solution was computed on a grid of 8-mm
width throughout the cerebral areas of the standard brain.
This grid was scaled along with the head model to fit the

individual head shape. The analysis time window was cho-
sen according to the intervals, where the experimental con-
ditions differed in their EEG or MEG magnitude (500–600
ms for EEG and 400–700 ms for MEG). For each voxel, the
solution value was averaged over all data sets. Areas with
an average projection of the source subspace onto the signal
subspace of larger than 0.875 (angle between subspaces less
than 7 degrees) were accepted as potential candidates for
contribution to the measured data.

RESULTS

EEG traces are shown in Figure 4. The results of the
statistical analysis using ROIs of selected channels, which
are classified according to two topographic factors, are pre-
sented in Table II. Statistics for all channels are given in
Table III for comparison. The results are compatible. We
observe an N1/P2 complex, where the N1 does not exhibit
any significant difference between conditions, whereas the
P2 is significantly reduced in amplitude for the unphrased
condition (P � 0.01). More interestingly, a broadly distrib-
uted centroparietal deflection peaking at approximately 550
ms after pause offset was observed in the phrased version
compared to the unphrased one (F1,12 � 9.5; P � 0.01). Al-
though the topography of this component (see Fig. 5) seems
to suggest a slight left lateralization, this finding did not
prove statistically significant (F � 1).

Figure 4.
Traces of selected electroencephalography channels. Solid lines denote the original condition with
unmodified phrase boundaries (phrased). Dotted lines denote the modified condition, where the
phrase boundary was filled with notes (unphrased). Units are microvolts. A low-pass filter of 8 Hz
was applied for display purposes only.
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MEG traces for some selected channels are displayed in
Figure 6. The statistics for the ROIs is shown in Table II.
Table III shows that the use of all 148 channels (including
midline channels) produces compatible results. Similarly to
the EEG results, the N1m did not differ significantly be-
tween conditions, whereas the P2m was considerably re-
duced in magnitude for the unphrased condition (P � 0.01).
Also for MEG, the traces (Fig. 6) do show additional signif-
icant differences between conditions beyond the N1m/P2m
complex. These effects are not concentrated in the analysis
time window between 500 ms and 600 ms, where a positive
deflection was observed in EEG, but extend to a larger time
window, i.e., roughly between 400 and 700 ms. Moreover,
the largest differences fall into time windows just before (400
ms to 500 ms) and just after (600 ms to 700 ms) the EEG

effect. The maps in Figure 7 reveal the topographies of these
components. The MEG shows an anterior positivity. (Note
that, for MEG, we define positivity as an outward directed
field vector.) over the right and a similar negativity over the
left hemisphere. Note that bilateral MEG patterns typically
show polarity reversals from left to right. In the ANOVA
analysis, this leads to interactions between COND and
RIGHT–LEFT, rather then to main effects (see Table II). On
the other hand, true hemispheric effects would be reflected

TABLE II. Results of statistical analysis for EEG and MEG with regions of interest

Time window
(ms)

EEG or
MEG

main effect
“condition”

COND

Interaction
(first order)
COND �

POST–ANT

Interaction
(first order)
COND �

RIGHT–LEFT

Interaction
(second order)

COND �
POST–ANT �
RIGHT–LEFT

400–500 EEG F1,12 � 2.87 F1,12 � 0.11 F1,12 � 0.37 F1,12 � 0.22
MEG F1,14 � 0.22 F1,14 � 0.30 F1,14 � 6.43 F1,14 � 13.50

P � 0.024 P � 0.0025
500–600 EEG F1,12 � 9.49 F1,12 � 0.38 F1,12 � 0.80 F1,12 � 0.03

P � 0.01
MEG F1,14 � 0.62 F1,14 � 2.62 F1,14 � 4.72 F1,14 � 2.50

P � 0.048
600–700 EEG F1,12 � 4.88 F1,12 � 0.11 F1,12 � 1.40 F1,12 � 0.03

P � 0.047
MEG F1,14 � 0.06 F1,14 � 0.41 F1,14 � 5.79 F1,14 � 18.69

P � 0.031 P � 0.0007

Only significant P values below 0.05 are shown.
EEG, electroencephalography; MEG, magnetoencephalography; COND, melodic condition; POST–ANT, posterior–anterior topography;
RIGHT–LEFT, right–left topography.

TABLE III. Results of statistical analysis for EEG and
MEG with all channels.

Time window
(ms)

EEG or
MEG

Main effect
“condition”

COND
Interaction

COND � CHANNEL

400–500 EEG F1,12 � 2.5 F24,288 � 0.71
MEG F1,14 � 0.33 F147,2058 � 4.51

P � 0.0001
500–600 EEG F1,12 � 8.61 F24,288 � 0.95

P � 0.01
MEG F1,14 � 0.39 F147,2058 � 3.42

P � 0.02
600–700 EEG F1,12 � 4.29 F24,288 � 0.78

MEG F1,14 � 0.13 F147,2058 � 4.95
P � 0.0004

Only significant P values below 0.05 are shown.
EEG, electroencephalography; MEG, magnetoencephalography.

Figure 5.
Spline interpolated maps of the relevant electroencephalography
components. The maps represent difference activity between the
phrased and unphrased conditions, integrated over time windows.
They are displayed in three dimensions and viewed from different
perspectives.
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by main effects and interactions without the factor RIGHT–
LEFT. Table II demonstrates that there are only MEG effects
that do include the RIGHT–LEFT factor; hence, no hemi-
spheric asymmetry can be concluded.

The results of the source localization are summarized in
Figures 8 and 9. While looking at these figures, one should bear
in mind that the marked areas do not form a proven network
subserving the processing of phrase boundaries. Instead, they
mark candidate brain regions that could have contributed to
the generation of the observed EEG and MEG components. For
the EEG analysis, these candidate regions include the posterior
cingulate cortex, the retrosplenial cortex, and the posterior part
of the left hippocampus. For MEG, it is also likely that the right

posterior hippocampus, the anterior cingulate, and the subcal-
losal region are involved in the generation of the signal. The
sites of subcortical structures like basal ganglia or the dien-
cephalon cannot be excluded from a mathematical point of
view, but due to their small size and deep location, any signif-
icant contribution to extracranial observations is assumed to be
very unlikely.

DISCUSSION

The major aim of this study was to find an electrophysi-
ological correlate for the processing of phrase boundaries in
music. We wanted to know if such a correlate resembles the

Figure 6.
Traces of selected magnetoencephalography channels. Solid lines denote the original condition with
unmodified phrase boundaries (phrased). Dotted lines denote the modified condition, where the
phrase boundary was filled with notes (unphrased). Units are femtoteslas. A low-pass filter of 8 Hz
was applied for display purposes only.
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CPS found by Steinhauer and colleagues [1999] for spoken
sentences. Moreover, we aimed at the extraction of informa-
tion on the network of the brain processes that underlie
phrase boundary processing. Indeed, we found statistically
significant components correlated to the presence of a mu-
sical phrase boundary in both EEG and MEG. In the EEG
data, there was a positive variation at central and parietal
electrodes peaking at approximately 550 ms after the offset
of the phrase boundary. In MEG, we found significant ef-
fects mainly in the frontolateral parts of the sensor array, just
before (400–500 ms) and just after (600–700 ms) the effect
observed in the ERP data. None of the effects was signifi-
cantly lateralized. Please note that the topography of both
the EEG and MEG effects (see Figs. 4 and 6) are clearly
distinct from the ones of the respective primary components
(P2 and P2m). Hence, they cannot be just the primary re-
sponse to one of the following notes.

The amplitude and topographical distribution of the
found ERP component bear some similarity to the language
CPS of Steinhauer and colleagues [1999], who reported an
amplitude difference between the conditions of approxi-
mately 3 to 4 �V and a nonlateralized distribution with
centroparietal maximum. Latency and duration are not so
easily matched. The language CPS seems to start directly at
the phrase boundary and lasts between approximately 500
and 1,000 ms [Steinhauer et al., 1999; Fig. 2]. Pannekamp and
colleagues [2004] reported data from different kinds of
speech material, where the CPS became significant between
150 and 700 ms after the onset of the first intonational phrase
boundary, exhibiting a duration of approximately 500 ms
and an amplitude of several microvolts. The difference in
latency between the CPS in language and music may be due
to the fact that, in spoken language, the phrase boundary is
signaled by parameter changes, which are already present

Figure 7.
Spline interpolated maps of the relevant magnetoencephalography (MEG) components. The maps
represent difference activity between the phrased and unphrased conditions, integrated over time
windows. They are displayed in three dimensions and viewed at from different perspectives.
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before the onset of the pause. The influence of these early
cues might be greater for phrase boundaries in speech com-
pared to music. Such parameter changes are, e.g., length-
ened prefinal syllables and changed F0 contours.

Based on the similarities in paradigm, amplitude and
topology, the positivity in the EEG associated to the phrase
boundaries can be interpreted as the music equivalent of the
CPS in speech perception, in the following termed “music
CPS”.

It should be mentioned that alternative interpretations
could be thought of also. For example, the level of expect-
ancy within the analyzed time interval might be greater in
the unphrased condition (where we are in the middle of a
phrase) than in the phrased one (where a new phrase has
just begun). Instead of a positivity for the phrased condition,
one could assume a negativity for the unphrased one, re-
flecting higher expectancy levels. However, such an inter-
pretation would be incompatible with the fact that the dif-
ference between the conditions is not present in the entire

analyzed time interval as well as with the MEG observa-
tions. However, it is possible that an expectancy-related
component contributed to the observed ERP effects.

The question remains, why the music CPS failed to appear
in the pilot experiment. We have discussed that the impres-
sion of “phrasedness” of the stimuli might have been too
low due to several acoustic traits of the melodies (see Sub-
jects and Methods section). Differences between the pilot
and main experiments included local acoustic cues in the
immediate vicinity of the phrase boundary (e.g., smaller
prefinal slowing and shorter pauses in the pilot study, see
Table I). These cues should facilitate the detection of the
phrase boundary [Riemann, 1900]. Additionally, there were
differences concerning the melodic structure as a whole. The
stimuli of the pilot experiment were more complicated and
less symmetric, and their tonality was often ambiguous. This
increased difficulty might have hampered the proper per-
ception of the phrase structure. A post hoc rating test with
eight musicians confirmed that the phrase structure of the

Figure 8.
Results of the source localization based on magnetoencephalography (MEG) data. The yellow areas
show a correlation between the local source space and the signal subspace of less than 7 degrees.
Only cerebral areas were considered.

� Knösche et al. �

� 268 �



stimuli of the pilot experiment was less clearly perceived. It
showed that in 42.8% of the stimuli of the pilot experiment
the phrase structure was not recognized correctly, compared
to only 21.8% for the main study stimuli. However, it is not
clear which of these structural traits of the musical pieces
exercise the most decisive influence onto the recognition of
phrase boundaries. Further studies are needed to clarify
these issues. Another potential problem in the pilot experi-
ment, which has been avoided in the main study, might
have been formed by the multiple presentation of the same
stimulus. Increasing familiarity with the stimuli might have
influenced the normal processing of the music and its phrase
structure.

The present study was carried out with trained musicians.
This was to make sure that the subjects’ degree of implicit
musical expertise was comparable to the language expertise
of the subjects of Steinhauer and colleagues. On the other
hand, musicians usually also have some explicit theoretical
understanding on music, whereas comparable knowledge

on language was not present in the subjects of the speech
studies (who were not linguists after all).

It is known that many aspects of music are processed differ-
ently in musicians and nonmusicians. Such differences have
been demonstrated for the preattentive processing of auditory
stimuli [e.g., Brattico et al., 2001; Koelsch et al., 1999; Pantev et
al., 2003; van Zuijen et al., 2004], the processing of temporal
patterns [Drake et al., 2000; Jongsma et al., 2004], pitch memory
[Gaab and Schlaug, 2003], as well as the processing of har-
monic and melodic information [Overman et al., 2003;
Schmithorst and Holland, 2003]. On the other hand, music can
be enjoyed and understood also by nonmusicians to a consid-
erable degree, as demonstrated by, e.g., Koelsch et al. [2000,
2003]. It is, therefore, an important question, to what extent and
under what conditions the music CPS could be observed in a
musically untrained group of subjects. This answer would
shed light onto the respective roles of inherent capabilities and
acquired rules for the perception of musical phrases and
should be a subject of future studies.

Figure 9.
Results of the source localization based on electroencephalography (EEG) data. The yellow areas
show a correlation between the local source space and the signal subspace of less than 7 degrees.
Only cerebral areas were considered.
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Equivalence Between Electrophysiological Markers
for Phrase Boundaries in Language and Music

The relationship between the two domains and its pos-
sible implications on the neural substrate of the observed
effects are of special interest here. The speech-like char-
acter of music as well as its syntactic and semantic aspects
has often been a matter of debate in musicology. Never-
theless, drawing parallels between the two domains
should be handled with great care. At first sight, several
similarities can be found. Elements of speech and musical
sound can be characterized by the same parameters: pitch,
duration, loudness, and rhythmic–metrical structure as
well as contour, articulation, and timbre. Furthermore,
acoustical events in both systems appear as streams of
sound, where the principles of grouping and segmenta-
tion apply. Speech and musical utterances (in this context,
melodies) are based on specific grammatical and phonet-
ic/phonological rules and, therefore, can be described as
sequences of structured events along the time axis. Thus,
syntactic and prosodic relationships between both do-
mains can be assumed [see for example Riemann’s “Funk-
tionstheorie,” or Lerdahl and Jackendoff, 1983]. Neuro-
physiological proof has been provided recently by the
result that Broca’s area, known for its specialization to
syntactic processing in language, was activated by music
perception as well [Koelsch et al., 2002; Maess et al., 2001]
and by the elicitation of statistically indistinguishable
P600 waves caused by structural incongruities in both
language and music [Besson and Macar, 1987, Besson et
al., 1994; Besson and Schön, 2003; Patel et al., 1998] as well
as an early right anterior negativity for structural incon-
gruities in music [Koelsch et al., 2000] similar to the early
left anterior negativity for structural incongruities in lan-
guage [Friederici et al., 1993; Hahne and Friederici, 1999].
In the context of the present study, analogies between the
domains of music and language on a prosodic/syntactic
level can be drawn. Since the CPS in language has been
shown to rely on purely prosodic information [e.g.,
Pannekamp et al., 2004], such a level of similarity is in line
with the idea of a close relationship between the language
and music CPS.

A similar brain response of speech and music boundary
processing also sheds new light on general segmentation
processes. In speech, a prosodic boundary is often marked
by specific shifts in fundamental frequency and durational
markers such as prefinal lengthening and pause insertion
[Beach, 1991; Selkirk, 1994]. Of interest, similar parameters
can be found for musical boundary markers.

However, the majority of psycholinguistic research on
the processing of prosodic boundary information in
speech examined how prosody helps to resolve syntactic
ambiguity resolution [Marslen-Wilson et al., 1992; Warren
et al., 1995]. Only a few studies investigated the function
of prosodic boundaries during speech segmentation [Coo-
per and Paccia-Cooper, 1980; Marcus and Hindle, 1990;
Streeter, 1978].

Underlying Neural Network

Source localization based on a signal subspace projection
method revealed several limbic structures that are normally
involved in memory and attention. It should be born in
mind that the applied method cannot uniquely identify a
network of active brain areas that underlie the observed
electric potentials and magnetic fields. It is indeed very
doubtful if any method can reliably do this for the present
data. However, what we can do is to decide for every region
of the brain separately, whether it could have contributed to
the observed data. This way, we create a representation of a
class of possible solutions. Such a measure is provided by
the signal subspace projection incorporated in the MUSIC
method [Mosher et al., 1992]. What is the expected neural
response associated to the processing of a phrase boundary?
No matter whether we are in the music or in the language
domain, the phrase boundary has to be detected using local
cues (e.g. pauses, boundary tones, final lengthening) as well
as global expectations due to, e.g., harmonic and rhythmic
structure of the musical piece or the grammar and prosody
of the speech, respectively. Additionally, higher level pro-
cesses have to take place, in particular those involving mem-
ory (e.g., the closed phrase has to be stored in memory as a
unified entity—chunking) and attention (e.g., the attention
focus has to be directed toward the new phrase).

First, the processing of the local cues, possibly mediated
by more global expectations, presumably takes place very
quickly and might be reflected by the N100/P200 offset/
onset reactions at the end of the previous and the beginning
of the new phrase. Source localizations have shown that
these components probably originate in the anterior planum
temporale [Knösche et al., 2003]. The planum temporale (PT)
contains the auditory association cortex, which is known to
play a role in cognitive processing of speech and nonspeech
[Binder et al., 1998; Griffith and Warren, 2002; Jäncke et al.,
2002]. Activation of the PT has also been reported in several
studies on music perception [Koelsch et al., 2002; Liegois-
Chauvel et al., 1998; Menon et al., 2002; Ohnishi et al., 2001].
Hence, the increased P200 after the phrase boundary might
not only reflect simple recovery of neuronal populations
after the pause but also some higher order feature extraction
necessary for the recognition of a boundary between two
phrases. However, there is no way to finally prove this from
our present data.

Second, the integrative processing of the phrase boundary
appears to be reflected by effects observed beyond 400 ms.
The significant ERP and MEG deflections between 400 and
700 ms after the onset of the second phrase are compatible
with generators in the posterior and anterior cingulate cor-
tex (PCC, ACC), the subcallosal/medial orbitofrontal area
(OFC), the retrosplenial cortex (RC), and the posterior para-
hippocampal areas (PHC). Recent functional MRI (fMRI)
studies investigating the neural network supporting pro-
sodic processing indicate an involvement of the posterior
and middle portion of the cingulate gyrus [Meyer et al.,
2004]. Activation in OFC, RC, and PHC were not observed,
although the thalamus appeared to be involved. Although

� Knösche et al. �

� 270 �



there are several subcortical areas (including thalamus) that
cannot be excluded from a modeling point of view, their
significant contribution to the surface measurements seems
to be highly unlikely, so that they are not considered here.

The EEG and MEG time courses show at least three dif-
ferent time windows with different extracranially measur-
able activity with respect to condition, roughly between 400
and 500 ms, between 500 and 600 ms, and between 600 and
700 ms. Of interest, the first and the last time window show
a significant effect only in MEG, with very similar topologies
in both periods, whereas the middle window between 500
and 600 ms exhibits a significant difference in EEG, but only
reduced activity for MEG. (Please note, that within each of
these time periods, the EEG and MEG are not completely
stationary.) Hence, although all three periods yield roughly
the same collection of possible contributing regions, their
relative weightings in the actual networks must be different.
It is well known that the MEG method is relatively insensi-
tive toward currents, which are oriented radially. (In an
ideally spherical head, MEG would actually be blind to such
sources. However, in real situations this is not entirely the
case.) On the other hand, EEG is less sensitive to tangentially
than to radially oriented generators. Hence, different rela-
tive activations in the identified candidate regions can ac-
count for topology differences. For example, simulations
showed that the PCC does account well for the EEG at the
peak latency around 550 ms, but produces only very small
MEG. Hence, in the middle period (500–600 ms), the PCC is
probably the most active region of the brain. In general, it
was not possible to disentangle the precise temporal evolve-
ment of the activities in a reliable way.

It is striking that most of the candidate areas belong to the
limbic system and are known to be involved into attention
and memory processes. This finding deserves a more de-
tailed discussion. The ACC roughly includes Brodmann ar-
eas 24 and 32. Activations are usually found in a broad
variety of tasks, including Stroop paradigms, working and
episodic memory, semantic generation and processing, di-
rection of attention toward noxious stimuli, processing of
emotional stimuli [for a review, see Phan et al., 2002], re-
sponse and perceptual conflict, motor preparation, and self-
monitoring. For a review on a large number of positron
emission tomography and fMRI studies, see Cabeza and
Nyberg [2000]. Many of the observations are consistent with
the hypothesis that ACC plays a role in the direction of
attention toward a stimulus or an intended action as well as
in the suppression of inappropriate responses. In the present
context, it seems that ACC activation could reflect the redi-
rection of attention from the previous phrase toward the
new one. Activations of the PCC (Brodmann areas 23 and 31)
are consistently found during episodic memory retrieval
[see review of Cabeza and Nyberg, 2000] as well as during
learning and problem solving tasks [Cazalis et al., 2003;
Reber et al., 2003; Ruff et al., 2003; Werheid et al., 2003]. Also
mediotemporal (parahippocampal) structures are mainly in-
volved in episodic memory encoding and nonverbal epi-
sodic memory retrieval [see review of Cabeza and Nyberg,

2000]. Such memory operations are necessary when stored
melody patterns are retrieved and when the elapsed phrase
is stored as a unified entity (chunk).

Hence, it seems that the CPS, at least in the case of music,
does not directly reflect the detection of the phrase boundary
as such but rather memory- and attention-related processes,
which are necessary for the transition from one phrase to the
next. This process is in line with the finding that, in the
language domain, the CPS is not influenced by the presence
or absence of certain cues, such as a pause at the prosodic
boundary [Steinhauer et al., 1999, experiment 3]. Moreover,
it is in agreement with several studies demonstrating that
the language CPS is influenced by the focus of attention
[Hruska and Alter, 2004; Toepel and Alter, 2003] and the
syntactic content of the stimulus material [Pannekamp et al.,
2004].

Conclusion

We have identified EEG and MEG markers for the pro-
cessing of phrase boundaries in music. The EEG marker
bears some similarity to the CPS found for the processing of
prosodic phrase boundaries in language. Moreover, we used
source-modeling techniques to identify a collection of pos-
sible generators for the observed waveforms. The identified
structures are parts of the limbic system that are known to
be involved in memory and attention processes. We con-
clude that (1) the marker component found is to some extent
equivalent to the CPS in language and (2) the CPS seems to
reflect memory and attention processes necessary for the
transition from one phrase to the next, rather than the mere
detection of the explicit acoustic boundary. The identifica-
tion of the possible neural networks for the language CPS
would be an important contribution to further testing this
hypothesis. The degree to which the observed effect de-
pends on musical aptitude of the subject and on structural
traits of the stimulus material remains to be investigated. In
particular, the question of musical expertise could be crucial
for the understanding of the significance of the music CPS
and its relationship to the language CPS. Musicians may be
comparable to the subjects of the language studies in their
implicit knowledge in the respective domain, but they cer-
tainly have a much higher degree of explicit theoretical
knowledge. These issues should be tackled in future studies.
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