
Cerebral Mechanisms of Prosodic Sensory
Integration Using Low-Frequency Bands of

Connected Speech

Isabelle Hesling,1* Bixente Dilharreguy,1 Sylvain Clément,2

Martine Bordessoules,1 and Michèle Allard1
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� �

Abstract: Even if speech perception has been reported to involve both left and right hemispheres,
converging data have posited the existence of a functional asymmetry at the level of secondary auditory
cortices. Using fMRI in 12 right-handed French men listening passively to long connected speech stimuli,
we addressed the question of neuronal networks involved in the integration of low frequency bands of
speech by comparing 1) differences in brain activity in two listening conditions (FN, NF) differing in the
integration of pitch modulations (in FN, low frequencies, obtained by a low-pass filter, are addressed to
the left ear while the whole acoustic message is simultaneously addressed to the right ear, NF being the
reverse position); 2) differences in brain activity induced by high and low degrees of prosodic expression
(expressive vs. flat); and 3) effects of the same connected speech stimulus in the two listening conditions.
Each stimulus induced a specific cerebral network, the flat one weakening activations which were mainly
reduced to the bilateral STG for both listening conditions. In the expressive condition, the specific sensory
integration FN results in an increase of the articulatory loop and new recruitments such as right BA6-44,
left BA39-40, the left posterior insula and the bilateral BA30. This finding may be accounted for by the
existence of temporal windows differing both in length and in acoustic cues decoding, strengthening the
“asymmetric sampling in time” hypothesis posited by Poeppel (Speech Commun 2003; 41:245–255). Such
an improvement of prosodic integration could find applications in the rehabilitation of some speech
disturbances. Hum Brain Mapp 26:157–169, 2005. © 2005 Wiley-Liss, Inc.
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INTRODUCTION

The neural basis of speech perception has been widely
studied over the years and converging studies have reported
a functional anatomic model implicating both left and right
hemispheres [Buchanan et al., 2000; Klein et al., 2001; Meyer
et al., 2000; Schlosser et al., 1998; Seger et al., 2000], specifi-
cally, both posterior superior temporal gyri [Belin et al.,
2000; Binder et al., 2000; Mummery et al., 1999; Scott et al.,
2000]. Results of functional neuroimaging studies provide
evidence that human speech perception might be based on
multiple, hierarchical, and bilateral processing pathways,
and that different kinds of representations could be prefer-
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entially treated in different “streams.” In fact, decoding a
stream of sound into a meaningful utterance appears to
require many hierarchical stages such as (1) extracting
speech-relevant information from the stream of sound, (2)
mapping this onto stored representations, and (3) combining
these representations to derive the overall meaning. These
hierarchical stages not only involve the primary and second-
ary auditory areas, but also a wider neuronal network that
encompasses inferior parietal areas and prefrontal areas
[Scott and Johnsrude, 2003]. Hence, a bilateral dorsal-ventral
model of speech processing, with a preferential leftwards
involvement, has emerged from many convergent studies
[Binder et al., 1996; Binder and Frost, 1998; Hickok and
Poeppel, 2004; Rauschecker and Tian, 2000]. This model has
posited: (i) a dorsal pathway, i.e., the “where stream,” where
an acoustic-phonetic-articulatory transformation linking au-
ditory representations to motor representations is reported
to occur in superior temporal/parietal areas and ultimately
in frontal areas [Buchsbaum et al., 2001]; and (ii) a ventral
pathway, i.e., the “what stream,” where speech-derived rep-
resentations interface with lexical semantic representation,
reported to involve the superior, middle, and inferior tem-
poral gyri [Binder et al., 2000; Hickock and Poeppel, 2000;
Scott et al., 2000].

Nonetheless, even if the superior temporal system special-
ized for speech sound recognition is but an early stage in a
processing stream that ultimately projects to all components
of this distributed system [Binder et al., 2000; Grabowski
and Damasio, 2000], its functional role still remains a matter
of debate. An increasing body of data suggests that the right
temporal lobe, and more specifically, the right superior tem-
poral gyrus (STG) and the superior temporal sulcus, plays a
critical role in the analysis of speech signals, notwithstand-
ing “left-hemisphere imperialism” [Buchman et al., 1986;
Binder et al., 2000; Burton et al., 2000; Hickok and Poeppel,
2000; Norris et al., 2000]. A key question is whether these
right and left posterior superior temporal areas execute the
same processes in the analysis of speech signals or whether
they compute different aspects of the acoustic speech signal.
Some converging studies have posited that while both pri-
mary auditory cortices are stimulated in the same way by
the stream of sound, thus leading to no specific functional
asymmetry at the level of core auditory cortices, there does
exist a functional asymmetry at the level of secondary audi-
tory cortices [Poeppel, 2003]. For example, many neuroim-
aging studies have revealed a left preferential involvement
of the STG in phonetic and phonological processing [Scott et
al., 2000], whereas the right STG has been reported to be
preferentially involved in melody and more particularly in
speech melodic processing [Griffiths et al., 1998; Warren et
al., 2002]. These findings, resting on a speech vs. music
opposition, have been discussed in terms of sound param-
eters: durational sound parameters in the “asymmetric sam-
pling in time” (AST) hypothesis posited by Poeppel [2003],
or spectral sound parameters in the view of Zatorre and
colleagues [Belin et al., 1998; Zatorre et al., 1992, 1994].
Nonetheless, temporal and spectral acoustic sound parame-

ters appear to be more complementary than divergent phe-
nomena. In fact, all these studies have attempted to account
for data on segregation and lateralization and a general
consensus regarding the involvement of superior temporal
areas in speech perception has emerged: left superior tem-
poral areas have been associated with rapid durational pro-
cesses such as the analysis of formant transitions, while slow
durational processes, or fine spectral processes such as the
analysis of intonation contour (i.e., F0 variations, or pitch
modulations) have been associated with right superior tem-
poral mechanisms [Belin et al., 2000; Cancelliere and
Kertesz, 1990; Kreiman and Van Lancker, 1988; Mummery et
al., 1999; Pell and Baum, 1997; Scott et al., 2000; Sidtis and
Feldmann, 1990; Sidtis and Volpe, 1988; Sidtis, 1980, 1984;
Van Lancker and Sidtis, 1992; Zatorre et al., 1992, 1994, 2002;
Zatorre and Belin, 2001; Zatorre, 1988]. Taken together, these
results suggest that in normal right-handed subjects, the
perception of a stream of speech sounds induces a double
analysis based on temporally, or spectrally, delimited win-
dows in which the low-frequency bands of speech (i.e., F0

variations which carry pitch information) are preferentially
processed by the right STG, whereas simultaneously, the left
STG processes the entire spectrum of speech frequencies in
which rapid durational acoustic cues are extracted.

It can thus be hypothesized that preferentially delivering
F0 modulations to the right hemisphere (i.e., presenting it
with a much less complex acoustic message since only fre-
quency bands ranging from 0–350 Hz are retained) should
induce a better integration of the prosodic factors which are
mainly carried by F0 modulations. Moreover, since speech
exists over time, one means of testing this hypothesis is to
use long connected speech stimuli which appear to favor a
better integration of pitch modulations, since they present
much more F0 modulations than isolated words or sentences
do. That is why we addressed the question of the anatomical
substratum involved in the specific integration of low-fre-
quency bands of speech when hearing (1) long connected
speech, and (2) high degrees of prosodic information.

In the present study, we used functional magnetic reso-
nance imaging (fMRI) and two 30-s-long connected speech
stimuli differing in degrees of prosodic information (high
and low degrees) to assess the neuronal networks specifi-
cally involved in prosodic integration when slow acoustic
cues, i.e., F0 modulations are preferentially addressed to the
right hemisphere (RH). Results were analyzed in order to (1)
identify the activated neuronal network of the unimpaired
human brain when pitch modulations of a recorded contin-
uous speech production with high degrees of prosodic in-
formation (mainly carried by slow F0 variations) are specif-
ically addressed to the right hemisphere (using a low-pass
filter keeping frequencies ranging from 0–350 Hz), while the
whole acoustic message is simultaneously addressed to the
left hemisphere, (FN listening condition); (2) compare this
cerebral network with the network obtained in the reverse
position (NF listening condition); and (3) assess the effect of
prosody by comparing each of the cerebral networks elicited
by the two listening conditions in an expressive speech
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production (prosodic speech) with those elicited by a flat
one (aprosodic speech) which can be considered as a base-
line, thereby making it possible to isolate the prosodic factor
proper.

SUBJECTS AND METHODS

Subjects

Twelve right-handed, French men (ages 24–38 years,
mean 28) participated in the study after giving informed
written consent in accordance with the guidelines approved
by the Ethics Committee of the Bordeaux Medical Univer-
sity. Subjects had no hearing or neurological disorders and
normal structural MRI scans. They had no prior experience
of the task and were not familiar with the stimulus material.

Stimuli

Two different 30-s-long connected speech stimuli were
chosen, both in French: a very expressive recording and a
flat one (the flat speech presentation was purposely different
in content from the expressive one in order to prevent sub-
jects from retrieving any prosodic features from the former
expressive speech stimulus).

The expressive speech stimulus used a recording of a
passage from Edmond Rostand’s drama Cyrano de Bergerac.
The flat speech stimulus used a recording of a passage from
an economic newspaper.

The recording was performed by a trained male speaker
in a soundproof room (IAC) at a 16 bits/41.1 kHz sampling
rate. To achieve an acoustic signal exclusively reduced to its
prosodic information, the original connected speech was
low-pass-filtered using a 10-pole Butterworth filter (using
MatLab DSP Toolbox) providing a 60dB/oct attenuation,
with a 300 Hz cut-off frequency. From a linguistic point of
view the signal derived from this filtering procedure com-
prised an F0 contour and amplitude envelope, which repre-
sents speech melody (distribution and type of pitch accents
and boundary markers of prosodic domains). However,
acoustic cues interact with one another in such a way that
isolating a single acoustic cue in connected speech remains
impossible, which entails that our two connected speech
presentations also differed in rhythm, speech rate, and
stress, and so did their respective acoustic correlates (dura-
tion and intensity). Nonetheless, it is generally agreed that
F0 modulations are the main acoustic correlate of prosody.

Thus, the two low-pass-filtered connected speech stimuli
present different F0 modulations depending on their pro-
sodic content: the more expressive the speech stimulus, the
more important F0 modulations. Hence, the expressive fil-
tered speech stimulus presents pitch modulations ranging
from 75–300 Hz (Fig. 1A), whereas the flat filtered speech
stimulus presents pitch modulations ranging from 70–150
Hz (Fig. 1B).

So as not to alter the connected speech stimuli, i.e., to
preserve the authenticity of the speech stimuli, the low-pass-
filtered stimuli were not amplitude-adjusted. In the present

experiment, as the low-pass-filtered speech stimuli were
never presented alone but always combined with the unfil-
tered speech. This made a comparison between the listening
conditions possible since the differences in loudness were
the same when using whether the unfiltered speech stimuli
or the unfiltered ones.

Listening Conditions

The original and the filtered connected speech produc-
tions were presented as follows in four listening conditions
for either connected speech stimuli (expressive and flat):

NN: normal speech stimuli (unfiltered speech) presented
to both ears;

FF: same low pass-filtered speech stimuli presented to
both ears;

FN: filtered speech stimuli presented to the left ear and
simultaneously unfiltered speech stimuli presented to the
right ear;

NF: unfiltered speech stimuli presented to the left ear and
simultaneously filtered speech stimuli presented to the right
ear.

Figure 1.
Pitch modulations of the first 3 s extracted with WaveSurfer
Software [Sjölander and Beskow, 2000]. The upper image (A)
illustrates the pitch contour of the expressive speech presenta-
tion. The lower image (B) illustrates the pitch contour of the
toneless speech presentation.
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While the low-pass filtered speech stimulus (FF) is hardly
comprehensible by itself, since it can be described as sound-
ing like speech listened to from behind a door, when com-
bined with the unfiltered speech, i.e., the FN and NF listen-
ing conditions, the low-pass-filtered speech stimulus F is
masked by the unfiltered speech stimulus N. In fact, FN and
NF speech stimuli can be described as sounding like mon-
aural speech. So as to assess the level of intelligibility of the
speech after low-pass filtering, tests of performances of in-
telligibility were achieved through the shadowing proce-
dure, which consists of repeating the exact speech a couple
of seconds after having just heard it. These tests were per-
formed after the scanning session so as to prevent subjects
from memorizing the stimuli.

In order to avoid any confusion of issues, the present
study will restrict the analysis to the FN and NF presenta-
tions. However, the experimental paradigm and acquisition
data are described as they were performed, i.e., taking into
account the four listening conditions.

Procedure

Participants were presented with sixteen 30-s-long stimuli
and were asked to listen to the stimuli while remaining
motionless and keeping their eyes closed. For each speech
presentation, each listening condition was repeated twice as
follows: FF - FN - NF - NN - FN - FF - NF - NN. Half of the
participants were first presented with the expressive speech
stimulus, whereas the other half first received the flat one.
The speech stimuli were presented binaurally through head-
phones specifically designed for use in the scanner at 80 db.
To allow for an epoch-related data analysis, all successive
presentations of each listening condition lasting 30 s (10
dynamic scans per slice) were separated by an intertrial
interval of rest lasting 18 s (six dynamic scans per slice).
Then the hemodynamic response was allowed to return to
baseline level. Each speech stimulus was thus composed of
nine intertrial intervals of rest and eight activation phases
(i.e., 134 dynamic scans each), the total length of the proce-
dure being 402 s.

Data Acquisition

MRI data were collected at 1.5 T using a Gyroscan ACS
NT Power track 6000 (Philips Medical System, Best, Neth-
erlands) equipped with echo planar imaging capabilities.
Each subject underwent a high-resolution T1-weighted ana-
tomic scan including 30 slices parallel to AC-PC (anterior
commissure/posterior commissure) covering the whole cor-
tex (no gap, thickness 4 mm). Acquisition parameters:
TR/TE � 274/25 ms; matrix � 256 � 256; field of view
(FOV) � 260 mm. The fMRI data were processed using
T2*-weighted gradient echo, echo-planar sequence. Thirty
slices (parallel to AC-PC, no gap, thickness 4 mm) were
acquired during each TR. Acquisition parameters: TR/TE
� 3,000/60ms, flip angle � 90°; matrix � 64 � 64; FOV
� 260 mm; 134 images per slice were acquired per session.

Data Analysis

All data were transferred to a workstation and analyzed
using Statistical Parametric Mapping software (Wellcome
Department of Cognitive Neurology, London UK, SPM 99)
for image realignment and for creation of statistical maps of
significant relative regional BOLD (blood oxygenation level-
dependent) response changes [Friston et al., 1995].

Individual analysis

For both connected speech stimuli, session scans were
realigned and statistical maps of BOLD response changes
were created using a boxcar model convoluted by hemody-
namic response for each listening condition allowing for the
construction of two main contrasts, FN/ISI, NF/ISI (ISI
standing for the interstimulus interval, i.e., the resting pe-
riod).

Voxels were identified as significant only when passing a
height threshold of T � 3 (P � 0.001, uncorrected for mul-
tiple comparison) and a minimum three voxels was selected
per ROI (region of interest) for cluster analysis (192 mm3).
For each subject, statistical maps of functional activation
were overlaid on each subject’s anatomical image so as to
identify the anatomical location of significant areas of func-
tional activation. Thus, using anatomical criteria and Brod-
mann’s classification, 10 different ROIs assigned by two
experts (M.A. and I.H.) were revealed across the 12 subjects.
These ROIs refer to BA 6, BA 44, posterior insula, BA 39-40,
BA 41-42, BA 22 post, BA 22 ant, BA 21 post, BA 21 ant, and
BA 38.

In the second place, ROI analysis based on repeated-
measures ANOVA, considering four factors (listening con-
ditions, prosody, hemisphere, and ROIs), was performed.
For each stimulus the volume of activation of each subject
within an ROI (number of activated voxels) was used as the
variable of the ANOVA, with a significance level of P � 0.05.
This strategy was adopted since (1) no assumptions were
made about the location of activated areas, as the present
study is an exploratory one; (2) each ROI was activated in
each subject; and (3) each subject was compared with him-
self. In the present experiment, such an analysis allows for
limiting (i) the interindividual variability of the BOLD re-
sponse since the vascular architecture remains unchanged,
and (ii) the interareas variability for the same subject, even if
it is less accurate for the interhemispheric variability.

The purpose of the individual analysis was (1) to aid
anatomical localization of significant activations from the
group analysis, and (2) to compare the individual activation
patterns among subjects with those obtained in the group
analysis.

Group analysis

The AC and PC points were identified and functional
datasets from each subject were smoothed (Gaussian kernel
of 10 mm) and normalized into a standard stereotaxic space
[Talairach and Tournoux, 1988], using both the intercommis-
sural line as the reference plane for the transformation and a
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representative brain from the Montreal Neurological Insti-
tute (MNI) series as template. Areas were thereafter defined
both in terms of standard stereotaxic coordinates in the x, y,
and z axes (converted from MNI to Talairach coordinates)
and in Brodmann’s areas. So as to determine areas specifi-
cally activated in all subjects, data were analyzed using a
Random Effects Model for group analysis. For each listening
condition, two main contrasts, FN/ISI and NF/ISI, were
constructed for each connected speech stimulus with a
height threshold of T � 3 (P � 0.001, uncorrected for mul-
tiple comparison) and a minimum of 20 voxels was selected
per ROI for cluster analysis (1,280 mm3).

To statistically determine differences in the activated neural
network across (1) the listening conditions (FN and NF), and
(2) the prosodic content (expressive and flat), two sample t-
tests were performed (i) between the two listening conditions
for the same connected speech stimulus, i.e., expressive FN/ISI
vs. NF/ISI and flat FN/ISI vs. NF/ISI (P � 0.001), and (ii)
between the two original connected speech stimuli for each
listening condition, i.e., expressive FN/ISI vs. flat FN/ISI and
expressive NF/ISI vs. flat NF/ISI, (P � 0.001), the interstimu-
lus interval (ISI) being the baseline. As no assumptions were
made about the direction of effects in the condition contrasts,
all contrasts were tested and reported for both directions.

In addition to this whole brain analysis, a four-way repeat-
ed-measures ANOVA with factors Listening condition
� Hemisphere � Prosody � ROIs was performed to deter-
mine local task-related differences in activation. For each sub-
ject the ROIs were first functionally defined based on signifi-
cant clusters of activation within the group data, applying
statistical thresholds (Fig. 2). For each hemisphere, each ROI
was delineated with respect to the local maximal Z score.

However, since, contrary to the individual analysis, group
analysis requires normalization and smoothing, thus imped-
ing a precise assignment of the activated brain areas in the
superior temporal gyrus, contrary to the individual analysis,
temporal brain regions were divided into thee major brain
areas (BA 41-42, BA 22-21, and BA 38), leading to six regions
of interest such as BA 6, BA 44, BA 39-40, BA 41-42, BA
22-21, and BA 38.

The group ROI analysis follows the same logic as the
individual ROI analysis.

RESULTS

Behavioral Data

Results from tests of performance of intelligibility
achieved through the shadowing procedure after the scan-
ning session revealed that subjects were able to repeat both
connected speech stimuli, whatever the listening condition
(100% of correct shadowing). All the subjects reported that
both listening conditions sounded like monaural speech.

fMRI Data

Figure 3 presents maps of activation in each listening
condition for each connected speech stimulus and Table I

summarizes this map in terms of loci, activated volumes,
and significance. Table II summarizes results of loci, acti-
vated volumes, and significance of prosodic and filtering
effects.

Table IIIA reveals results of the four-way repeated-mea-
sures ANOVA for group analysis as Table IIIB does for
individual analysis. Figure 4A plots means of interactions of
Listening condition � Prosody � Hemisphere in each area
for group analysis, as Figure 4B does for individual analysis.

Global view

Group analysis revealed that both FN and NF listening
conditions induced a specific pattern of activation which
depends on each connected speech stimulus. Nonetheless,
for both listening conditions prosodic utterances produced
more activity than flat ones as evidenced by Tables I and II
and Figure 3. The main areas, which were more or less
activated depending on the prosodic information and the
listening condition, were the superior temporal gyrus (BA
41-42, BA 22, BA 21, BA 38), the articulatory loop (left BA
6-44) and its right counterpart as well as the left inferior
parietal gyrus (BA 39-40).

In addition, the four-way repeated-measures ANOVA re-
vealed significant main effects of listening condition (F1,11

� 9.289, P � 0.0111), of prosody (F1,11 � 149.358, P � 0.0001)
and of areas (F5,55 � 28.445 P � 0.0001), whereas no main
effect of hemisphere was found, as reported in Table IIIA.
Moreover, follow-up analyses revealed a significant second-
level interaction between Areas � Prosody but no interac-
tion between Listening condition � Prosody. In addition,
significant third-level interactions between Areas � Listen-
ing condition � Hemisphere and Areas � Listening condi-
tion � Prosody were found.

These follow-up analyses results suggest that the influ-
ence of the factors listening condition, hemisphere, and
prosody are closely linked to the factor areas as shown in
Figure 4A, which reveals differences between the STG and
other brain areas such as the articulatory loop and its right
counterpart, as well as the inferior parietal gyrus. Conse-
quently, a new four-way repeated-measures ANOVA with-
out the STG was performed to assess the influence of the
STG. Not only did the results confirm the main significant
effects of listening condition (F1,11 � 31.937, P � 0.0001) and
of prosody (F1,11 � 35.265, P � 0.0001) as well as the non-
significant effect of hemisphere (F1,11 � 0.125, P � 0.7298),
but they also revealed a second-level interaction between
listening Condition � Prosody (F1,11 � 19.656, P � 0.0001).

To sum up, these results show that (1) the differences
between the listening conditions depend on prosodic infor-
mation, and that (2) these differences do not concern the STG
but other areas such as the articulatory loop, its right coun-
terpart, and the left inferior parietal gyrus.

Results from repeated-measures ANOVAs performed on
individual analysis revealed main significant effects of lis-
tening condition, of areas, and of prosody, as shown in Table
IIIB. In addition, Figure 4B revealed the high scores of the
STG, confirming results from group analysis. As for the
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group analysis, a new four-way repeated-measures ANOVA
without the STG not only confirmed the main significant
effects of listening condition (F1,11 � 46.803 P � 0.0001) and
of prosody (F1,11 � 12.278, P � 0.0049) as well as the non-
significant effect of hemisphere (F1,11 � 1.045, P � 0.3286),
but also revealed an interaction between Listening condition
� Prosody (F1,11 � 11.469, P � 0.0061).

Effects in each ROI

Each ROI was subjected to ANOVA so as to specifically
compare activation between the listening conditions for
each connected speech stimulus. Conversely, each ROI
was subjected to ANOVA so as to specifically compare
activation between the prosodic stimuli for each listening
condition.

Effects of Listening Condition: FN vs. NF

FN vs. NF in expressive connected speech
presentation

The STG was bilaterally activated in both listening con-
ditions as shown in Table I and Figure 3. No significant
differences in activation were reported for the temporal
cortex (F1,11 � 0.437, P � 0.5221 for the left hemisphere
and F1,11 � 0.248, P � 0.6283 for the right hemisphere).
No interhemispheric differences were observed (F1,11

� 0.369, P � 0.5556 for FN and F1,11 � 0.259, P � 0.6206
for NF).

Figure 2.
Functional ROIs on normalized and smoothed Subject #4 (right
and left BA 6, BA 44, BA 39-40, and BA 41-42, 22, 21, 38 (STG)).

Figure 3.
Patterns of activation elicited by the two following listening con-
ditions: filtered speech stimulus to the left ear and normal speech
stimulus to the right ear (FN), normal speech stimulus to the left
ear and filtered speech stimulus to the right ear (NF), in a prosodic
connected speech presentation and a flat one. A: Expressive
speech presentation: filtered speech stimulus to the left ear and
normal speech stimulus to the right ear (FN), Z ranging from

5.80–13.72. B: Expressive speech presentation in normal speech
stimulus to the left ear and filtered speech stimulus to the right ear
(NF), Z ranging from 3.66–15.68. C: Flat speech presentation:
filtered speech stimulus to the left ear and normal speech stimulus
to the right ear (FN), Z ranging from 6.40–12.30. D: Flat speech
presentation: normal speech stimulus to the left ear and filtered
speech stimulus to the right ear (NF), Z ranging from 3.89–13.28.
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The articulatory loop was activated in both listening con-
ditions but NF significantly decreased activations (F1,11

� 5.701, P � 0.0360 for left BA 6 and F1,11 � 18.406, P
� 0.0013 for left BA 44). Moreover, NF suppressed the right
prefrontal activation as well as the left inferior parietal acti-
vations as reported in Figure 3 and elicited new right cere-
bellar activations as shown in Table I.

In addition, analyses of expressive FN � NF presentations
revealed a left involvement of the inferior parietal gyrus (BA
39-40) (F1,11 � 8.074, P � 0.0160), and of the posterior insula,
as well as a bilateral involvement of the posterior cingulate
gyrus. The reverse contrast revealed a slight right cerebellar
involvement (Table II).

FN vs. NF in flat connected speech presentation

The temporal cortex was bilaterally activated in both listening
conditions, without any significant differences between the two

listening conditions (F1,11 � 0.117, P � 0.7384 for the left hemi-
sphere and F1,11 � 1.731, P � 0.2150 for the right hemisphere). No
interhemispheric differences were observed (F1,11 � 0.130, P
� 0.7255 for FN and F1,11 � 0.886, P � 0.3667 for NF).

FN elicited new activations in the left lateral prefrontal
cortex and analyses of flat FN � NF presentations revealed
a left involvement of the occipital cortex (BA 19), whereas
the reverse contrast did not reveal any significant activated
areas (Table II).

Effects of Prosodic Information: Expressive vs. Flat

Expressive vs. flat in FN

The STG was bilaterally activated (Table I, Figure 3), even
if the flat condition significantly reduced activations (F1,11

� 21.234, P � 0.0008 for the left hemisphere, and F1,11

� 13.483, P � 0.0037 for the right hemisphere).

TABLE I. Expressive and flat speech presentations in FN and NF1

Location-
BA

Left hemisphere Right hemisphere

K Z score

Talairach coordinates

K Z score

Talairach coordinates

x y z x y z

Expressive FN presentation
LPG/6 135 4.78 �50 �10 42 110 5.80 44 �7 45
IFG/44 300 7.58 �44 17 9 113 7.85 44 17 9
IPG/39–40 — — — — — 1088* 14.88 56 �44 16
STG/22 1182* 15.78 �41 �34 7 1088* 13.72 56 �30 �2
STG/21 1182* 8.68 �56 �37 �6 — — — — —
ITG/38 1182* 12.81 �47 �7 �16 1088* 3.81 50 �7 �9
SPG/7 156* 5, 19 �27 �54 34 — — — — —
IPG/39–40 156* 4, 56 �25 �75 21 — — — — —
Flat FN presentation
LPG/6 — — — — — 65 9.74 25 �17 42
HG/41–42 650* 10, 54 �41 �34 7 666* 15, 95 56 �40 4
STG/22 650* 10.97 �47 �24 �1 666* 12.30 50 �24 �8
ITG/38 — — — — — 666* 6.40 54 �10 �7
Expressive NF presentation
LPG/6 65 6.49 �44 �7 42 — — — — —
IFG/44 22 4.71 �54 24 10
STG/22 — — — — — 1135* 20.77 47 24 17
STG/21 1113* 15.68 �59 �34 �8 — — — — —
ITG/38 1113* 13.10 �56 �10 �6 1135* 12.47 47 �3 �9
Cerebellum — — — — — 86 6.53 17 �81 �29
Flat NF presentation
HG/41–42 1128* 14.02 �40 �34 7 783* 21.40 50 �27 5
STG/22 — — — — — 783* 12.07 54 �27 �5
ITG/38 1128* 13.28 �47 �7 �7 — — — — —

1This table and Table II list results of loci, activated volumes, and significance of each listening condition, K standing for the number of
voxels. Localization is based on stereotaxic coordinates [Talairach and Tournoux, 1988] after the conversion of MNI coordinates to Talairach.
These coordinates refer to the location of maximal activation indicated by the Z score in a particular anatomical structure which is also
indicated in Brodmann’s areas (BA). Distances are relative to the intercommissural (AC-PC) line in the horizontal (x), anterior-posterior (y),
and vertical (z) directions. The table only lists activation clusters exceeding a minimal size of 20 voxels. LPG, lateral prefrontal gyrus; IFG,
inferior frontal gyrus; OFG, orbito-frontal gyrus; HG, Herschel’s gyrus; STG, superior temporal gyrus; ITG, inferior temporal gyrus; SPG,
superior parietal gyrus; IPG, inferior parietal gyrus; FG, fusiform gyrus; OG, occipital gyrus; pINS, posterior insula; pCG, posterior
cingulate gyrus.
FN refers to filtered speech stimulus to the left ear and normal speech stimulus to the right ear. NF refers to normal speech stimulus to the
left ear and filtered speech stimulus to the right ear.
*Since group analysis requires smoothing and normalization, K calculation may represent overlapping volumes corresponding to
neighboring maximal activation, i.e., different brain areas. As it is thus impossible to determine the specific activated volume in each brain
area, K was repeated.
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Moreover, the articulatory loop was more activated in
expressive FN than in flat FN, as evidenced by both analyses
of effects of expressive FN � flat FN presentations and
ANOVAs (F1,11 � 7.247, P � 0.0021 for BA 6 and F1,11

� 26.007, P � 0.0003 for BA 44). In the same way, expressive
FN � flat FN induced an involvement of the right prefrontal
cortex (F1,11 � 5.406 P � 0.0202 for BA 6 and F1,11 � 13.117,
P � 0.0040 for BA 44), the inferior parietal gyrus bilaterally
(BA 39-40), (F1,11 � 5.382, P � 0.0046 for the left hemisphere,
and F1,11 � 9.449, P � 0.0016 for the right hemisphere), and
the left fusiform gyrus (BA 37). In addition, concerning the
STG, bilateral BA 22 was found to be more involved in
expressive FN than in flat FN (F1,11 � 7.370, P � 0.0120 for
the left hemisphere and F1,11 � 8.345, P � 0.0014 for the right
hemisphere). The reverse contrast did not reveal any signif-
icant activated areas (Table II).

Expressive vs. flat in NF

The STG was bilaterally activated (Table I, Figure 4), even
if the flat condition significantly reduced activations (F1,11

� 18.241, P � 0.0013 for the left hemisphere, and F1,11

� 8.411, P � 0.0144 for the right hemisphere).
The expressive NF presentation induced significant acti-

vations in the left lateral prefrontal gyrus (F1,11 � 13.895, P
� 0.0033).

Moreover, analyses of effects of expressive NF � flat NF
presentations revealed a bilateral involvement of the orbito
frontal gyrus (BA 10) and of the occipital cortex (BA 19)
(Table II). The reverse contrast revealed a left involvement of
the posterior insula and of the thalamus as well as a right
cerebellar activation (Table II).

DISCUSSION

The most important result reported here is that the two
listening conditions (FN and its counterpart NF) were found
to recruit two different neural networks in the expressive
condition, a finding which can be attributed to the prosodic
factor proper, since the flat condition did not induce any
significant differences between these two listening condi-
tions. While both listening conditions induced bilateral ac-
tivations of the STG without any significant differences
whatever, the degree of prosodic content (expressive vs.
flat), in the case of high degrees of prosodic content (expres-
sive speech), the specific listening condition which consists
in addressing the low-pass-filtered speech to the left ear
(FN) resulted in an increase of the articulatory loop and a
new recruitment of other areas such as the right prefrontal
cortex (BA 6-44), the left inferior parietal gyrus (BA 39-40),
the left posterior insula, as well as the posterior cingulate
gyrus bilaterally. These results show that even if speech

TABLE II. Prosodic and filtering effects1

Location-
BA

Left hemisphere Right hemisphere

K Z score

Talairach coordinates

K Z score

Talairach coordinates

x y z x y z

Expressive FN � flat FN presentations
IPG/39–40 80 4.46 �34 �48 35 — — — — —
STG/22

post
113 3.91 �50 �37 1 77 5.07 50 �58 6

ITG/38 — — — — — 57 4.21 44 �10 �22
FG/37 44 3.51 �38 �64 9 — — — — —
Flat FN � expressive FN presentations

— — — — — — — — — — —
Expressive NF � flat NF presentations
OFG/10 25 4.35 �38 51 15 34 3.22 25 55 18
OG/19 99 3.67 �1 �75 24 62 4.19 54 �58 3
Flat NF � expressive NF presentations
pIns 247 3.93 �34 �17 5 — — — — —
Thalamus — — — — — 81 3.70 19 �30 �2
Cerebellum — — — — — 102 4.11 10 �64 �28
Expressive FN � expressive NF presentations
IPG/39–40 152 6.11 �29 �44 50 — — — — —
pIns 165 6.04 �38 �14 9 — — — — —
pCG/30 126 6.33 �25 �71 21 62 4.73 41 �10 12
Expressive NF � expressive FN presentations
Cerebellum — — — — — 33 3.89 13 �89 �33
Flat FN � flat NF presentations
OG - 19 79 3.49 �4 �92 20 — — — — —
Flat NF � flat FN presentations

— — — — — — — — — — —

1FN refers to filtered speech stimulus to the left ear and normal speech stimulus to the right ear by comparison with interstimulus interval
(FN/ISI).
NF refers to normal speech stimulus to the left ear and filtered speech stimulus to the right ear by comparison with interstimulus interval
(NF/ISI).
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perception involves a very widespread, bilateral, and paral-
lel working network in which many different brain areas are
closely intertwined, the functional cerebral network largely
depends on sensory integration, which is different for each
listening condition.

Whatever the listening conditions and the nature of re-
corded speech (prosodic or flat), auditory areas subserving
speech comprehension were found to be bilaterally acti-
vated, which is in accordance with neuroimaging studies on
the processing of spoken words [Binder et al., 2000; Mazoyer
et al., 1993] and sentences [Dehaene et al., 1997; Kuperberg
et al., 2000; Meyer et al., 2002]. Moreover, neither the order
of presentation of connected speech stimuli (i.e., whether the
expressive speech stimulus was presented in first or second
place), nor the orders of presentation of listening conditions
induced any significant differences in the recruited neuronal
patterns. However, in the present experiment group analysis
as well as individual analysis revealed that the expressive
FN and NF conditions did not induce a left STG dominance,
contrary to the findings of previous studies focusing on
general syntactic operations at sentence level [Friederici et
al., 2000; Humphries et al., 2001; Meyer et al., 2000; Scott et
al., 2000]. Methodological differences such as the duration of
the stimuli and the nature of the task may account for this
discrepancy in results. In addition, in the case of flat presen-
tation, bilateral activations in the STG were still observed,

but they were weaker than those induced by expressive
speech (Fig. 3). A pilot study conducted before the fMRI
experiment revealed that when expressive speech was pre-
sented in a flat tone (even if presented before expressive
speech), subjects reported that by subvocalizing they could
not help retrieving the specific prosodic aspects of the well-
known declamation used. That is why, to make sure that
prosodic vs. aprosodic discrimination would be effective,
two speech stimuli differing in their semantic content were
proposed.

However, the major point here is to account for these
different neuronal networks since the length of the stimuli
(30 s) should have allowed for information transfer via the
corpus callosum. In fact, the present experiment seeking to
preferentially solicit each hemisphere simultaneously in or-
der to favor a better integration of the prosodic factor hy-
pothesized that the manipulation which consists in address-
ing an acoustic subset of a connected speech stimulus to one
ear while the whole message is addressed to the other ear
would be a means of preferentially involving contralateral
connections. In a competitive situation, numerous studies
have shown that under dichotic listening (DL) conditions,
lexical material such as words is detected more easily in the
right ear in subjects with a language dominant hemisphere
[for review, see Hugdahl, 1995]. This degree of ear advan-
tage for a task with hemispheric specialization has been

TABLE III. Repeated-measures analysis of variance

Condition F P

Group analysis
Listening condition F1,11 � 9.289 �0.0011
Hemisphere F1,11 � 0.975 0.3446
Prosody F1,11 � 149.358 �0.0001
Listening condition � Hemisphere F1,11 � 0.001 0.9723
Listening condition � Prosody F1,11 � 3.273 0.0978
Hemisphere � Prosody F1,11 � 0.247 0.6712
Listening condition � Hemisphere � Prosody F1,11 � 0.014 0.9047
Areas F5,55 � 28.445 �0.0001
Areas � Listening condition F5,55 � 1.580 0.1811
Areas � Hemisphere F5,55 � 0.967 0.4461
Areas � Prosody F5,55 � 5.872 �0.0002
Areas � Listening condition � Hemisphere F5,55 � 4.504 0.0016
Areas � Listening condition � Prosody F5,55 � 2.727 0.0285
Areas � Hemisphere � Prosody F5,55 � 0.588 0.7090
Areas � Listening condition � Hemisphere � Prosody F5,55 � 1.487 0.2091

Individual analysis
Listening condition F1,11 � 64.470 �0.0001
Hemisphere F1,11 � 1.446 0.2545
Prosody F1,11 � 17.096 �0.0017
Listening condition � Hemisphere F1,11 � 0.293 0.5988
Listening condition � Prosody F1,11 � 2.298 0.1577
Hemisphere � Prosody F1,11 � 0.984 0.3425
Listening condition � Hemisphere � Prosody F1,11 � 0.035 0.035

Areas F9,99 � 23.760 �0.0001
Areas � Listening condition F9,99 � 3.710 0.0005
Areas � Hemisphere F9,99 � 0.807 0.6104
Areas � Prosody F9,99 � 4.602 �0.0001
Areas � Listening condition � Hemisphere F9,99 � 0.313 0.9692
Areas � Listening condition � Prosody F9,99 � 0.404 0.9305
Areas � Hemisphere � Prosody F9,99 � 0.229 0.9896
Areas � Listening condition � Hemisphere � Prosody F9,99 � 0.199 0.9938

� Neural Pattern Induced by Filtered Speech �

� 165 �



reported as a function of acoustic competition over very
short durations (20–40 ms). In the present experiment, al-
though the term DL may appear a misuse of language given
the duration of the stimuli (30 s), it is assumed that there
does exist a competitive situation which is based on spectral
and/or durational temporal windows, allowing for a pref-
erential involvement of the right STG when low-frequency
bands of speech are presented to the left ear while the whole
spectrum is presented to the left STG via the right ear. In
other words, whatever its length, the stream of sounds must
be divided into temporal windows whose length must differ
according to each hemisphere, which is in line with the
“asymmetric sampling in time” (AST) hypothesis [Poeppel,
2003] and with results from Belin et al. [1998], who reported
that auditory processing of rapid acoustic transitions was
left lateralized in the human brain. In fact, the AST hypoth-
esis, which posits that this temporal asymmetry seems to be
generated by small differences in neuronal integration con-
stants, is based on both psychological and electrophysiolog-
ical evidence which suggested that the perceptual informa-
tion is analyzed in temporally delimited windows,
underlying the discontinuous processing in the time domain
[Hirsh and Watson, 1996; Näätänen, 1992; Pöppel, 1997;

Theunissen and Miller, 1995; Viemeister and Plack, 1993;
Warren, 1999]. In particular, Poeppel et al. [2004] reported
that rapid frequency modulation (FM) sweeps processing
(40 ms) were left-lateralized, whereas slow FM sweeps pro-
cessing (300 ms) were right-lateralized. Taken together,
these observations as well as the different neuronal net-
works induced by each listening condition in the present
experiment strongly suggest that the specific FN listening
condition does allow for a better integration of the prosodic
factor than its reverse position. Contrary to the “double
filtering by frequency” (DFF) model [Ivry and Robertson,
1998], which posits that higher vs. lower frequency of a
stimulus are relative to the attentional defined spectral
point, the present hypothesis rather assumes that the pref-
erential right STG involvement in low frequencies processes
is simply a part of the architecture of the speech-processing
system, independent of the attentional system.

There is ample evidence that speech perception requires
such a highly distributed network that many brain regions
beyond the traditional language areas of Wernicke and
Broca are involved, especially the right prefrontal cortex (BA
6-44). The prefrontal activations revealed by our results vary
according to the listening conditions. Both the expressive FN
and NF conditions yielded a left prefrontal activation (BA
6-44) (although NF significantly reduced these activations
compared to FN), which is in accordance with previous
work suggesting a functional connection between the audi-
tory cortex and the prefrontal associative cortex involved
both in the retrieval and rehearsal of auditory information
and in auditory working memory [Buchanan et al., 2000;
Demonet et al., 1992; Zatorre et al., 1992, 1996]. Broca’s area
(left BA 44) has also been reported to be activated during
speech perception [Baddeley et al., 1992; Caplan et al., 2000;
Mazoyer et al., 1993; Paulesu et al., 1993; Poldrack et al.,
1999]. More specifically, this left frontal operculum activa-
tion, as suggested by its suppression in flat speech presen-
tation, may reflect rhythm processes, as revealed by many
studies underlining the involvement of Broca’s area (as well
as of its right counterpart) in temporal analyses [Fiez et al.,
1995; Platel et al., 1997; Schubotz et al., 2000; Tallal et al.,
1993].

Moreover, the right prefrontal activation (BA 6-44) only
revealed in the expressive FN condition (the flat FN presen-
tation suppressed it) strongly suggests a specific involve-
ment of this right prefrontal area in the processing of pro-
sodic information. This was strengthened by results from
both individual and group ANOVAs, which suggest that (1)
the differences between the listening conditions depend on
the prosodic information, and (2) these differences do not
concern the STG but other areas such as the articulatory
loop, its right counterpart, and the left inferior parietal gy-
rus. A right hemispheric dominance for the recognition of
the so-called emotional prosody has been widely assumed
by neuroimaging studies [Breitenstein et al., 1998; George et
al., 1996; Imaizumi et al., 1997; Ross et al., 1997]. More
specifically, rhythm analysis tasks have revealed either a
bilateral prefrontal activation—BA 6-44 [Schubotz et al.,

Figure 4.
Plots of means of ROI � Listening condition � Hemisphere
� Prosody (A: group analysis and B: individual analysis, the
STG—BA 41-42, BA 22, BA 21, BA 38—being pooled).
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2000]—or a right-lateralized one [Riecker et al., 2000;
Zatorre et al., 1992, 1994]. All these results were obtained by
asking subjects to determine differences between stimuli
presented in binaural listening conditions, whereas the right
prefrontal activation revealed in the present study was in-
duced by a particular listening strategy in which subjects
were not asked to perform any tasks. Indeed, this specific
right prefrontal activation could be attributed to a direct
delivery of acoustic information restricted to F0 modula-
tions, i.e., prosody.

When compared to NF (Table II), FN was found to recruit
left cortical areas specifically such as the angular gyrus (BA
39) and the supramarginal gyrus (BA 40), as well as the left
posterior insula. The left inferior parietal lobule has been
widely described as playing a role in speech comprehension
processing and more particularly as being involved both (1)
in the processing of auditory spatial information, the
“where” pathway [Rauschecker et al., 2000; Weeks et al.,
1999; Zatorre et al., 1992], and (2) in the processing of pas-
sive phonological store [Paulesu et al., 1993; Shallice and
Vellar, 1990; Wildgruber et al., 1999]. A handful of studies
have also reported an involvement of the posterior insula of
both hemispheres in the process of emotional information
[Bush et al., 2000; Davidson et al., 1999; Devinsky et al., 1995;
Maddock, 1997; Raichle et al., 1994; Wildgruber et al., 2001;
Zatorre et al., 1992]. Even if the precise function of the insula
remains unclear, the aforementioned studies as well as other
brain lesion studies seem to lend credence to the idea of an
involvement of the insula in verbal-auditory processing.

GENERAL CONCLUSIONS

The specific sensory integration which consists in present-
ing the low frequencies bands of a 30-s continuous
speech—by keeping frequencies from 0–350 Hz—to the
right hemisphere, whereas the entire acoustic spectrum is
presented simultaneously to the left hemisphere, recruits a
much wider neuronal network in case of prosodic content
than the reverse listening condition does. This finding,
which strongly suggests that information transfer via the
corpus callosum does not occur in spite of the length of the
stimulus may be accounted for by the existence of temporal
windows differing both in length and in acoustic cues de-
coding, thus strengthening the AST hypothesis [Poeppel,
2003]. Moreover, it can be assumed that this specific FN
listening condition allows for a better integration of the
prosodic factor proper by triggering activations in a wider
neuronal network involved in speech perception. Prospec-
tive studies are in progress, hypothesizing that such a pro-
sodic integration improvement, although remaining useless
in the case of the mother tongue in normal subjects, would
appear to be relevant not only in the field of the rehabilita-
tion of clinical aspects of speech disturbances such as apha-
sia or dyslexia, but also in the field of foreign language
learning.
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