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Localization of Early Syntactic Processes in
Frontal and Temporal Cortical Areas:
A Magnetoencephalographic Study
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Abstract: Previous electrophysiological studies had found an early anterior negativity often with a
maximum over the left hemisphere to correlate with the early detection of an error in the syntactic
structure of a sentence. In this paper, the cortical structures involved in such early syntactic parsing
processes were localized using MEG. Subjects were presented with acoustic sentences and asked to judge
their syntactic correctness. The subjects” brain responses to syntactic violations were recorded with a
148-channel whole-head magnetometer. Dipole source localization was performed using a realistically
shaped standard volume conductor model with fMRI constraints. The results show that the early syntactic
parsing processes are supported by temporal regions, possibly the planum polare, as well as by fronto-
lateral regions. As indicated by the resultant dipole strengths, these regions are activated bilaterally with
a dominance in the left hemisphere for four out of the five subjects. The contribution of the left temporal
regions to the early syntactic processes seems to be larger than that of the left fronto-lateral regions. Hum.
Brain Mapping 11:1-11, 2000.  © 2000 Wiley-Liss, Inc.
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INTRODUCTION

Our knowledge about the cortical representation of
language after being studied for more than 100 years
through patients with circumscribed brain lesions
[Broca, 1861; Caplan, 1992; Goodglass, 1993; Wernicke,
1874] has been enlarged quite recently through the use
of brain imaging techniques such as position emission
tomography [e.g., Démonet et al., 1992; Mazoyer et al.,
1993; Petersen et al., 1989; Stromswold et al., 1996;
Wise et al., 1991] and functional magnetic resonance
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imaging [e.g., Bavelier et al., 1997; Binder et al., 1994;
Just et al., 1996]. Imaging studies at the sentence level
using a visual presentation mode have suggested the
inferior frontal cortex, in particular the Broca’s area, to
be active when syntactically complex sentences are
processed [Bavelier et al., 1997; Caplan et al., 1998; Just
et al., 1996; Stromswold et al., 1996]. Left frontal brain
regions were also reported to be active during the
processing of syntactically complex sentences in the
auditory domain when aspects of working memory
were involved, such as in a same/different task [Da-
pretto and Bookheimer, 1999]. Temporal regions were
reported to be involved during syntactic processing in
some visual studies [e.g., Just et al., 1996], and in most
studies presenting their stimuli auditorily [e.g., Fried-
erici et al., in press; Mazoyer et al., 1993; Miiller et al.,
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1997]. The processing of lexical-semantic information,
in contrast, has been correlated with the middle tem-
poral gyrus and with Brodmann’s area 45/47 in the
inferior frontal cortex [Démonet et al., 1992; Price et
al., 1997; Shaywitz et al., 1995].

Although these studies allow a description of the
neural network supporting language processes and
syntactic processes in particular, they do not provide
information necessary to describe the temporal pa-
rameters of the different subprocesses involved dur-
ing language production and language comprehen-
sion. Behavioral and electrophysiological studies,
however, indicate that the identification of the tempo-
ral structure of different subprocesses is crucial for the
understanding of production [e.g., Levelt, 1989;
Turennout et al., 1998] and comprehension processes
[e.g., Frazier, 1987; Friederici et al., 1996]. An adequate
description of the language brain relationship would
thus require the specification of the temporal behavior
of cortical activation during language processing.
Electrophysiological studies suggest at least three tem-
porally and topographically distinct subprocesses un-
derlying language comprehension two of which are
syntax-related and one meaning-related. During a first
phase, the input is parsed into an initial syntactic
structure. A second phase deals with lexical-semantic
access and integration processes. A third phase during
which a final interpretation is assigned on the basis of
lexical-semantic and structural information, again in-
volves syntactic aspects including syntactic reanalysis
and repair whenever the final assignment fails [Fried-
erici, 1995]. Different event-related brain potentials
(ERPs) are correlated with the three different subpro-
cesses.

Lexical-semantic integration processes are reflected
in a centro-parietally distributed negativity, called
N400 [e.g., Chwilla et al., 1995; Kutas and Hillyard,
1983]. A recent attempt to localize the N400 using an
MEG approach found cortical structures in the vicinity
of the left auditory cortex to be implicated with the
processing of contextually inappropriate words [He-
lenius et al., 1998].

Syntactic processes, in contrast, are indicated by an
early anterior negativity mostly observed with a left
maximum, called ELAN, and by a late centro-pari-
etally distributed positivity, called P600. These two
components have been interpreted to reflect early
first-pass parsing processes and processes of syntactic
reanalysis and repair respectively [Friederici, 1995;
Friederici et al., 1996]. The functional distinction be-
tween the early syntactic processes reflected by the
ELAN and the late syntactic processes has been shown
recently in a study varying the probability of correct

and syntactically incorrect sentences [Hahne and
Friederici, 1999]. Although the late ERP component
(P600) varied in amplitude as a function of probability,
the early ERP component (ELAN) did not. This find-
ing was taken to suggest that the early syntactic pro-
cesses are highly automatic, whereas the late processes
are more controlled. On the debate of whether the
P600 or the early negativity is more likely to represent
syntactic processes proper no final conclusion has
been achieved [e.g., Coulson et al., 1998; Osterhout
and Hagoort, 1999]. It seems, however, fair to say that
the early negativity reflects early phrase structure
building processes [e.g., Coulson et al., 1998; Friederici
et al., 1996; Miinte et al., 1998].

Up to now, it is not clear which cortical areas sup-
port the processes reflected in the ELAN. Studies from
patients with brain lesions suggest that left anterior
cortical, rather than subcortical, structures are cru-
cially involved in these processes [Friederici et al.,
1998, 1999], as patients with left anterior cortical le-
sions demonstrated a selective absence of the ELAN
whereas patients with left anterior subcortical lesion
do not. However, there are also findings that suggest
an involvement of the temporal cortex in syntactic
processes. In a lesion-behavior study, Dronkers et al.
[1995] reported that patients with temporal lesions
including the anterior part of the superior temporal
gyrus displayed a syntactic comprehension deficit. In
a recent functional magnetic resonance imaging fMRI
study from our own laboratory, the mid-portion of the
superior temporal gyrus was found to increase in
activation as a function of syntactic correctness [Meyer
et al., in press]. Other fMRI studies reported increased
activation either in Wernicke’s area in addition to
Broca’s area as a function of syntactic complexity [Just
et al., 1996], or in the mid-portion of the superior
temporal gyrus in addition to the frontal operculum
when processing sentences that only contained syn-
tactic information (i.e., function words and inflectional
morphology were presented, but content words were
replaced by pseudo words) [Friederici et al., in press].
These findings indicate that both left frontal and tem-
poral cortical areas support syntactic processing.

However, the reported imaging studies may reflect
an additive effect of the early and the late syntactic
processes due to low temporal resolution. Therefore,
they do not allow specifying whether both frontal and
temporal cortices are involved in early syntactic pro-
cesses, or by either of these regions alone. Two recent
MEG studies trying to define the generators underly-
ing the ELAN component suggest that this compo-
nent, although frontal in its distribution, involves tem-
poral and frontal structures. Gross et al. [1998], using
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a twin MEG system with 37 channels, reported acti-
vation in left temporal and left frontal areas. However,
due to limited coverage over the frontal regions, lo-
calization of the frontal generator was blurred. Knoe-
sche et al. [1999] using a whole head 148 channel MEG
system applied the so-called Brain Surface Current
Density (BSCD) method which allowed a localization
of activity within eight defined regions of interest (i.e.,
left frontal, left parietal, left anterior temporal, left
posterior temporal, and their right hemisphere homo-
logue areas). Data revealed a significant difference
between correct and syntactically incorrect sentences
during an early time window 125-175 ms in frontal
and in anterior and posterio-temporal areas in the left
and the right hemisphere.

The aim of the present study is to localize the early
syntactic processes reflected in the early anterior neg-
ativity more precisely using a dipole modeling ap-
proach. Magnetoencephalography (MEG) and dipole
localization techniques were utilized to reveal the loci
and strengths of the ELAN generator, and thereby of
early syntactic processes such as the detection of a
phrase structure error. Critically, in this study, the
number of items was very high (360) to increase the
signal-to-noise ratio (SNR) to a level (>5.5) that al-
lowed a good quality of dipole modeling. The dipole
source localization was performed with fMRI con-
straints using a realistically shaped standard volume
conductor model.

MATERIALS AND METHODS
Subjects

Six healthy German-speaking adults (three males)
volunteered as participants. Data from one of them
were disregarded from further analysis because of the
low signal-to-noise ratio. The remaining five subjects
(three males, age 1829 years; mean 23 years) were all
right-handed as measured by the Edinburgh Handed-
ness Inventory [Oldfield, 1971]. All male subjects had
a score of 100, subject #4 (female) of 90, and subject #5
(female) of 100. A score of 100 means totally right-
handed. All of them had no known hearing deficit.

Stimuli

There were two types of critical sentences, correct
sentences, and syntactically incorrect sentences. Cor-
rect sentences consisted of a noun phrase, an auxiliary,
and a past participle (e.g., Der Fisch wurde geangelt/The
fish was caught). Incorrect sentences contained a phrase
structure violation realized as a word category error

(e.g., The fish was in caught). In these sentences, a
preposition appears after the auxiliary requiring a
noun phrase to follow. Instead, a past participle form
followed the auxiliary, a word category error. There
were a total of 65 correct and 65 incorrect sentences
constituting two base lists. One hundred and thirty
filler sentences were included to control for the pres-
ence of a preposition in correct and incorrect sen-
tences. Sixty-five filler sentences contained a correct
prepositional phrase (e.g., Der Fisch wurde im See gean-
gelt/The fish was in the sea caught). Sixty-five additional
filler sentences were incorrect to balance the number
of correct and incorrect sentences. All critical sentence
final past participles were regular German verb forms
starting with the morpheme ge-. Different lists con-
taining an equal number of correct and incorrect sen-
tences were constructed by quasi-randomizing all cor-
rect and incorrect sentences from the two base lists.
All sentences were spoken by a trained German
speaker. Sentences were digitized and the onset of the
critical past participle was determined by visual and
auditory inspection of the speech wave for each item,
allowing a precise time locking of the ERF to the
critical element. To control for possible prosodic or
other acoustic cues prior to the critical element in the
incorrect condition, the speaker initially produced
each sentence containing a preposition with a noun
following the preposition. The incorrect version was
constructed by splicing out the noun from the digi-
tized speech signal using a speech-editing tool. To
ensure optimal splicing and to control for possible
coarticulation impairments due to different onsets of
the word following the preposition, those sentences in
which the noun was spliced out only used nouns
whose phonological transition was identical to the
critical past participle form, that is both forms (noun
and verb) started with the syllable ge-. Acoustical anal-
yses of the resulting incorrect sentences indicate that
this procedure was successful. The sentence material
used here was partly identical to that used by Hahne
and Friederici [1999].

MEG recordings

The MEG was recorded in a magnetically shielded
room with a 148-channel whole-head magnetometer
(MAGNES WHS 2500, Bti). For each subject, six exper-
imental blocks were recorded. Before and after each
experimental block, the position of the sensor array
with respect to the nasion-ear coordinate system was
measured. A 148-channel MEG, together with four
electrodes of EOG and trigger markers, were recorded
continuously. Triggers were added online at the be-
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ginning of each sentence and inserted offline to the
onset of each following word. The signal was online
bandpass filtered (0.1-100 Hz) and sampled at a rate of
508.63 Hz.

Data preprocessing

The MEG recordings were then epoched offline for
a 700-ms period (—200 to 500 ms with respect to the
onset of the critical word). Prior to averaging, epochs
were screened for eye movement and other artifacts.
The epochs were excluded from averaging if (a) the
standard deviation of the EOG within a sliding 200-ms
time window exceeded 30 nV, (b) the standard devi-
ation of any MEG recording channel within a sliding
3-sec time window exceeded 1100 fT, or (c) the drift of
the MEG recording within the epoch was over 3000 fT.
The data were first averaged over trials within each
block, then transformed to a standard sensor array
and averaged over all blocks.

One important issue for the processing of event-
related neuromagnetic data is the offset correction. In
our study, because the stimuli are spoken sentences,
there is no actually silent time window around the
critical words, and the epoch prior to the sentence
beginning is too far from the onset of critical words.
To overcome this difficulty, high-pass filtering is em-
ployed [Tervaniemi et al., 1999]. Because the main
frequency of ELAN component as shown in Figure 1a
is about 5 Hz, 2 Hz high-pass filter was used to re-
move the baseline offset and drift.

Dipole source localization is quite sensitive to noise
[Wang and Yang, 1995]. To improve the signal quality
for dipole modeling, two additional measures were
taken before averaging. The first one is low-pass fil-
tering. The power spectrum analysis of the ELAN
effect (Fig. 1b) demonstrates that the main effect is
located in the frequency band below 10 Hz. Because
our focus is the localization of the ELAN effect, 10 Hz
low pass filtering was adopted to improve the signal
quality as well as to keep the ELAN component un-
touched. In combination, a band pass filter of 2-10 Hz
was used. Figure la demonstrates the usefulness of
such a filter both in removing baseline offset and in
improving signal quality of the ELAN component.
The second process is the bad channel rejection based
on the correlation coefficient (CF) analysis. In princi-
ple, one sensor and the sensors in its neighborhood
(distance < 40 mm) are supposed to pick up the signal
from similar regions of the brain, and therefore the
recordings from these sensors would be much corre-
lated. If the median value of such a group CFs for one
channel is lower than a specified limit, this channel

- Raw Data
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== 2-10 Hz Bandpass
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Figure 1.
Effect of filtering. (a) Shows the signal waveforms of one typical
channel from one subject. Solid line is the ERF signal without any
offline filtering. ELAN component is the one between 100 ms and
200 ms with the half circle of about 100 ms. Dotted line refers to

the signal after 2 Hz filtering. The baseline offset is effectively
removed. Dashed line is the result of 2—10 Hz band pass filtering.
(b) Is the power spectrum in fT?/Hz of ELAN effect calculated for
the time window from 100 to 200 ms. The results of 148 channels
were overlapped. Note that the main frequency band of ELAN
effect is below 10 Hz.

has most probably been contaminated by strong noise
and/or artifacts and will be rejected for further pro-
cessing. In our analysis, the low limit of the CF was set
to 0.7~0.8, depending on the CF profiles.

Dipole modeling

The averaged responses for all the subjects resulted
from the pre-processing were fed into CURRY®
(NEURO Scan Labs) for dipole modeling. The realisti-
cally shaped one-compartment boundary element
model for the interior of the skull from the standard
Warp model in CURRY was adopted as the volume
conductor [Hamaéldinen and Sarvas, 1987]. The con-
ductivity was set to 0.33 S/m.

From fMRI results of a study in which correct
and incorrect sentences were presented acoustically
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The overlaid time course of the averaged MEG data for two conditions for each of the five subjects.
The ELAN peaks are labeled with their corresponding latencies.
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TABLE I. Seed points from fMRI study

Left
hemisphere
(x, y, z) (mm)

Right
hemisphere
(x, y, z) (mm)

Fronto-lateral cortex
(pars triangularis)

Anterior STG
(planum polare)

(41,10, 13) (48,11, 10)

(=50, -8, 1) (55, -8, 5)

[Meyer et al., 2000], two locations for each brain hemi-
sphere were selected as the seed points for constrained
dipole fitting (Table I). The coordinates in Table I are
those of Talairach and Tournoux [1988] space. Consid-
ering the variation of the individual head from the
standard volume conductor model and the difference
between fMRI and MEG, we allowed the dipoles to
move within a sphere region centered at the respective
seed point with a radius of 10 mm. With this con-
straint, the dipole locations and orientations were fit-
ted within a time interval of 20 ms around the ELAN
peak.

RESULTS
Averaged MEG data

The averaged MEG signals for the two different
conditions from each of the five subjects are depicted
in Figure 2. There are obvious differences between the
two conditions. In the incorrect case and for all of the
five subjects, the strong ELAN component reaches its
peak from 130 ms to 160 ms. The ELAN peaks are

A147

Figure 3.
Time courses of four MEG channels over the left (A132, A78) and
right (A147, A88) hemisphere for the conditions correct (dotted)
and incorrect (solid) from one subject. A: anterior, P: posterior, L:
left, R: right.

labeled in Figure 2 with their corresponding latencies.
The amplitudes of the ELAN components are around
100 fT. In the correct condition, there are no evident
ELAN components and the signal is much weaker
compared to the ELAN components in the incorrect
condition. To show clearer ELAN effect between con-
ditions, MEG signal waveforms of four typical chan-
nels (two channels from each hemisphere) from one
subject (#4) are presented in Figure 3. The dipole mod-
eling in the present study was focused on the ELAN
components in the incorrect condition.

TABLE Il. Dipole localization results

Dipole location

Deviation from Dipole strength

Subject Left/right (mm) seed points left/right Goodness-
(sex) X y z X y z (L/R) (mm) (nAm) of-fit LR

#1 (M) fronto-lateral  (—39.5 10.5 17.8)/(— — —) 5.0/— 7.8/— 81% 0.175
planum polare (—53.1 —10.7 8.6) /(55.0 —10.4 9.6) 8.7/5.2 37/26

#2 (M) fronto-lateral  (—41.8 7.7  14.7)/(46 11 18.8) 3.0/9.0 28/27 92% 0.247
planum polare (—48.6 —10.0 5.3) /(47.0 —84 1.0 5.0/9.1 53/32

#3 (M) fronto-lateral  (—44.8 9.7  13.7)/(46.4 14.9 7.4) 3.9/5.0 20/16 92% 0.294
planum polare (—47.6 —7.6 4.3) /(49.8 —5.0 —3.0) 4.1/10 33/18

#4 (F) fronto-lateral  (—37.3 89  11.5)/(43.4 9.5 18.8) 4.1/10 19/14 95% 0.518
planum polare (—59.2 —9.2 4.8) /(514 —169 7.8) 10/10 41/13

#5 (F) fronto-lateral  (—41.3 10.6 6.9) /(38.8 143  12.0) 6.1/10 27/29 93% —0.263
planum polare (—57.0 —6.6 8.0) /(48.7 —12.5 11.3) 10/10 35/60

Mean fronto-lateral  (—41.0 9.5  12.9)/(43.6 125 14.2) 05/6.3 90.6% 0.193
planum polare (—53.1 —8.8 6.2) /(50.0 —10.6 5.3) 6.1/5.3
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Figure 4.

ELAN magnetic field distribution and dipole fitted field for an
individual subject (A = anterior; L = left; R/P = right posterior).
The small squares indicate the MEG sensors. The resultant dipoles

Dipole fitting

The dipole fitting results for all of the five subjects
are listed in Table II. The coordinates in the table are
those of Talairach space. Except for subject #1, the
maximal goodness-of-fit for all the subjects is over
92%. For subject #1, this value is 81%. As one example,
Figure 4 shows the dipole fitted magnetic field com-
pared with the original averaged MEG measurement
for one subject (#4). The small squares indicate the
MEG sensors and the fitted dipoles (arrows in the
figure) are projected and over plotted on the field
contour maps.

For each subject, four dipoles were fitted with fMRI
constraints. The resultant dipoles in each hemisphere
are presented in Figure 5. In this figure, the dipoles are
overlaid with the averaged standard brain cortex. For
subject #1, only three dipoles were fitted because the
right frontal dipole showed an activation strength un-
likely to be explained by neuronal currents [Freeman,
1975] and was therefore excluded from the final dipole
solution.

are projected and over plotted on the contour maps as arrows.
The left-lower panel gives the mean global field curve and the
right-lower panel shows the goodness-of-fit.

Also listed in Table II are the deviations of the
resultant dipole locations from the seed points (the
planum polare and the fronto-lateral cortex). Al-
though it varies from subject to subject, the grand
averaged deviation is within 6.3 mm.

As shown in Figure 5, for all the subjects, the dipoles
located in the temporal cortical areas show the stron-
ger activation strength than those located in the frontal
cortical areas. Four out of five subjects show much
stronger activity in the left hemisphere than in the
right hemisphere as indicated by the corresponding
dipole strength. However, in spite of being totally
right-handed, subject #5 shows stronger activity in the
right hemisphere. Such an asymmetry was measured
by one laterality index [see also Segalowitz and Bry-
den, 1983] defined as follows:

LR = (L — R)/(L + R).

Where L and R denote the strength of dipole located at
the left temporal areas and that at the right temporal

L AR 4
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Figure 5.
Dipole localization results for all the five subjects. The dipoles are overlaid with the corresponding
hemisphere.
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areas, respectively. With this definition, the index
ranges between 1 and —1 with positive values for the
left lateralization and negative values for the right
lateralization. The laterality indices for different sub-
jects are listed in Table II. It clearly shows the domi-
nance of the left hemisphere.

DISCUSSION

This paper aimed at a precise localization of early
syntactic parsing processes. Earlier electrophysiologi-
cal studies had found an early anterior negativity
often with a maximum over the left hemisphere to
correlate with the early detection of an error in the
syntactic structure of a sentence [e.g., Friederici et al.,
1993, 1996; Hahne and Friederici, 1999; Neville et al.,
1991]. Brain lesions involving the left anterior cortex
caused an absence of this component, whereas left
anterior subcortical lesions did not [Friederici et al.,
1998, 1999]. These data suggested that left anterior
cortical regions might house the generator for the
early left anterior negativity. However, fMRI data
from a study comparing the processing of correct sen-
tences and syntactically incorrect sentences [Meyer et
al., 2000] as well as a brain surface current source
density MEG study [Knoesche et al., 2000] indicated
an involvement of temporal regions as well. However,
the fMRI and data did not allow to temporally sepa-
rate between early and late syntactic processes, the
current source density approach did not allow precise
spatial conclusions.

The present data in which dipole fitting was con-
strained by fMRI results provide a clear indication that
syntactic processes in the early stage are supported by
tissue at or in the vicinity of the planum polare as well
as brain tissue in the fronto-lateral cortex bilaterally,
with a dominance in the left hemisphere. A clear left
hemisphere dominance was obtained for three out of
three male subjects. A similar left asymmetry was
observed for one female subject, whereas another fe-
male subject displayed a right asymmetry. Although
the few number of subjects does not allow drawing
firm conclusions about gender differences with re-
spect to the language processes under investigation,
the present results may be connected to earlier studies
claiming a larger asymmetry for language processes in
male as compared to female subjects. Evidence for the
view that language processes are less lateralized in the
female than in the male [Bryden, 1979; McGlone, 1980]
comes from lesion studies [e.g., McGlone, 1978], from
dichotic listening studies [e.g., Lake and Bryden, 1976]
as well as from brain imaging studies [e.g., Jaeger et
al., 1998]. But for each of these classes of studies, there

are also examples reporting no differences between
male and female subjects [e.g., Carr, 1969; Frost et al.,
1999; Hécaen et al., 1981]. In earlier EEG studies using
sentence material similar to the present study, no sys-
tematic differences were reported between males and
females [e.g., Friederici et al., 1993, 1996; Hahne and
Friederici, 1999]. However, a recent MEG study using
similar material testing only females found a bilateral
to right asymmetric distribution of the early syntactic
component. The hypothesis that a clearer left asym-
metry is present in males compared to females is now
being systematically investigated in an additional
MEG study.

With respect to the cortical structures involved in
early parsing processes, the present findings clearly
show that these processes are supported by temporal
regions, possibly the planum polare, as well as by
fronto-lateral regions. Thus, the early syntax-related
ERP component with its left anterior distribution [e.g.,
Friederici et al., 1993, 1996; Hahne and Friederici, 1999;
Neville et al., 1991] is not due to a left frontal generator
alone, but seems to evoke from both a frontal and a
temporal generator. The contribution of the left tem-
poral region even seems to be larger than the contri-
bution of the left fronto-lateral regions as indicated by
the dipole strength. The present finding can be con-
nected to lesion studies reporting a syntactic compre-
hension deficit for those patients with temporal le-
sions in which the lesion extended to the anterior part
of the superior temporal gyrus [Dronkers et al., 1995].
Moreover, this finding is in agreement with recent
fMRI results showing either no significant activation
in frontal regions as a function of syntactic incorrect-
ness [Meyer et al., 2000; Miiller et al., 1997] or only
minimal activation in frontal areas when syntax is in
focus [Friederici et al., in press], but a clear increase of
activation in the planum polare as a function of both
these factors during auditory language comprehen-
sion.
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