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Abstract: Considerable ambiguity exists about the generators of the scalp recorded P300, despite a vast body
of research employing a diverse range of methodologies. Previous investigations employing source localiza-
tion techniques have been limited largely to equivalent current dipole models, with most studies identifying
medial temporal and/or hippocampal sources, but providing little information about the contribution of other
cortical regions to the generation of the scalp recorded P3. Event-related potentials (ERPs) were recorded from
5 subjects using a 124-channel sensor array during the performance of a visuo-verbal Oddball task. Cortically
constrained, MRI-guided boundary element modeling was used to identify the cortical generators of this target
P3 in individual subjects. Cortical generators of the P3 were localized principally to the intraparietal sulcus
(IPS) and surrounding superior parietal lobes (SPL) bilaterally in all subjects, though with some variability
across subjects. Two subjects also showed activity in the lingual/inferior occipital gyrus and mid-fusiform
gyrus. A group cortical surface was calculated by non-linear warping of each subject’s segmented cortex
followed by averaging and creation of a group mesh. Source activity identified across the group reflected the
individual subject activations in the IPS and SPL bilaterally and in the lingual/inferior occipital gyrus
primarily on the left. Activation of IPS and SPL is interpreted to reflect the role of this region in working
memory and related attention processes and visuo-motor integration. The activity in left lingual/inferior
occipital gyrus is taken to reflect activation of regions associated with modality-specific analysis of visual word
forms. Hum. Brain Mapping 18:53–77, 2003. © 2002 Wiley-Liss, Inc.
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INTRODUCTION

The term P3 (also P300, P3b) is used to describe an
endogenous, positive polarity component of the hu-
man event-related potential (ERP) that occurs at a
latency of 300–500 msec and is maximal over the
parieto-central area of the scalp [Fabiani et al., 1987].
Initially identified as an ERP component related to
uncertainty resolution [Sutton et al., 1965], the P3 is
typically elicited by the Oddball paradigm and has
been argued to reflect a number of related cognitive
processes including decision making or the assess-
ment of stimulus relevance [see Andreassi, 1995] and
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cognitive closure at the completion of processing [Ver-
leger, 1988]. Although there has been considerable
controversy over the function of the P3, the weight of
evidence favors the view that this component is in-
volved in updating a cognitive model of the environ-
ment within working memory stores [Donchin and
Coles, 1988]. Although the P3 has generally been elic-
ited during controlled conscious processing of task-
relevant stimuli, it has also been shown that the P3 can
be elicited during sleep [Bastuji and Garcı́a-Larrea,
1999]. The presence of a P3-like response to a subject’s
own name has been found to persist during both Stage
II and Paradoxical sleep, suggesting that the sleeping
brain is able to analyze some aspects of stimulus sig-
nificance [Perrin et al., 1999]. Furthermore, patients
with severe traumatic brain injury in a vegetative state
have been shown to elicit P3-like responses even
though they are not able to respond overtly to even
simple commands [Rappaport et al., 1991]. The P3 is
generally considered to be modality non-specific [Hal-
gren et al., 1998a] since it has been observed in audi-
tory, visual, and somatosensory modalities [Yamagu-
chi and Knight, 1991a], though there is some evidence
from intracranial studies for the existence of modality-
dependent P300 generators [Johnson, 1989]. Uncer-
tainty surrounding the functional significance of the
P3 is compounded by conflicting evidence regarding
the localization of its neural generator(s). The focus of
this study is to identify the cortical sources of the scalp
recorded P3 component through the use of a distrib-
uted source modeling technique. The aim here is to
employ a cortically constrained source estimation
method that plausibly limits the source solution space
and obviates the need for a priori assumptions about
the number and locations of sources generating the P3.
The introduction will first review the large body of
literature concerned with localizing the neural sources
of the P3, which has employed a diverse range of
methodologies. This is followed by a detailed outline
of the approach employed in the current study to
estimate the cortical sources of the visuo-verbal P3.

Efforts to localize these generators have involved
several different methodologies including intracranial
recordings and lesion studies, electroencephalography
(EEG), magnetoencephalography (MEG), functional
magnetic resonance imaging (fMRI) and positron
emission tomography (PET), and electrical/magnetic
source modeling. Intracranial recording studies, pre-
dominantly employing auditory Oddball paradigms
in patients with intractable epilepsy, have often dem-
onstrated P3-like potentials in the medial temporal
lobe (MTL), implicating structures such as the hip-
pocampus, parahippocampal gyrus, and amygdala

[Baudena et al., 1995; Halgren et al., 1980, 1995a,b;
McCarthy et al., 1989; Stapleton and Halgren, 1987].
Polarity inversions within and around the MTL have
been interpreted as evidence for local generation [Hal-
gren et al., 1986; Kiss et al., 1989; McCarthy et al., 1989;
Wood and McCarthy, 1985], although it has been ar-
gued not to be conclusive evidence [Johnson, 1988].
Hippocampal damage has been shown to affect an
intracranial limbic P3-like potential [Puce et al., 1989].
However, it has been questioned whether or not the
MTL makes a significant contribution to generation of
the scalp recorded P3 at all, since intracranial P3-like
potentials in the MTL peak approximately 50 msec
later than the scalp component [Halgren et al., 1980
1986, 1995a, 1998a; Johnson, 1988; Paller et al., 1992;
Smith et al., 1990; Stapleton and Halgren 1987]. Evi-
dence from several studies involving patients who
have undergone unilateral temporal lobectomy for the
treatment of chronic intractable epilepsy, have not
demonstrated significant reductions in P3 amplitude
at scalp [Johnson, 1988, 1989; Scheffers et al., 1991;
Stapleton et al., 1987]. Similarly, bilateral ablation of
the MTL in monkeys had no effect on the P3 recorded
from frontal and parietal epidural locations [Paller et
al., 1988]. Some authors have found local attenuation
of the P3 in lesioned and temporal lobectomy popu-
lations at lateral but not at centro-parietal scalp elec-
trodes [Daruna et al., 1989; Nishitani et al, 1999; Onofrj
et al., 1991, 1992a,b] suggesting that the hippocam-
pus/MTL complex contributes to the scalp P3 only
near the lesioned area [Nishitani et al., 1999; Onofrj et
al., 1991, 1992a,b]. It has been argued that the normal
amplitude of the P3 in unilateral temporal lobectomy
may be an artifact due to increased current flow
caused by skull bone defect [Nishitani et al., 1999].
However, a substantial body of lesion studies involv-
ing patients without skull bone defect [Johnson, 1988,
1989; Knight, 1991, 1996; Polich and Squire, 1993;
Rugg et al., 1991] provide evidence counter to the
view that increases in current flow to the scalp due to
the skull bone defect have a normalizing effect on an
attenuated P3 from the MTL.

A related issue is whether P3-like potentials in the
hippocampus/MTL are likely to be volume conducted
to and, therefore, be observable at the scalp. Although
the distribution of the scalp P3 is consistent with both
deep generators and distributed cortical generators
[Altafullah et al., 1986], it is questionable whether
deep sources such as the hippocampus and MTL con-
tribute via volume conduction to the scalp potential
[Altafullah et al., 1986; Johnson, 1993]. It is widely
accepted that scalp recorded ERPs reflect the summa-
tion of volume-conducted activity from a large num-
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ber of pyramidal cortical neurons arranged in open
field configurations [Nunez, 1981]. Although the hip-
pocampus is organized in a laminar fashion with two
distinct layers of pyramidal neurons [Mesulam, 1985],
the tissue geometry is likely to cause cancellation of
source currents, producing a field that attenuates
more rapidly with distance. Thus, it is unknown
whether it contributes significantly to scalp ERPs since
the potential due to deep sources would be strongly
attenuated between source and scalp [Nunez, 1985]. A
study investigating the volume conduction of deeply
generated interictal spikes in epilepsy demonstrated a
general absence of related activity at the scalp, except
possibly at lateral scalp regions [Altafullah et al.,
1986]. Several authors acknowledge that activity in the
MTL may make a partial contribution to the scalp P3,
but that cortical generators are the predominant
source of the P3 component [Rugg et al., 1991; Staple-
ton et al., 1987; Stapleton and Halgren 1987]. The
suggestion that the temporo-parietal association cor-
tex might be involved in generating the P3 component
[Knight, 1990; Knight et al., 1989a,b; Yamaguchi and
Knight, 1991a, 1993] is supported by the finding that
temporo-parietal skull thickness correlates with P3
amplitude [Frodl et al., 2001].

Substantial evidence supports the view that there
are multiple generators of the scalp P3 [Baudena et al.,
1995; Halgren et al., 1995a,b, 1998a; Jentzsch and Som-
mer, 2001; Ji et al., 1999; Johnson, 1993]. Intracranial
studies have shown P3-like activity in cortical areas
including the prefrontal and inferior frontal regions
[Neshige and Lüders, 1992; Wood and McCarthy,
1985], inferior parietal lobe [Smith et al., 1990], and
superior temporal sulcus [Baudena et al., 1995; Hal-
gren et al., 1995a,b]. Polarity reversals suggesting local
generation have been demonstrated in the superior
temporal sulcus [Halgren et al., 1995a] and parieto-
occipital region [Kiss et al., 1989]. The intraparietal
sulcus (IPS) of the superior parietal lobe (SPL) has also
been suggested as a generator on the basis of local
polarity inversions [Baudena et al., 1995; Halgren et
al., 1995a, 1998a]. Event-related fMRI studies have
identified several regions that are found to be acti-
vated specifically during Oddball target processing,
including the middle frontal gyrus (MFG) [Krino et al.,
2000; McCarthy et al., 1997], supramarginal gyrus
(SMG) [Hinton et al., 1999; Linden et al., 1999; Menon
et al., 1997], superior temporal gyrus (STG) [Hinton et
al., 1999], frontal operculum and insular cortex [Lin-
den et al., 1999], and the superior parietal lobe (SPL)
[Hinton et al., 1999], but with notable absence of hip-
pocampal activation [Hinton et al., 1999; McCarthy et
al., 1997]. Intracranial studies have demonstrated a

role for the temporo-parietal cortex [Halgren et al.,
1995a] and lesions of this region, specifically involving
the STG and SMG of the inferior parietal lobe (IPL),
have consistently been associated with an absence or
diminution of the scalp P3 component [Knight et al.,
1987; Knight, 1990; Yamaguchi and Knight, 1991a,b;
Yamaguchi and Knight, 1993]. Such evidence has sup-
ported a developing consensus that the temporo-pari-
etal region makes a critical contribution to the scalp P3
[Knight, 1987, 1991], with Menon et al. [1997] asserting
that the dominant contribution derives from bilateral
activation of superficial sources in the SMG.

Several source localization techniques have been
employed to identify the generator(s) of the P3. Equiv-
alent current dipole (ECD) fitting is a method that
assumes either a single ECD, or a small number of
discrete ECDs, of fixed location are responsible for the
signal observed at the scalp [George et al., 1995], with
estimates based on either electrical or magnetic data.
Magnetic resonance imaging (MRI) has been included
in some ECD models to determine best fitting spheres
for use in spherical head models [Menon et al., 1997;
Rogers et al., 1991], whilst fMRI has been used to
constrain the locations of dipoles for ECD modeling
[Menon et al., 1997; Opitz et al., 1999]. Temporal and
hippocampal sources of the P3 have been repeatedly
reported in these studies [Gordon et al., 1987, 1990;
Goto et al., 1996; Hegerl and Frodl-Bauch, 1997;
Lewine et al., 1989; Okada et al., 1983; Rogers et al.,
1991; Tarkka et al., 1995, 1996; Tarkka and Stokic, 1998;
Turetsky et al., 1990]. In addition, sources have been
reported in subcortical regions [Mecklinger et al.,
1998] and the frontal and parietal cortex [Anderer et
al., 1998; He et al., 2001; Mecklinger and Ullsperger,
1995; Yamazaki et al., 2000, 2001]. There are also ref-
erences to the STG [Anderer et al., 1998; Opitz et al.,
1999], SMG [Anderer et al., 1998; Menon et al., 1997;
Nishitani et al., 1999], the parieto-occipital junction
[Anderer et al., 1998], and medial superior parietal
cortex [Anderer et al., 1998].

A limitation of discrete source modeling approaches
such as ECD is that they generally require a priori
knowledge of the number and location of the likely
sources of activity in order to seed dipole positions
[Tarkka et al., 1995]. Since the sources of the P3 are not
known [Tarkka et al., 1996; Tarkka and Stokic, 1998]
this becomes problematical. Further, several authors
[e.g., Kincses et al., 1999; Nunez et al., 1991; Nunez
and Westdorp, 1994] have also questioned their suit-
ability for estimating the neural sources of high level
cognitive processes, since these sources are likely to be
distributed over large regions of the cortex rather than
at a few discrete locations [e.g., Nunez et al., 1991;
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Nunez and Westdorp, 1994]. Simulation studies have
suggested that the ECD method can produce signifi-
cant error in estimating the depth of broad and ex-
tended sources [George et al., 1995], which may ex-
plain why such approaches have most consistently
reported deep rather than cortical source estimates.
Such arguments are clearly relevant to P3 source esti-
mation, since the P3 is generally considered to be an
index of cognitive processes, and there is a broad
consensus that it is likely to be generated by multiple
distributed sources. It would seem more appropriate
to employ localization techniques that accommodate
distributed rather than discrete source estimates.

It has been recognized that realistic head geometry,
including the modeling of cortical surface topography
that respects sulcal integrity, is necessary for accurate
identification of the cortical sources of P3 [Halgren et
al., 1995b, 1998a]. This has not been technically possi-
ble in many of the early studies, which have relied on
spherical head models to provide analytic solutions to
the forward problem. Indeed, very few of the ECD
studies cited above have used MRI [Menon et al., 1997;
Rogers et al., 1991], and none have used MRI informa-
tion to develop realistic head and cortical surface
models from individual anatomy. Further, these stud-
ies tended to employ few scalp electrodes (usually no
more than 32), which severely limits the spatial resolv-
ing power of such source modeling techniques [Nunez
et al., 1994]. Finally, most studies have developed
solutions based on group data, thus disregarding the
likelihood of individual differences in source config-
urations and missing the benefits that are obtained
from accurate real head and cortical surface modeling
from individual anatomy.

Cortical current density (CCD) estimation offers an
alternative source modeling technique that constrains
the inverse solution to the cortical surface. The use of
putative dipoles oriented normal to and distributed
throughout the cortical surface is premised on the
assumption that cortical pyramidal cells, which are
arranged normal to the cortical surface and constitute
65–75% of cortical neurons, provide the primary
source of electrical current flows to the scalp [Nunez,
1981]. The restriction of source activity to the cortex is
physiologically plausible, given that the sources of
scalp electrical activity are likely to be due to synchro-
nous activity of cortical pyramidal neurons [Nunez,
1981]. As the CCD approach is a distributed source
model, it does not require a priori information about
the number or locations of sources, which are still
unknown in the case of the P3. The method employs a
boundary element technique involving realistic head
geometries derived from high-resolution structural

MRI [de Munck, 1992; Hämäläinen and Sarvas, 1989;
Meijs et al., 1989] to segment and define the bound-
aries of the cortex, inner skull, outer skull, and scalp.
The resistance to current flow of each intervening
segment is modeled as isotropic and homogenous us-
ing known approximations [e.g., Law, 1993; Nunez,
1981]. This method of source estimation has now been
used in several studies [e.g., Babiloni et al., 2000],
including the non-invasive identification of sources of
interictal epileptiform activity [Huppertz et al., 2001;
Waberski et al., 1998].

In the present study, CCD modeling was used to
estimate the cortical sources of activity obtained from
124 scalp sites during the conventional time course of
the scalp target P3. The inverse problem was solved
using minimum norm constraints [Crowley et al.,
1989; Hämäläinen and Ilmoniemi, 1984; Wang et al.,
1992]. A scalp target P3-like component was obtained
using a variation of the traditional Oddball paradigm,
which required subjects to attend to concrete words
presented visually on a computer screen and to detect
occasional target words. It has previously been shown
that this task generates a robust P3-like component
[Clark et al., 1998]. Based on the evidence reviewed
here, it was predicted that cortically constrained
source localization would reveal cortical sources asso-
ciated with the peak of the P3 component during the
detection of target words in the middle frontal gyrus,
superior temporal region, temporo-parietal region, su-
pramarginal gyrus of the inferior parietal lobe, and the
intraparietal sulcus of the superior parietal lobe.

SUBJECTS AND METHODS

Subjects

Five neurologically and psychologically normal
subjects (3 males, 2 females) with a mean age of 20.6
years (� SD 1.56) participated in this study. All sub-
jects were right-handed [Annett, 1970], had normal
visual acuity (Snellen Eye Chart), were first language
English speakers, and were not taking any psychoac-
tive medications. Subjects had an average of 13.2 years
of education (� SD 0.84) and an estimated WAIS-R
[Wechsler, 1981] full-scale IQ of 107.2 (� SD 5.89)
[Nelson, 1992]. All subjects gave informed consent for
this study after the nature of the experimental proce-
dures was explained. The Social and Behavioral Re-
search Ethics Committee at Flinders University and
the Research Ethics Committee at the Royal Adelaide
Hospital approved this study.
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Experimental task and procedure

Subjects completed a variant of the classical Oddball
paradigm that involved the detection of visually pre-
sented target words amongst non-target words, with
words presented equiprobably in upper- or lowercase.
Subjects were required to attend to words in one case,
whilst ignoring words presented in the other case. In
each block, the target was either defined at the begin-
ning of the task block or was defined as a consecutive
repeat of a word. The manipulations of case and target
definition relate to other aspects of the study that
affected non-target stimulus processing that are not
reported at this time. Participants were instructed to
use a right index finger button press to indicate the
detection of a target word. Speed and accuracy were
emphasized equally in task instructions.

Each task block involved the presentation of 32
word stimuli (16 attended words, 16 unattended
words) derived from a master set of 32 medium fre-
quency [Kucera and Francis, 1967] concrete nouns of
between four and seven letters and with no more than
two syllables. The 32 words in each block consisted of
four repeats of eight words selected without replace-
ment from the master set. Four of these eight words
were presented in uppercase, the other four in lower-
case. No word appeared in both upper- and lowercase
within a block. Average word frequency was balanced
across all word groups. In each block, the target stim-
ulus occurred in a pseudo-random position on four
occasions, providing a probability of 12.5%. This study
reports results from activity related to the processing
of target words during performance of this working
memory task. Each word was presented for 300 msec
at a fixed intensity with a pseudo-random stimulus
onset asynchrony between 1.5 and 1.7 sec. Words were
presented in white on a black background via a com-
puter monitor using Gentask software (STIM, Neuro-
scan; Neurosoft, El Paso, TX) with responses collected
using a response pad (Neuroscan; Neurosoft). The
performance of subjects on the target detection task
was measured on two indices: reaction time and target
detection rate.

Electrophysiological data collection and analysis

EEG was recorded continuously from the scalp us-
ing a 124-channel Electro-Cap (ES1-128; ElectroCap
Internationa, Eaton, OH) with tin electrodes. The in-
ter-electrode distance was approximately 2 cm and
conformed to standardized locations in the guidelines
for extended 10:20 placement [American Electroen-
cephalographic Society, 1991] with additional loca-

tions interpolated evenly between the standard sites.
A single right ear reference was used. Activity was
also obtained from the left ear and used offline for
arithmetically computed, linked ears referencing. Eye
movements were recorded via electro-oculogram
(EOG) from 4 tin electrodes placed above and below
the right eye (vertical EOG) and on the outer canthus
of the left and right eyes (horizontal EOG). During
data collection, electrode impedances were kept below
5 kOhm and approximately equal. Analogue EEG was
initially pre-amplified using headbox circuitry and
then transferred to secondary amplifiers (Neuroscan
SYNAMPS model 5083). EEG and EOG signals were
amplified (1,000 and 500 times, respectively) across a
band pass of DC-70 Hz and digitized at 500 Hz (2-
msec sampling rate) with 16-bit resolution using au-
tomatic DC correction at 70% saturation.

EMG and DC offset potentials were removed by vi-
sual inspection and EOG artifacts were corrected algo-
rithmically [Semlitsch et al., 1986]. Single-trial EEG ep-
ochs were constructed from 200 msec pre-stimulus to
1,500 msec post-stimulus. Epochs with excessive EEG
activity (�120 �V) or reaction times indicative of antic-
ipatory (�100 msec) or slow responses (�900 msec)
were rejected. Remaining epochs were baselined on the
200-msec pre-stimulus interval and averaged for each
subject to provide averaged event-related potentials
(ERPs) at the scalp. Grand mean ERPs were derived by
averaging individual subject ERPs. Noisy or clearly ar-
tifactual ERP waveforms were replaced with an average
of the ERP activity from the four surrounding electrodes,
weighted by distance. The P3-like response to rare target
stimuli was identified by visual inspection as a positive
polarity component with a peak latency in the window
obtained for the classical auditory Oddball P3 (between
300 and 650 msec), maximal over centro-parietal loca-
tions [Fabiani et al., 1987]. It was identified separately for
each subject and for the group as a whole, and latency
and baseline-to-peak amplitude measures obtained.

MRI data collection and analysis

Magnetic resonance imaging (MRI) was performed
on a commercial Siemens (Erlangen, Germany)
VISION (Magnetom, 4000) 1.5 Tesla scanner with a CP
Head Coil. High-resolution T1 weighted sagittal im-
ages were obtained using a conventional MPRAGE
sequence with parameters: TR 9.7 msec, TE 4 msec, TI
300 msec, flip angle 12°, FOV 256 � 256 mm, pixel size
1.0 � 1.0 mm, slice thickness 1.0 mm, 164 slices. Two
high-resolution structural MRI volumes were ob-
tained for each subject, which were first aligned using
a linear rigid body alignment (6 df; AIR 3.0) [Woods et
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al., 1998a,b], and then averaged to provide an MRI
volume with a higher signal-to-noise ratio for segmen-
tation. The averaged MRI volume was used to identify
and segment the boundaries between different tissues
types within the head (scalp, skull, and cortex) in
preparation for modeling the realistic geometry of the
head. Segmentation was carried out using semi-auto-
mated tools (EMSE Suite; Source Signal Imaging, San
Diego, CA). The boundary between white matter and
cortical gray matter was identified using a combina-
tion of voxel intensity thresholds and a 3D region
grow algorithm starting from a seed point located in
the corpus callosum. The grow algorithm terminated
once a boundary of voxels that exceeded a nominated
intensity threshold was detected. This resulted in a 3D
mask of all white matter regions up to the border of
the inner cortical gray boundary. Any points that were
incorrectly included in the region were manually ed-
ited. Finally, the 3D mask was filled to remove any
voxels incorrectly omitted and used to segment the
high-resolution MRI to define the inner cortical gray
boundary. The inner cortical gray boundary is re-
quired so that dipoles can be distributed throughout
the cortical surface, resulting in a dipole layer that
represents potential cortical generators in gray matter.
An expansion algorithm then approximated the inner
surface of the skull, since the skull is difficult to see on
T1-weighted images. In a series of expansion steps, by
approximately one voxel in each direction per step,
each voxel that shared at least one face with a voxel
already inside the white matter region was assimilated
into the region. Expansion was terminated once all
brain regions, meninges, and CSF were included in the
extended mask. The location of the outer skull bound-
ary was then determined in an analogous expansion to
a boundary adjacent to but not touching the scalp. The
scalp or head boundary was determined after manu-
ally removing all extraneous extra-scalp noise in the
MRI.

Meshes were then created to approximate the sur-
face of each tissue type (scalp, outer skull, inner skull,
and cortex). This is necessary in order to define each
boundary as a mathematical surface on which calcu-
lations can be performed, rather than as a discrete
collection of voxels in a 3D volume. For each subject,
the cortical surface was tiled using a Tetrahedral Sur-
face Triangle algorithm (T-SUTRA) [Greenblatt and
Nichols, 2001] to respect topological features of the
cortical surface. A simpler shrink-wrap approach was
used to create the mesh for each of the other surfaces.
The resultant cortical meshes consisted, on average, of
38,495 surface vertices, with dipoles oriented normal
to the mesh surface and distributed throughout the

mesh at each vertex point (EMSE Suite; Source Signal
Imaging).

Co-registration of EEG and MRI data

During MRI acquisition, multi-modality radio-
graphic markers (Neuromedical Supplies, Neurosoft)
were placed on the left and right pre-auricular points
and on the nasion. After EEG collection, the 3D loca-
tions of these anatomical points and the locations of
each electrode were determined using a 3Space Fas-
trak magnetic digitizer (Polhemus, Colchester, VT).
The location of each marker on the MRI image was
identified by intensity differentiation. Co-registration
of the electrodes to the MRI head surface was first
approximated by visual alignment of the markers.
Final adjustment was completed using a least squares
fit algorithm (EMSE Suite; Source Signal Imaging).

Laplacian transformation of scalp voltage data

In preparation for source localization, averaged
ERPs for the target condition for each subject were
transformed using a spherical spline Laplacian [Perrin
et al., 1989] based on the angular position of elec-
trodes, obtained from digitization of the electrode po-
sitions. This approach was first proposed by Nunez
and Westdorp [1994], who suggested that the Lapla-
cian could be used in conjunction with source estima-
tion techniques to identify cortical sources. There were
several reasons for applying the Laplacian transforma-
tion to the scalp ERP data. Firstly, the Laplacian trans-
formation significantly attenuates the contribution to
scalp electrical activity of deep subcortical sources,
which for purposes of cortically constrained source
estimation would constitute a source of noise
[Babiloni et al., 2000; Nunez et al., 1994]. Secondly, this
transformation provided scalp current estimates that
are reference free; Nunez et al. [1991] recommend that
reference-free data be used in source modeling when
the distribution and spatial frequency of sources are
unknown, as is the case in the present study. Thirdly,
it has been demonstrated [Babiloni et al., 2000] that the
use of the Laplacian transformation prior to source
localization improves the spatial localization power of
weighted minimum norm source models of human
somatosensory evoked potentials (SEPs); Laplacian
transformed weighted minimum norm estimates re-
sulted in lower dipole localization error and lower
spatial dispersion relative to weighted minimum
norm estimates based on raw untransformed poten-
tials. Notably, the scalp Laplacian transformation pro-
vides an unambiguous metric of local radial current
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flowing through the skull into the scalp [Nunez et al.,
1991], described in Amperes/m2 (A/m2), unlike the
alternative average reference method. At the same
time, it should also be noted that latency shifts in the
componentry of ERP waveforms between scalp poten-
tials and scalp current flow are a potential outcome of
Laplacian transformations; such shifts are not ad-
dressed or quantified in the present study.

Cortical current density estimation

Real head, boundary element modeling using four
mesh surfaces (scalp, inner and outer skull, and cere-
bral cortex), and homogenous and isotropic conduc-
tivities for each tissue type (skin 0.33 S/m, skull 0.0042
S/m, brain/csf 0.33 S/m) [Geddes and Baker, 1967],
which results in a conductivity ratio of 0.0128, were
used to compute the forward model. The normalized
minimum norm method with realistic geometries
[Crowley et al., 1989] was used to estimate a distrib-
uted source solution for each ERP time point using a
pseudoinverse operator, normalized by the effective
unit dipole field strength for each source [Crowley et
al., 1999; Hämäläinen and Ilmoniemi, 1984; Wang et
al., 1992]. Regularization was used in the estimation of
cortical current density, to minimize unwanted noise
sensitivity during calculation of the inverse operator.
Regularization employed singular value decomposi-
tion with truncation, based on the noise power deter-
mined from the pre-stimulus baseline. The truncation
level was then set to either the noise power from the
pre-stimulus baseline or 5% of the total spectral
power, whichever was smaller. The smallest singular
values, whose sum was less than the truncation level,
were then set to zero and omitted in the inversion.
This has the effect of removing those terms in the
inverse matrix with the greatest noise sensitivity, i.e.,
those with the highest spatial frequencies.

During cortical current density estimation, the cor-
tical dipole mesh was sub-sampled to enable the algo-
rithm to run significantly faster. The algorithm uses a
distance criterion measured on the surface represen-
tation of the cortex to determine which neighboring
dipoles are close enough to be combined. This proce-
dure averaged each dipole with its neighbors if the
distance was 10 mm or less. The inverse solution once
obtained for the reduced set of dipoles was then in-
terpolated to all dipoles in the mesh for visualization.

The putative cortical generators of the P3-like com-
ponent were estimated for each subject from the in-
verse solution for the peak of the scalp component
within the averaged ERP. Cortical current density is

estimated as current flow (Amperes) per surface area
(metres2) giving the units A/m2.

Derivation of average head model

To assess the consistency across subjects of the es-
timated cortical sources of the P3-like component, an
intersubject averaging technique was employed, using
an approach similar to that of the Massachusetts Gen-
eral Hospital (MGH) group. This group has developed
sophisticated cortical surface based techniques for in-
tersubject averaged spatio-temporal estimates of
source activity [e.g., Dale et al., 2000; Halgren et al.,
1998b]. Their intersubject averaging approach in-
volves morphing the reconstructed cortical surface for
each subject into an average spherical representation,
which aligns sulcal and gyral features across subjects
while minimizing geometric distortion [Dale et al.,
1999, 2000; Fischl et al., 1999a,b]. Cortical surface
based deformation procedures have been demon-
strated to substantially reduce anatomical and func-
tional variability across subjects [Dale et al., 2000],
relative to the more commonly used normalization
approach of Talairach et al., [1967]. In the present
study, a volumetric method employing a high degree
of freedom (168 df) non-linear warping algorithm
(AIR 3.0) [Woods et al., 1998a,b], rather than the spher-
ical deformation method, was used to align the seg-
mented cortex of individual subjects and develop an
average cortical surface reconstruction.

The preparation for across subjects, cortically con-
strained source analysis involved two stages: 1) cre-
ation of average head model and 2) creation of the
average cortical surface. An automated image regis-
tration algorithm (AIR 3.0) [Woods et al., 1998a,b] was
iteratively used to align each subject’s head to the
standard subject (S4). Initially, a linear rigid body
alignment (6 df; AIR 3.0) was performed, followed by
two successive non-linear warping iterations: 1) sec-
ond-order non-linear (30 df) and 2) third-order non-
linear (60 df) to register the individual subjects’ heads
to the standard subject. This iterative process allowed
the registration to be improved until a satisfactory
average head was obtained. The second stage of the
development of the group average head model in-
volved the use of a high degree of freedom (168 df),
non-linear warping algorithm to align each subject’s
segmented cortical surface to the standard subject
(AIR 3.0). Segmentation of tissue boundaries and
mesh generation were repeated in the manner de-
scribed above, based on the average head (scalp, in-
ner-skull, outer-skull) and average cortex mesh.
Lastly, electrode positions from each subject were av-
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Figure 1.
Averaged ERP activity (�V) to target words for all five subjects at 70 representative scalp sites,
depicted from 200 msec pre-stimulus to 800 msec post-stimulus. The check marks on the x-axis
represent 200-msec intervals. The data shown have been corrected for EOG artifact.
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Figure 2.
Grand average ERP activity (�V) to target words (thick line) and non-target words (thin line) at 70
representative scalp sites, depicted from 200 msec pre-stimulus to 800 msec post-stimulus. The
check marks on the x axis represent 200-msec intervals. The data shown have been corrected for
EOG artifact.
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Figure 3.
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eraged to create a representation of the average elec-
trode positions across the group. The putative cortical
generators of the group P3-like component were esti-
mated from the inverse solution for the peak of the
scalp component within the grand mean ERP.

RESULTS

Behavior

Subjects responded to targets with a mean reaction
time of 458 msec (�SD 83.9) and a mean target detec-
tion accuracy of 96.9% (�SD 3.66).

Scalp waveforms

Figure 1 shows the averaged event-related potential
activity in �V to targets for all five subjects at 70
representative scalp sites from �200 prestimulus to
800 msec post-stimulus. For simplicity in presentation
of these data, individual subjects’ waveforms are not
differentiated. These potentials are presented relative
to a mathematically computed linked ear reference,
and low pass filtered at 14 Hz. The ERP waveforms
shown in Figures 1 and 2 are those obtained after
ocular artifact removal. Figure 2 includes the grand
mean scalp ERP activity in �V for the target condition
plotted against the non-target condition at 70 repre-

sentative scalp sites across the time window relative to
a mathematically computed linked ear reference.
Waveforms were low-pass filtered at 14 Hz. The non-
target condition is shown to demonstrate the effect
size of the P3-like component to targets and was not
included in any further analyses. A pronounced P3-
like component to targets, hereafter referred to as the
P3, is evident at all scalp sites and maximal at PO3 and
surrounding electrodes.

Scalp topography

Figure 3A shows the scalp topography of event-
related potential activity at the peak of the P3 compo-
nent for the target condition from each subject over-
laid on their respective scalp surfaces modeled from
structural MRI. The color scale is equally weighted
around zero and is assigned based on the peak ampli-
tude of the P3 component for each subject. Scalp to-
pographic maps are shown with contours that repre-
sent 5% steps in microvolts relative to the absolute
range for each subject. A broad parietal distribution is
evident across all subjects with some variability in the
laterality of the strongest activity, with three subjects
(S2, S4, and S5) showing activity slightly more left
lateralized, one (S3) slightly more right lateralized,
and one (S1) with strongest activity in the midline.
One subject (S4) showed evidence of two frontal en-
hancements at the scalp. Figure 3B shows the scalp
topography of grand mean ERP activity at the peak of
the P3 component (358 msec), plotted on the group
average scalp surface. A left-sided parietal peak is
clearly evident. In both single subject and group data,
the dominant feature is centro-parietally located, con-
sistent with earlier work reporting the topography of
the P3.

Cortical current density: individual subjects

Figure 3C shows the estimated cortical current den-
sity at the peak of the P3 component in individual
subjects. The cortical current density (CCD) maps are
scaled equally around zero so that the negative and
positive tails of the range of values (A/m2) were of
equal size. The range of the scale for each subject was
determined by the positive maximum current density
value at the peak of that subject’s P3-like component.
A threshold was applied to the middle 30% of that
range (i.e., 15% on each side of the zero point of the
range). This smoothed the boundaries of the recon-
structed sources without significantly attenuating
them and made the current density extrema easier to
see.

Figure 3.
Scalp topographic activity (�V) to target words at the peak of the
P3 component for (A) individual subjects and (B) the grand mean
ERP activity (group). Topographic maps were scaled equally
around zero according to the maximum value (microvolts) at the
peak of the P3 component with amplitudes and latencies as fol-
lows: S1 � 26.5 �V, 340 msec; S2 � 29 �V, 356 msec; S3 � 17
�V, 366 msec; S4 � 10.9 �V, 360 msec; S5 � 25.1 �V, 360 msec;
Group � 19.8 �V, 358 msec. Isocontours were derived by parti-
tioning scalp activity into 20 equal bands, depicting 5% steps in
microvolts across the range for each subject’s topographic maps.
C: Cortical current density maps for individual subjects and (D)
group maps shown on the modeled inner surface of cortical gray
matter to target words at the peak of the scalp P3 component
after spherical spline Laplacian transformation. Source activity
reflects radial current density (A/m2) estimated by cortical con-
straint of the source solution to radial dipoles distributed equally
throughout the cortex. The scalar bar indicates positive (yellow to
red) and negative (blue to aqua) current source density, with CCD
maps scaled equally around zero with amplitudes and latencies as
follows: S1 � 0.138 A/m2, 336 msec; S2 � 0.203 A/m2, 336 msec;
S3 � 0.0513 A/m2, 364 msec; S4 � 0.231 A/m2, 332 msec; S5
� 0.0732 A/m2, 348 msec; Group � 0.0623 A/m2, 348 msec.
Cortical activity for the P3 component is depicted from superior
and posterior, and left and right lateral viewpoints.
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Sources were evident predominantly in the intrapa-
rietal sulcus (IPS) and surrounding superior parietal
gyrus (SPG). Sources in this region were observed
consistently in all subjects with variability in the de-
gree of lateralization and extent of activation. This can
be most readily appreciated in the posterior and su-
perior views. In four of the five subjects, sources were
strongly bilateral in the IPS, whereas the other subject
(S4) had activation more strongly on the left, with
smaller sources on the right. The extent of the recon-
structed sources in the superior parietal gyrus sur-
rounding the IPS was more variable between subjects,
with clearly bilateral activity in two subjects (S3, S5),
more activity to the left in two other subjects (S2, S4),
and more on the right in another subject (S1). In one
case (S3), SPL activation extended anteriorly to in-
clude the postcentral gyrus (PoCG), precentral gyrus
(PGC), and superior frontal gyrus (SFG) in the right
hemisphere. All subjects showed small sources poste-
rior to the SPG to include the superior occipital gyrus
(SOG), which anatomically borders the intraparietal
sulcus. Activity here was bilateral other than for sub-
ject S2, where it was left lateralized, and subject S5 also
showed activation in the adjacent middle occipital
gyrus (MOG).

In addition, there were minor sources of frontal
activity in subjects S2 and S3 in and around the pre-
central gyrus on the left (PCG). Small regions of acti-
vation were also found posteriorly in the postcentral
gyrus (PoCG) of the left hemisphere for subjects S2, S4,
and S5. Two subjects (S2 and S3; see posterior and
lateral views in Fig. 3) had distinct sources in basal
temporal cortical areas including the mid-fusiform gy-
rus (FG) bilaterally for subject S3, and in the right
hemisphere for subject S2, extending medially across
the anterior transverse collateral sulcus (ATCS). Fur-
ther sources were observed in the lingual gyrus ex-
tending into the inferior/fourth occipital gyrus for S3
and S2 (see posterior view Fig. 3). Only one subject
(S1) demonstrated source activity in the IPL, specifi-
cally in the angular gyrus (AG) bordering the lateral
occipital gyrus (LOG) of the right hemisphere.

Cortical current density intersubject average

Figure 3D shows the cortical current density esti-
mated from the grand mean scalp activity for the
group. As would be expected from the reconstructed
sources in individual subjects, sources are evident pre-
dominantly in the intraparietal sulcus (IPS) and supe-
rior parietal gyrus (SPG) of the superior parietal lobe
(SPL) bilaterally, extending into superior occipital gy-
rus. Current sources were also evident in the lingual

gyrus and inferior/fourth occipital gyrus of the occip-
ital region, with greater activity clearly apparent in the
left hemisphere. Although it appears that activation in
this region across the group may be the due to sources
found in subjects S2 and S3, it is notable that even
when ERP data were normalized across subjects for
amplitude differences (data not shown), the same pat-
tern of results were obtained, which suggests that
these sources cannot be explained by increased ampli-
tude of the P3 component in subjects S2 and S3. In
contrast, activity observed in the mid-fusiform region
in S2 and S3 did not appear in the intersubject analy-
sis.

Evolution of the P3 component

Figure 4 shows the evolving time course of the P3
between 250 and 470 msec post-target for the intersub-
ject average cortical current density estimate. The
CCD maps shown therein are averaged in 20-msec
time windows from 250 to 470 msec post-stimulus, at
which time the late slow wave begins to predominate.
The principal sources that evolve over the duration of
the P3 are those in the SPG and IPS. Activity in this
region first appears in a small area of the SPG in the
left hemisphere in the 270–290-msec time window,
then is well established by 290–310 msec post-target,
with a substantial increase in extent to include the
major portion of the SPG and IPS on the left. This
period also depicts the first appearance of sources in
the homologous region of the right hemisphere, which
then extend (310–330 msec) to include a large portion
of the SPG and the descending segment of the IPS and
subsequently includes the superior portion of the IPS,
mirroring equivalent activation in the left hemisphere.
At the same time, left SPG and IPS sources strengthen
in amplitude and continue to do so in the following
period (330–350 msec). This bilateral pattern remains
stable 330–370 msec post-target, at which time (370–
390 msec) activity in the left IPS and SPG begins to
weaken and right IPS activity gradually diminishes in
extent so that by 390–410 msec it includes only the
descending segment of the IPS. Thereafter, the pattern
of activity remains relatively stable in strength and
extent except that by 450–470 msec post-target there
has been a slight increase in the strength of left SPG
and IPS sources and a re-emergence of activity in the
superior extent of the right IPS.

In addition to these SPG and SPL sources, activity is
also evident 330–350 msec post-target in the left infe-
rior/fourth occipital gyrus. The activation in this re-
gion of the dorsal surface of the occipital pole is much
stronger on the left, but is strongly bilateral on the
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Figure 4.
Group cortical current density maps to
target words showing the temporal evolu-
tion of the P3 component between 250 and
470 msec post-target. The CCD maps are
averages across consecutive 20-msec time
windows. They are shown from inferior,
posterior, and superior viewpoints. The
scale bar indicates positive (yellow to red)
and negative (blue to aqua) current source
density, with each CCD map scaled to the
peak of the P3 component (�0.0623
A/m2).
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ventral surface of the brain. During the 350–370-msec
interval, an additional current source becomes evident
in the medial lingual gyrus, predominantly on the left,
with activation on the right extending slightly from
the basal surface of the brain into the medial lingual
gyrus. From 370–390 msec, activation in these extra-
striate visual areas is remarkably stable with only a
slight diminution of activation in the left medial lin-
gual gyrus. By 390–410 msec, activity in the left me-
dial lingual gyrus has disappeared. The remaining
extrastriate activity is sustained on the left throughout
the temporal window but terminates on the right by
390–410 msec post-target.

During the evolution of the P3 component, there are
also minor current sources apparent in frontal regions,
though these cannot be seen easily in Figure 4. The
first appearance of this activity is during the 270–290-
msec time window, when small regions of activity are
evident on the left in the superior portion of the PCG,
the middle frontal gyrus (MFG), and the postcentral
gyrus (PoCG). By 310–330 msec this frontal activation
disappears other than for a small region of the PCG
until 390–410 msec when the superior PCG and PoCG
activations return and remain until 430–450 msec
post-target. The left MFG returns briefly 410–450
msec post-target after which a region in the left supe-
rior midline superior frontal gyrus (SFG) appears. By
450–470 msec, all frontal sources disappear.

Another small source is apparent during the evolu-
tion of the P3 component in the left posterior middle
temporal gyrus near the temporo-parietal-occipital
junction. This source waxes and wanes in activity over
the entire time window with maximum amplitude
apparent 410–430 msec post-target. Another small
source appears 370–390 msec post-target in the AG of
the right inferior parietal lobe, peaks in activity 410–
450 msec, and remains thereafter but decreases
slightly in extent and amplitude.

DISCUSSION

This study employed a 124-channel EEG sensor ar-
ray with high-resolution structural MRI to identify the
cortical sources of the visuo-verbal P3 component ob-
tained to target stimuli, without a priori assumptions
about the number and locations of sources generating
the P3. The source estimation technique employed
was based on real head geometry obtained from struc-
tural MRI and a distributed source model constrained
to the cortical surface. As expected, a scalp P3 to
targets was identified broadly at centroparietal sites in
all subjects. When examining the grand average scalp

topography at the peak of the P3 component, left
hemisphere lateralization is apparent.

Cortical localization of the P3 component

Consistent with prediction, sources of the P3 were
evident in the intraparietal sulcus and superior pari-
etal gyrus of the superior parietal lobe, with variation
across subjects in the extent and laterality of regions
identified. In all cases, sources were found in the
superior occipital gyrus, ranging from very small
sources (S3) to much larger sources (S5). Similarly,
very small sources were apparent in the precentral
gyrus in two subjects on the left (S2, S3), with much
larger activity on the right for one subject (S3). The
hypotheses that cortical generators of the P3 would
include the middle frontal gyrus, supramarginal gy-
rus, superior temporal sulcus, and parieto-occipital
junction were not supported. Only one subject showed
source activity in the inferior parietal lobe, specifically
in the angular gyrus (AG) bordering the lateral occip-
ital gyrus (LOG) of the right hemisphere. Unexpect-
edly, two subjects showed P3 sources in the lingual
gyrus (LG) bordering the inferior/fourth occipital gy-
rus. Further unexpected sources were observed in
basal temporal cortical areas in the mid-fusiform gy-
rus (FG), extending medially across the anterior trans-
verse collateral sulcus (ATCS). Group analysis re-
vealed several regions that were consistently activated
across subjects including the IPS and SPG extending
into superior occipital gyrus, and a region in the lin-
gual gyrus and inferior/fourth occipital gyrus pre-
dominantly on the left.

A significant part of the purpose of this study was to
investigate the sources of the P3 in individual subjects
in a manner that preserved the anatomical and func-
tional variability between them [White et al., 2001].
The cortical current density estimates depicted in Fig-
ure 3c show notable variability between subjects in the
sources of the P3. This variability can be characterized
in terms of the occurrence of activation in particular
anatomical regions, the locations of sources within
such regions, the laterality of the sources, and the
extent of activation in particular regions. For example,
regional variability was evident with mid-fusiform
activity being found in only two (S2, S3) of the five
subjects. Similarly, the locations of sources across sub-
jects also varied within regions. For example, SPG and
IPS sources were found in anterior locations for S1
whereas they were more posterior and extending into
SOG for S5. The lateralization of SPG/IPS sources
varied over subjects, with S2 and S4 showing strongly
left lateralized activation but S1, S3, and S5 showing
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strong bilateral activation. Finally, the extent of acti-
vation within particular regions varied considerably.
For example, the SPG/IPS source for S4 was fairly
circumscribed in comparison to a much more ex-
tended source in S3. Notably, it is this last character-
istic, the extent of activation within particular regions,
that appears to be the most significant contributor to
intersubject variability in this study, a finding consis-
tent with the report of Xiong et al. [2000] in relation to
the performance of a complex language task.

Such sources of intersubject variability could be re-
lated to any of a number of factors. For example, there
are considerable inter-individual differences in the
morphology of the cortical surface. Variations in sulcal
and gyral morphology have been a significant issue in
neuroimaging research, where the predominant ap-
proach so far has been to investigate group effects.
Several methods have been established to accommo-
date differences in cortical morphology (e.g., non-lin-
ear warping algorithms such as AIR) [Woods et al.,
1998] in order to combine functional data from single
subjects for group analysis. Such methods clearly as-
sist in enabling the overlap of data from functionally
homologous regions between subjects [White et al.,
2001], but one can only realistically assume a general
correspondence of major structures. It is not clear that
there is such correspondence, though, at the scale of
minor sulci and gyri, or even that such structures are
consistently present across all individuals. Further,
structure-function mapping may vary across individ-
uals irrespective of morphological differences. This
has been noted even in primary sensory cortical re-
gions, with recent work identifying significant inter-
subject variability in functional localization within the
extrastriate cortex in humans [Hasnain et al., 1998].
Finally, cognitive factors may influence variability in
regional deployment during information processing;
these may include, for example, strategic differences
in the approach to task performance, the attentional
resources and/or biases allocated or required during
task performance [White et al., 2001], and differences
in cognitive ability.

But despite such considerations, we were neverthe-
less able to identify sources in the SPG, IPS, and as-
pects of the lingual and fourth occipital gyri, that were
common across subjects and strongly evident in the
group result. These sources might, therefore, be con-
sidered to reflect the core cortical regions critical to the
generation of the visuo-verbal P3. Notably, these re-
gions were strongly and consistently evident during
the evolution of the P3 as well as at its peak. The
striking stability over time of this P3 network is con-
sistent with earlier work investigating cortical dynam-

ics during verbal working memory processing [Clark
et al., 2001].

Functional significance of cortical source activity

This section reviews the functional significance of the
sources identified. The superior parietal lobe, which in-
cludes the SPG and IPS (Brodman Area [BA] 7), has been
demonstrated to play a significant role in attentional
networks concerned with spatial and linguistic informa-
tion, working memory, and visuo-motor integration
[Lynch, 1980]. The SPL has been consistently activated in
a wide range of functional neuroimaging studies of
working memory involving verbal material such as let-
ters and words [Cabeza and Nyberg, 2000]. Activation in
this region has tended to be left lateralized [Awh et al.,
1996; Fiez et al., 1996; Jonides et al., 1997; Rympa et al.,
1999; Smith et al., 1996] in tasks that require only the
maintenance of information on-line [D’Esposito et al.,
1998]. Additional activation in right SPL has been asso-
ciated with an increase in working memory load [Braver
et al., 1997; Cohen et al., 1997; Jonides et al., 1997], and
bilateral activation of the SPL is often observed in de-
manding working memory tasks [Awh et al., 1996;
Honey et al., 2000; LaBar et al., 1999; Schumacher et al.,
1996, Smith et al., 1996], though not in all cases [Isoardi
et al., 1999; Jonides et al., 1997]. Working memory stud-
ies involving numerical material have also activated this
region on the left [Petrides et al., 1993] and on the right
[Coull et al., 1996] and in the IPS region bilaterally
[Manoach et al., 1997]. Spatial working memory tasks
consistently demonstrate superior parietal activations of-
ten bilaterally, sometimes including the IPS [Belger et al.,
1998; Bushara et al., 1999; Courteney et al., 1996; Owen et
al., 1996; Smith et al., 1996], or on the right [Coull & Frith,
1998; Owen et al., 1998]; however, non-verbal, object
working memory tasks do not normally activate this
region [Cabeza and Nyberg, 2000].

The involvement of the superior parietal lobe in a
fronto-parietal network subserving sustained atten-
tion is well accepted [Cabeza and Nyberg, 2000; Me-
sulam, 1998]. Neuropsychological studies have pro-
vided compelling evidence for a role of this region in
attention [Andersen, 1987], as well as evidence from
primate studies [see Mesulam, 1985] and human func-
tional neuroimaging [Benedict et al., 1998; Coull et al.,
1996; Pardo et al., 1991]. The strong reciprocal connec-
tions from posterior parietal cortex area PG in mon-
keys (dorsal portion of the inferior parietal lobe and
caudal banks of the intraparietal sulcus) to the anterior
cingulate gyrus, support a role for this region in at-
tentive aspects of behavior [Goldman-Rakic, 1988; Me-
sulam, 1983]. In humans, the postero-lateral aspects of
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the SPL play a role in spatial information processing,
including the discrimination [Faillenot et al., 1999;
Sugio et al., 1999] and mental manipulation [e.g., Co-
hen et al., 1996; Harris et al., 2000] of spatial features,
spatial attention [Anderson et al., 1994; Corbetta et al.,
1993; Coull and Frith, 1998], and working memory
retention of visuo-spatial information [Bushara et al.,
1999; Coull and Frith, 1998; Courtney et al., 1997;
Goldberg et al., 1996; Owen et al., 1996; Zarahn et al.,
1999].

However, it is clear from the activations obtained
during verbal working memory and related tasks that
this region also has a role in attention to linguistic
stimuli. Coull and Frith [1998] demonstrated that the
superior parietal cortex is involved in non-spatial at-
tention and related working memory processes. It has
been argued, therefore, that this region is part of a
general attention network that that is not only in-
volved in visuo-spatial attention but also involved in
the processing of linguistic stimuli [Posner et al., 1988]
and thus does not merely map spatial co-ordinates
[Mesulam, 1998]. Rather, this region is a critical gate-
way involved in accessing, binding, and integrating
sensory information related to the conceptual repre-
sentation and exploration of extra-personal space [Me-
sulam, 1998]. Such convergence of information in this
region supports the suggestion that the superior pari-
etal lobe is implicated in visuo-motor integration
[Creutzfeldt, 1995; Hyvarinen, 1982]. In primates, this
region appears to map the contralateral visual field
[Galletti et al., 1999a,b] and links to anterior sensory
and motor regions, which suggests a role in providing
spatial information for visuo-motor integration [e.g.
Andersen et al., 1997; Caminiti et al., 1999; Galletti et
al., 1995, 1997, 1999a,b; Johnson et al., 1993]. In hu-
mans, this region processes visuo-spatial information
for stimulus-guided movement [Alexander et al., 1992;
Grafton et al., 1992, 1998; Kertzman et al., 1997; Levine
et al., 1978; Otsuki et al., 1999; Paolino et al., 1983].
Lesions in certain areas of the left (usually) posterior
parietal lobe impair the planning and execution of
object-related and purposeful actions, termed apraxia,
indicating an inability to integrate the sensory input
into an action or motor symbol, even though there is
no apparent motor defect [Creutzfeldt, 1995]. The in-
ability to convert sensory stimuli into satisfactory ac-
tions, or to relate the surrounding sensory signals to a
scheme of action has been found to be common to all
defects of parietal lobe [Creutzfeldt, 1995].

Source activation of the SPL found in the present
study supports the proposition that the IPS and SPG
may have a significant role in P3 generation [Halgren
et al., 1998a]. The sources identified here in the SPG

and IPS were consistent with those of Hinton et al.
[1999] who found activity in the SPG to targets. Fur-
ther, the intraparietal sulcus has previously been sug-
gested as a likely generator of the scalp P3 based on
demonstration of local generation of P3-like potentials
in this region [Baudena et al., 1995; Halgren et al.,
1998a]. The SPL is one of several areas that have been
found to be involved in event-related fMRI studies of
target processing [Hinton et al., 1999]. This involve-
ment suggests a role for these regions in attentional
modulation of the contents of working memory
through visuo-motor integration, specifically the link-
ing in working memory of sensory representations to
motor programs for the purpose of contingent action.
Thus, the IPS may play a role in directed attention and
visuo-motor integration, which contribute to the selec-
tion of an appropriate motor response to behaviorally
relevant visual cues [Manoach et al., 1997] such as task
relevant stimuli that consistently elicit a P3.

Source activity observed predominantly in the su-
perior parietal lobe extended posteriorly into the re-
gion of the superior occipital gyrus, tracking the path
of the posterior descending aspects of the IPS. Al-
though activity in the superior occipital gyrus was
unexpected, it is conceivable that these regions may be
partially involved in generation of the scalp recorded
P3. Architectonically, this region is the extrastriate
visual association cortex (BA19) sending part of its
major output to posterior parietal lobe, suggesting
that the region is predominantly involved in visuo-
spatial processing [Mesulam, 1985]. The extrastriate
visual association areas are extensively interconnected
with other regions, and appear to be heavily involved
in the integration of visual information with the brain
systems subserving speech and other executive func-
tions [Walsh, 1987]. Functional imaging studies in hu-
mans investigating spatial working memory function
have repeatedly shown activity in the superior occip-
ital gyrus, while activity in this region has also been
observed during verbal and object working memory,
often bilaterally [Coull et al., 1996; D’Esposito et al.,
1998; Fiez et al., 1996; Salmon et al., 1996]. The left
extrastriate visual association area has been activated
during the encoding of letters during working mem-
ory [Rypma and D’Esposito, 1999], as well as during
semantic monitoring of words during working mem-
ory [McLeod et al., 1998]. The functional significance
of this region has been interpreted as possibly reflect-
ing an increase in visual attention under certain work-
ing memory conditions [Cabeza and Nyberg, 2000].

Activation in the region including the posterior lin-
gual gyrus and junction of the inferior/fourth occipi-
tal gyrus and posterior fusiform gyrus on the ventral
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surface of the brain was unexpected. However, a con-
siderable body of functional neuroimaging [see Ca-
beza and Nyberg, 2000] and neuropsychological [see
Friedman et al., 1993; Walsh 1987] work highlights the
significance of this extrastriate region in the process-
ing of visual word forms. Fiez and Petersen [1998]
reviewed neuroimaging studies involving reading
and found that the left occipital and occipitotemporal
regions (BA18 and 37/19) in the posterior fusiform
area were involved consistently in visual analysis of
word-like stimuli. Petersen et al. [1988, 1990] sug-
gested that left ventral occipito-temporal region (pos-
terior junction of the lingual and fusiform gyri) might
be part of a network that codes visual word forms.
There are, however, two notable exceptions to these
findings. Price et al. [1996] did not find activity in the
inferior occipital/lingual/fusiform region activated
when subjects were reading words compared to when
viewing false fonts. However, this result could be
explained by the findings of Nobre et al. [1994, 1998]
who reported activation in this region to all types of
letter strings. Thus, activation in this region would not
have been highlighted in the statistical comparison of
Price et al. [1996]. More recently, Cohen et al. [2000]
found activation only in the mid portion of the left
fusiform common to both left and right visual hemi-
field presentation of words, with hemifield specific
activity in contralateral posterior and mesial occipito-
temporal region, suggesting that activity in this area
may be related to early stages of visual processing
rather than activity of a specific visual word form area.
In contrast, though, neural generators associated with
word reading have been identified in the lingual gyrus
using ECD source modeling [Hinojosa et al., 2000;
Kuriki et al., 1998] and in the ventral area continuous
from lingual gyrus to fusiform gyrus predominantly
on the left [Kuriki et al., 1998]. Lastly, activity in this
region has also been observed in verbal working
memory tasks on the left [Beuregard et al., 1997;
Paulesu et al., 1993, 1995; Salmon et al., 1996] and
bilaterally [Chee et al., 1999; Coull et al., 1996; Honey
et al., 2000].

The neuropsychological literature also provides
compelling evidence for the role of this region in
processing visual word forms. Lesions of the left ven-
tral occipital region and the splenium [the posterior
portion of the corpus callosum) result in pure alexia
(word blindness) [Walsh, 1987], which consists of a
failure to recognize words without evidence of other
language disorders such as speech and writing deficits
[Walsh, 1987]. This syndrome evolves when areas that
are thought to encode visual word-forms in the left
hemisphere are disconnected from and therefore can-

not communicate with other language areas [Mesu-
lam, 1998]. Visual information received by the right
occipital lobe cannot reach the left (language) hemi-
sphere because of interruption of the inter-hemi-
spheric fibers in the splenium [Walsh, 1987]. Lesions
to the splenium interfere with the inter-hemispheric
transfer of visual information from the right hemi-
sphere to the visual word form and transmodal lan-
guage areas in the left hemisphere [Mesulam, 1998],
usually as a result of infarction of the distribution of
the posterior cerebral artery [Walsh, 1987]. Thus, pure
alexia results from lesions that prevent both the ipsli-
ateral and contralateral visual representations from
reaching language areas in the left temporoparietal
region [Mesulam, 1985].

Further down the ventral “what” stream of visual
processing, along the basal surface of the brain in the
mid-fusiform gyrus, it has been established that there
is an area specialized for the encoding of word-forms
and word-like letter strings [Nobre et al., 1994; Puce et
al., 1996]. Intracranial studies have found a positive
polarity potential around 400 msec post-stimulus in
the anterior temporal lobe, which was sensitive to
semantic content and not elicited by non-words, faces
or checkerboards and faces [Nobre et al., 1994]. Re-
sults suggest a specialized stream within the ventral
visual pathway for processing of written words, lead-
ing to a specific region that has been located slightly
laterally to the fusiform face area [Nobre et al., 1994;
Puce et al., 1996]. Data from patients suggests that
word processing in this region is bilateral [Nobre et
al., 1994]. Kiehl et al. [1999] found bilateral activity in
the fusiform for both concrete and abstract words
during a lexical decision task, whereas Cohen et al.
[2000] found left lateralized activations in the mid
portion of the fusiform common to both left and right
hemifield visual word presentation. Herbster et al.
[1997] also found activation of the left fusiform when
comparing irregular words with regular words, and
concluded that this region was involved in semantic or
symbolic analysis of visual word forms. The available
evidence favors the view that the junction of the pos-
terior fusiform, lingual gyrus, and inferior occipital
gyrus has a very early role in the processing of visual
word forms as it is sensitive to all types of letter
strings, whereas the mid-fusiform is sensitive to se-
mantic content and context [Nobre et al., 1994].

Small regions of activity in pre and post-central gyri
were observed in all subjects, though not in the group
result, probably due to the large intersubject variabil-
ity in the relative positions of these activations.
Yamazaki et al. [2000] also found P3 activation in these
regions using a multiple ECD approach and attributed
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it to the motor readiness potential, though the support
for this attribution is equivocal [Ilan and Miller, 1999;
Pritchard et al., 1999; Salisbury et al., 2001]. In this
instance, it is probable that such activity represents the
very early stages of visuo-motor integration in prepa-
ration for the required response to targets.

Several regions that were predicted to be active on
the basis of previous literature were not found to be so
in the present study. These include the middle frontal
gyrus (MFG), superior temporal region (STS, STG),
temporo-parietal region, and supramarginal gyrus
(SMG) of the inferior parietal lobe (IPL). Previous
functional imaging studies of working memory from
our laboratory, employing essentially the same para-
digm [Clark et al., 2000a,b] have identified bilateral
activation in dorsolateral prefrontal (MFG) and infe-
rior parietal (SMG) cortical regions during working
memory updating tasks although task comparisons
did not differentiate between target and non-target
processing. The current findings are somewhat incon-
sistent with activation found during target processing
in functional imaging studies, where activity has been
observed in MFG [Krino et al., 2000; McCarthy et al.,
1997], SMG [Hinton et al., 1999; Linden et al., 1999;
Menon et al., 1997; McCarthy et al., 1997] and STG
[Hinton et al., 1999]. A possible explanation for the
inconsistency between the current results and previous
fMRI studies is the issue of the temporal lag of the
hemodynamic response critical to localization in func-
tional neuroimaging studies. Even though the temporal
resolution of event-related analyses of functional imag-
ing data is superior to conventional block designs, the
technique still has inherently limited temporal resolution
(seconds) in comparison to electrophysiological tech-
niques (milliseconds). A consequence of this limitation in
the temporal resolution of functional neuroimaging is
that activation maps represent an integration of pro-
cesses across the full time window of the event-related
potential and, therefore, identify all regions involved
during task performance not simply those associated
with the P3 component. In contrast, the approach em-
ployed in the present study enabled the identification of
regions activated specifically during the P3 component.
The principal finding of sources of the P3 to target words
in the IPS and SPG provides support for the intracranial
evidence of Halgren et al. [1994a]. Intracranial depth
recordings have shown large amplitude, often highly
focal P3-like waveforms in the superior parietal lobe
[Baudena et al., 1995; Halgren et al., 1994a, 1995a, 1998a].
It is particularly relevant that P3-like potentials were
obtained for visual and auditory stimuli, including re-
peated words and faces [Halgren et al., 1994a,b], sug-
gesting the modality independence of this region.

The findings of the present study are contrary to the
suggestion that activity in the inferior parietal lobe is
likely to make the dominant contribution to the scalp
P3 [Menon et al., 1997; Smith et al., 1990], though it has
been noted [Halgren et al., 1995a] that the intracranial
parietal P3 observed by Smith et al. [1990] was at an
earlier latency than the conventional P3 observed at
the scalp and may, thus, reflect independent func-
tional activity. The results of the present study are also
inconsistent with the findings of Yamaguchi and
Knight [1991a,b] and Knight et al. [1990] who found
that lesions to superior parietal region do not affect the
scalp recorded P3. Further, lesions of the temporo-
parietal region, including the superior temporal gyrus
(STG) and supramarginal gyrus (SMG) of the inferior
parietal lobe (IPL), have consistently been associated
with an absence or diminution of the scalp P3 [Knight,
1990; Knight et al., 1989; Yamaguchi and Knight,
1991a,b, 1993]. The explanation for the apparent in-
consistencies with the lesion work of Yamaguchi and
colleagues is unclear at this time.

It has been well argued that the MTL contributes to
the generation of the scalp P3 in conjunction with
more superficial cortical regions [McCarthy and
Wood, 1987; McCarthy et al., 1989; Wood and Mc-
Carthy, 1985; Stapleton and Halgren, 1987]. This sug-
gestion is apposite since the paralimbic (parahip-
pocampal gyrus) and limbic regions (hippocampus)
play a critical role in emphasizing the behavioral rel-
evance of a stimulus [Mesulam, 1985]. However, the
magnitude of the contribution of MTL activity to
scalp-recorded potentials remains unclear [Altafullah
et al., 1986], since the potential due to such deep
sources would be strongly attenuated during volume
conduction to the scalp [Nunez, 1985]. In addition, the
Laplacian transformation also introduces attenuation
of deep sources, as it enhances underlying local corti-
cal activity by reducing global contributions to the
scalp potential [Nunez, 1995], thus favoring more su-
perficial sources.

Some evidence suggests that the contribution of
such deep sources to the scalp is limited to regions
very close to the generating source [Altafullah et al.,
1986]. Stapleton and Halgren [1987] have argued that
depth potentials may be psychologically and physio-
logically related to an observed scalp potential whilst
not be biophysically a part of the scalp electrical field.
The hippocampal formation is a site of considerable
neuroanatomic convergence [Zeineh, 2001] and re-
ceives its cortical input predominantly via the para-
hippocampal areas [Mesulam, 1985] from hetero-
modal association cortical areas. The posterior parietal
cortex (area 7a in monkeys) has strong reciprocal di-
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synaptic connections to area CA1 of the hippocampus
[Clower et al., 2001]. It is likely that the MTL P3
activity is functionally related to the activity observed
in the SPL, due to the demonstrated reciprocal inter-
connectivity between these regions, with some evi-
dence to suggest that the input from the hippocampus
to area 7a is stronger than the reciprocal connection
from 7a [Clower et al., 2001]. Thus, although there is
strong evidence to suggest an involvement of the MTL
in generation of the P3, it is unlikely that activity in the
MTL region is contributing significantly via volume
conduction to the scalp P3.

Cortically constrained source
localization methodology

The use of cortical surface constraints and distrib-
uted source models in electromagnetic scalp field
analysis is a relatively recent advance [e.g., Dale and
Sereno, 1993; George et al., 1995; Simpson et al, 1995].
There are, however, a number of issues relating to the
method used for cortically constrained analysis. One
such issue pertains to the use of the Laplacian trans-
formation of scalp-recorded ERPs, as opposed to using
the average reference, prior to calculating the forward
model. The problems surrounding the reference elec-
trode in relation to scalp potentials have been well
documented [see Nunez et al., 1991]. The method of
referencing chosen can influence the outcome of
source modeling since the reference must be taken
into account during the calculation of the forward
solution. If a physical reference is used, any error in
computing the forward solution for the reference will
influence the calculation for all other electrodes, giv-
ing an unacceptable bias to reference modeling errors.
Thus, there is an advantage to using non-referential
montages, such as common average reference or
Laplacian for source modeling.

Conventionally, the common average reference
transformation has been applied to scalp voltage data
to obtain reference-free data prior to source modeling.
The average reference transformation is used to ap-
proximate an inactive reference with zero potential, by
subtracting the mean of all electrodes at each time
point from each scalp electrode [Junghöfer et al., 1999].
The procedure assumes that the scalp activity is suf-
ficiently random, so that the sum of potentials at each
electrode will approximate zero. However, this as-
sumption does not hold for evoked or event-related
potentials, as they are essentially non-random due to
signal averaging [Bertrand et al., 1985]. Further, the
calculation of the average reference is problematic due
to incomplete head coverage of conventional EEG ar-

rays [Junghöfer et al., 1999]. Incomplete coverage bi-
ases the average reference such that it is non-zero, thus
violating a fundamental assumption of the technique
[Bertrand et al., 1985]. This will cause potential ampli-
tudes to be smaller for electrodes located in the center
of the electrode array than for those located on the
periphery [Junghöfer et al., 1999]. Further, the average
reference transformation provides no meaningful met-
ric for neurophysiological interpretation of estimated
source activity. The related justification for using the
Laplacian transformation is discussed at some length
in the Method section. However, it is worth referring
here to the recent work by Babiloni et al. [2000], which
demonstrated significantly increased spatial localiza-
tion power relative to weighted minimum norm esti-
mates based on raw potentials, in terms of both lower
dipole localization error and lower spatial dispersion.

A potential criticism of using the Laplacian trans-
formation prior to source modeling is that it will at-
tenuate deep cortical sources. Indeed, it has been es-
timated that such attenuation is two times that
obtained without use of the technique. Nevertheless,
the present study was able to identify deep cortical
sources in the mid-fusiform gyrus (FG) extending into
the anterior transverse collateral sulcus (ATCS) in two
subjects, suggesting that use of the Laplacian is a
viable option. In a related matter, it is generally ac-
cepted that dipole localization algorithms tend to mis-
interpret widespread superficial cortical sources as
localized deep sources [Nunez, 1990], so it can be
argued that the spatial filtering properties of the
Laplacian may help obviate such localization errors
[Nunez and Westdorp, 1994].

Another matter concerns the use of the minimum
norm to find a unique inverse solution [Crowley et al.,
1989; Hämäläinen and Ilmoniemi, 1984; Wang et al.,
1992]. There is no physiological basis for the minimum
norm algorithm and so the particular anatomical lo-
calization it provides may be false. Nevertheless, by
restricting the problem to the cortical surface, a con-
straint that offers high physiological plausibility, the
potential for error is significantly reduced. Further, the
minimum norm provides a relatively conservative ap-
proach with regional accuracy bought at the expense
of limited spatial precision. This lack of precision
helps explain the large spatial extent of many of the
reconstructed sources reported in this study. Prior
knowledge can be used to increase confidence in the
minimum norm solution and, in the present study, the
regions activated were largely consistent with those
found in the relevant functional neuroimaging work.
The validity of source localization may also be as-
sessed using single subject fMRI to provide conver-
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gent source information. Ongoing work is examining
this possibility by weighting ERP source estimation
parameters with the fMRI source probability matrix.

The last issue for consideration is the use of group
averaging to obtain a group cortically constrained re-
sult across subjects. Recent work has demonstrated
the use of cortical surface–based deformation proce-
dures to morph reconstructed cortical surfaces for
each subject into an average spherical representation
[Dale et al., 2000; Fischl et al., 1999a,b] that aligns
sulcal and gyral features across subjects while mini-
mizing geometric distortion. Although the present
study employed a high degree of freedom non-linear
warping, it is unlikely that this approach would have
been as accurate as the spherical deformation tech-
nique used by the MGH group [Dale et al., 2000; Fischl
et al., 1999a,b] in representing the average cortical
surface.

Conclusions

This study demonstrated cortical sources of the
visuo-verbal P3 to targets in the intraparietal sulcus,
superior parietal lobe, and aspects of the lingual and
fourth occipital gyri. The findings provide support for
the proposition that sources in the superior parietal
lobe make a significant contribution to the P3 ob-
served at the scalp. The functional significance of ac-
tivity in this region has been interpreted to reflect the
involvement of working memory and associated at-
tentional and visuo-motor integrative processes. The
concomitant activity in lingual/inferior occipital gy-
rus is taken to reflect activation of regions associated
with the analysis of visual word forms.
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