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Abstract
Kessler k6 psychological distress scores are analyzed using a count model and item response the-

ory (IRT) models are applied to the items which produce the k6 score and generate an alternative

distress score, θ*. Other ways of utilizing the constituent items are also examined. The data used

in the analysis comes from the 2014 National Survey of Drug Use and Health. Three important

results emerge. First, θ* and k6 are not highly correlated and their distributions are quite different.

The k6 score gives a much more favourable picture of mental health than θ*. Second, k6 does a

much better job in explaining participation in treatment programs than θ* suggesting a very lim-

ited role for IRT methods in the analysis of psychological distress data. As a diagnostic tool k6

is an effective and simple way of summarizing the item data. Third, for researchers interested

in which individual characteristics determine psychological distress better results are obtained

by analyzing the six constituent items which are used to generate the k6 score using ordered

probability models rather than k6 itself.
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1Threshold points usually refer to severity levels and increase the more time

spent with the malady. They are estimated as parameters in item and IRT models.
1 | INTRODUCTION

The Kessler k6 psychological distress score, Kessler et al. (2001),

Kessler et al. (2002), and Kessler et al. (2010) and the World Health

Organization Disability Assessment Schedule, WHODAS 2.0 (World

Health Organization [WHO], 2010), are non‐specific screening scales

for psychological distress. They are used to identify patients with seri-

ous mental illness and are operational in many countries. They are

based on six or eight questions that ask respondents to evaluate how

they feel about themselves in terms of how much anxiety or lack of

self‐worth they are experiencing. The list of specific questions for

the Kessler score appears in Section 3. These questions are summa-

rized by the k6 or theWHODAS score which is just the sum of the item

category answers for each respondent. Answers to questions are

frequencies of having a particular attribute, a feeling of hopelessness,

for example. Respondents can give five possible responses: none of

the time, a little of the time, to all of the time. In the National Survey

of Drug Use and Health (NSDUH) the category codes are 1 for all of

the time and 5 for none of the time. Usually codes run the other way

from 0 to 4 and this gives the usual k6 score which runs from 0 to 24

with high scores indicating serious psychological distress.

Because of the way the item outcomes are coded and the additive

nature of the k6 score it has some undesirable properties. First, using

category codes running from 1 to 5 in a regression model imposes
wileyonlinelibrary.com/jo
the condition that differences in the severity of the distress between

categories are the same no matter what category is being considered.

This is not a very plausible condition to impose on the item data and

it is not supported by statistical models that are designed to analyze

this type of data (see Greene, 2008, chapter 23). Ordered probability

models with a set of equally spaced threshold points1 are always

rejected in favor of models with unequally spaced threshold points

when these are applied to the individual items. As one would expect

in terms of the importance of an increase in a psychological attribute,

going from none of the time to a little of the time is not the same as

going from most of the time to all of the time.

Secondly, there many different outcomes that end up having the

same k6 score. This leads to a lack of precision in evaluating individual

psychological distress. Patients with low levels of distress on many

items can get the same score as a patient with high levels of distress

on a few of the items.

Thirdly, there is also a lack of precision that arises because the

items are highly correlated. This effectively involves some double

counting and can lead to inflated scores.

Fourth, the procedure gives equal weights to the six items. This

assumes that they are of equal importance in determining the type
Copyright © 2016 John Wiley & Sons, Ltd.urnal/mpr 1 of 6
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of treatment a respondent receives, a result which is not supported

by the data.

Some of these issues have been recognized by researchers in the

area and this has led to the use of item response theory (IRT) models

applied to the individual items which serve as the basis for these

aggregate scores (see for, example, Kessler et al. [2010], and Kryner,

Osborne, Duck, Houkamou, and Sibley [2013]). While this procedure

could be seen as an improvement over using crude aggregate scores

since the first three problems noted earlier disappear when an IRT

model is used, it has not replaced the Kessler and WHO scores in

the process of screening for serious mental illness. IRT results have

mainly been used to improve the k6 score by using the severity

(threshold) parameters to weight the higher level outcomes. But most

researchers find that unweighted and weighted scores are highly

correlated.

In addition there is a score which can be derived directly from an

IRT model which is the Bayesian conditional mean, θ* first proposed

by Lindsay, Clogg, and Crego (1991). This an alternative to k6 and

can be compared to k6 in terms of its ability to explain which respon-

dents get treatments as well as which regressors are important in

explaining psychological distress.

The fourth problem turns out to be quite serious and requires

alternative procedures to address it. In addition to the psychological

scores the NHDUS also asks respondents whether they received any

treatment for mental illness. This data is analyzed using the two scores

already mentioned but two alternative representations of the psycho-

logical item are also considered. First k6 is disaggregated into its con-

stituent sub‐scores {ij j = 1, 2 … 6} where, of course,

k6 =∑6
j¼1ij:

Using the sub‐scores tests the hypothesis that all of the items

are equally important. As will be seen there is considerable variation

in the importance of sub‐scores and use of k6 suppresses these

differences. The second representation of the item data is the vector

D = {dh, h = 1, 2 … 24} of dummy variables for the individual non‐zero

item outcomes. This is the most general way of representing the item

data in the analysis of treatments.

The paper is organized in the following way. First an IRT model is

applied to the six items used to generate the k6 scores. The technical

details concerning the model are outlined in the Appendix. Its relative

performance is evaluated by comparing its statistical characteristics

with those of k6. Other alternatives to k6 are then explored. The

results of this exercise are shown later where all measures of psycho-

logical distress are evaluated in terms of their ability to explain
TABLE 1 Average k6 scores for males and females by age group

Males

Age group Mean Sample size Percen

k6 k6 =

18–23 4.94 6132 0.1

24–34 4.01 3763 0.2

35–49 3.50 5208 0.2

50–64 3.06 2415 0.3

64+ 2.51 1623 0.3

Average/sum 3.92 19141 0.2
participation in treatment programs. The next section describes the

data used in the analysis.
2 | DATA

The data comes from the 2014 NSDUH. The k6 score is based on a set

of items which represent the psychological problems that afflict the

respondents. They are asked how often they experienced over the last

month the following six conditions. The answers run from none of the

time to all of the time and there are five gradations in the possible

replies.

The items are:

1. How often did you feel nervous?

2. How often did you feel hopeless?

3. How often did you feel restless or fidgety?

4. How often did you feel so depressed that nothing could cheer you

up?

5. How often did you feel that everything was an effort?

6. How often did you feel worthless?

They are scored from 0 to 4 where 4 represents all of the time.

The k6 score is just the sum of these six item scores so it ranges from

0 to 24. The information in Table 1 gives k6 scores by gender and age‐

group.

As well as information on the respondent's psychological state the

survey elicits demographic data. This includes age, marital status,

income, educational attainment as well as data on smoking and alcohol

use. The specific respondent variables are listed in Table 2. There are

also three treatment variables which are denoted as T1, T2, and T3.

The first is a dummy variable which takes the value one if the respon-

dent had any medicine prescribed for mental health issues. The second

indicates mental health outpatient treatment, and the third is for any

mental health treatment. The survey is quite large so that models can

be applied to both age‐group and gender specific data.

As the data inTable 1 shows, there is an obvious need to disaggre-

gate the data by gender and age group as k6 scores differ across these

two classifications. The most distinguishing features of the data in

Table 1 is the decline in psychological distress as the population ages

and the lower rates of distress for men.
Females

tage Mean Sample size Percentage

0 k6 k6 = 0

7 5.92 6686 0.12

3 4.63 4512 0.18

8 4.23 5891 0.21

3 3.78 2902 0.26

8 3.03 1943 0.29

5 4.66 21941 0.19



TABLE 2 IRT and negative binomial regression parameter estimates:
males aged 24–34

IRT model Negative binomial model

ln(income) –0.19 (0.01) –0.16 (0.02)

Race

Black 0.08 (0.04) 0.10 (0.06)

Asian 0.09 (0.06) 0.08 (0.08)

Hispanic 0.06 (0.03) –0.10 (0.05)

Other 0.15 (0.06) 0.17 (0.08)

Education

High school graduate 0.04 (0.04) 0.09 (0.06)

Some college 0.19 (0.04) 0.24 (0.06)

College graduate 0.26 (0.04) 0.32 (0.07)

Smoking behavior (cigarettes per day)

<1 0.19 (0.03) –0.04 (0.11)

2–5 0.02 (0.08) 0.21 (0.09)

6–16 0.14 (0.04) 0.14 (0.06)

16–25 0.17 (0.04) 0.14 (0.06)

26–35 0.25 (0.07) 0.17 (0.07)

36+ 0.87 (0.16) 0.50 (0.16)

Alcohol use (days per month)

1–7 –0.08 (0.03) –0.09 (0.04)

8–12 –0.01 (0.04) –0.12 (0.06)

13–18 –0.03 (0.06) –0.17 (0.08)

19–23 0.04 (0.05) 0.04 (0.08)

24–30 0.18 (0.06) –0.02 (0.09)

Dispersion parameter σ 1.90(0.03) b 1.05 (0.02)
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3 | RESULTS

The IRT item severity and variance parameters are shown in Table 3

for the male age group 24–34.

Other age groups were examined but produce qualitatively similar

results, although the parameter estimates are not the same for all gen-

der specific age groups. The Verhelst–Glas (Verhelst & Glas, 1995) nor-

malization rule is used to identify the parameters.

Under this normalization rule one of the severity and one of the

variance parameters has to be chosen arbitrarily; δ1 and σ1 are set

equal to 0 and 1, respectively. As required, the severity increase with
TABLE 3 Estimated category severity and variance parameters: males age

Psychological distress item j κj1

Felt nervous 1 0.0 –0.3

Felt hopeless 2 –0.38 (0.07) –0.1

Felt restless 3 –0.34 (0.07) 0.1

Felt depressed 4 –0.51 (0.08) 0.0

Everything was an effort 5 0.79 (0.08) 1.8

Felt worthless 6 –0.61 (0.09) 0.0

The categories are: 1 is all of the time, 2 is most of the time, 3 is some of the ti
brackets.
the category. These results are similar to those found using Australian

data by Kryner, Osborne, Duck, Houkamou, and Sibley (2013). With

the exception of the felt worthless item the variance terms are all sig-

nificantly different from unity.

Table 2 displays the regression parameter estimates for both the

item response model and the negative binomial count model for the

variable k6. This distribution is well suited for analyzing the data since

it is over‐dispersed (the mean of k6 is substantially less than its vari-

ance). It fits the data much better than the linear regression model.

Two significant results emerge from Table 2. First, the estimated

coeffcients are similar for both methods. Secondly, having a higher

income, consuming moderate amounts of alcohol, not smoking all lead

to better mental health. But contrary to what might be expected being

better educated does not.

Where the two methods differ is in the score distributions which

are displayed in Table 4 for each method by quintile for the age group

24–34. The score for the IRT model is the conditional mean of θ, E(θ|y).

As Table 4 indicates the k6 score gives a much lower average level of

psychological distress than the IRT score. The two scores are quite dif-

ferent and the correlation between the two scores is 0.79 for this age

group.

InTable 5 the ability of the all of methods to explain who received

treatment for mental health problems is analyzed.

The mental health treatment variables are labeled T1 to T3. The

criterion used to evaluate each model is McFadden's R2. This

measures the percentage increase in the ln‐likelihood function over

baseline which is a model which has no regressors other than an

intercept term. In the first column only X, the set of variables which

describe the respondent's characteristics and are those which appear

in Table 2, are used to explain the treatments. The second column

uses θ* as the regressor. Furthermore, X are not included as regres-

sors since they are already included in θ*. The R2 coeffcient for X

and k6 in the third column is significantly larger than that for θ*. Thus,

k6 does a much better job in explaining who receives treatments than

θ* in spite of the earlier noted limitations in the way it is constructed.

The reasons for this will be explained later. In column 4 the compo-

nents of k6, i1 to i6, and X are used as regressors. These do signifi-

cantly better than k6. It is also the case that the regression

coeffcients differ substantially over the sub‐scores, a point which will

be helpful in the later discussion of how θ* performs. The individual

item dummies are the best performers and models involving them

should be used if the objective is to determine which respondent

characteristics are most important in determining who receives
d 24–34

κj2 κj3 κj4 σj

8 (0.06) 0.63 (0.06) 1.74 (0.06) 1.0

0 (0.06) 0.90 (0.06) 2.02 (0.06) 0.58 (0.02)

2 (0.06) 1.12 ( 0.06) 2.24 (0.06) 0.71 (0.03)

4 (0.06) 1.05 (0.06) 2.17 (0.07) 0.74 (0.02)

0 (0.07) 2.81 (0.07) 3.93 (0.07) 1.20 (0.02)

8 (0.06) 1.09 (0.06) 2.21 (0.09) 1.05 (0.04)

me, 4 is a little of the time and 5 is none of the time. Standard errors are in



TABLE 4 Score distributions for θ* and k6

Quintile θ* k6

Q1 0.45 0.60

Q2 0.29 0.22

Q3 0.15 0.11

Q4 0.11 0.05

Q5 0.01 0.02

Sum 1.0 1.0

Note: Quintile 1 (Q1) represents respondents with the lowest level of psy-
chological distress for both indexes.

TABLE 5 Goodness‐of‐fit statistics for all treatment models: males
aged 24–34

R2

X θ* X,k6 X,I X,D

T1 0.07 0.10 0.18 0.19 0.21

T2 0.08 0.12 0.19 0.20 0.23

T3 0.07 0.10 0.18 0.19 0.20

Note: R2, McFadden's R‐squared; X is a vector of respondent characteris-
tics; I is the vector of sub‐scores; D is the vector of item dummies.
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treatment. It should also be noted that the increases in R2 are signif-

icant as one moves from left to right in Table 5.

Table 6 shows that the effects of the individual sub‐scores are not

the same in explaining treatments and what is particularly interesting is

that not all of the six items are significant in explaining them. Having

the second malady actually reduces the probability of all three

treatments.

The validity of k6 as a reliable measure of mental health depends

on what use is being made of it. Researchers who are interested in

which respondent characteristics are important in determining phyco-

logical distress should apply ordered probability models to the individ-

ual items. This is more informative than trying to explain k6 and, as

already noted, what matters depends on which item is being examined.

But as a diagnostic tool, k6 is an effective and simple way of summariz-

ing the item data and it outperforms θ*. It looses some of its precision

due the inclusion of non‐significant items. Because of this practitioners

might like to examine some of the individual item outcomes in addition

to k6. On balance, however, there is no reason not to continue using k6

as a diagnostic tool.
TABLE 6 Probability model parameter estimates for the effects of i1
to i6 on mental health treatment indicators, ages 24–34

T1 T2 T3

i1 –0.46(0.08) –0.30(0.10) –0.41(0.08)

i2 0.023 (0.11) 0.06 (0.13) 0.11 (0.10)

i3 –0.26(0.08) –0.22(0.09) –0.23(0.07)

i4 –0.40(0.11) –0.39(0.12) –0.44(0.10)

i5 –0.09 (0.07) –0.19(0.09) –0.09 (0.08)

i6 –0.15 (0.10) –0.14 (0119) 0.09 (0.09)
4 | DISCUSSION AND CONCLUSIONS

As Table 6 shows items 1, 3, and 4 are the items that matter when

treatments are being considered. The others are not significant. The

individual items also explain much more of the variation in respondent

participation in treatment programs than θ* suggesting a rather limited

role for IRT methods in the analysis of psychological distress. There are

no computational costs associated with its use and that makes it acces-

sible to a wide range of health professionals who do not have access to

or the competence to use sophisticated statistical software.

IRT models avoid some of the problems associated with additive

representations of item information. The question then arises as to

why they perform so poorly compared to k6 or alternative measures

of psychological distress. The first reason is that it imposes restrictions

that are not supported by the data. The IRT model assumes that the

regression parameters are the same for all items, an assumption which

is not supported by the application of ordered probability models to

the individual items. Although individual variance parameters can be

identified and are allowed to differ across the items there are still dif-

ferences in the item parameter estimates that are not accounted for by

introducing item specific variance parameters.

There is a second more subtle reason. In the Appendix Equation

A4 gives the components of θ*; there is a mean function which

depends on the variables describing respondent characteristics and

the conditional mean of the random effect. Here the regressors are

not particularly informative about who receives treatment, as column

1 of Table 5 shows. The random effect contributes more to the var-

iation in treatments than the mean but it also is not a good substi-

tute for the item information itself. Although k6 is not the best

way of using the item information to explain participation in treat-

ments it does quite well and does not depend on regressors. This

explains why X and k6 explain so much more of variation in

{Tk, k = 1, 2, 3} than θ*.
5 | APPENDIX: ITEM RESPONSE MODELS

Item response models have been used extensively in the analysis of

educational test scores. Discussion of the method begins a brief review

of how test scores are analyzed. Some of the more important recent

references for this work are Bock and Moustaki (2007), von Davier

and Carstensen (2007), Downing and Haladyna (2006), and Aitkin

and Aitkin (2011).

To understand the content of this theory some notation is

needed. Let there be V individuals and let the ability of individual v

be θv. Consider a group or cluster of J test questions, or items as they

are referred to in the literature. Let the vector yv = (yv1, yv2 … yvJ)

where yvj ∈ {0,1} are the values of v responses to the J items. In this

“dichotomous” case there is just one right answer and getting the cor-

rect answer for item j makes yvj = 1. There is a long standing tradition

in the test score literature of attributing item success to the differ-

ence between the individual's ability and the item's diffculty. In this

framework item responses are generated by a latent variable, y�vj ,

crossing a diffculty threshold δj. This
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latent variable is defined as

y�vj;¼ θv þ uvj (A1)

where

θv ¼ μv β;Xvð Þ þ εv (A2)

and

μv β;Xvð Þ ¼ β0 þ ∑K
k¼1xvkβk (A3)

when there are regressors present. It has a component which

depends on the individuals personal characteristics as well as a random

component which represents individual characteristics that are not

observable to the researcher.

The Lindsay, Clogg, and Crego (1991) score associated with the

IRT model, which is the conditional expectation of θv given the item

outcomes is defined as

θ�v ¼ μv β;Xvð Þ þ E εv jyvð Þ (A4)

Equations A2 and A3 are the same equation as (4.14) in Adams

and Wu (2007). This is an error components model where εv and uvj

are independent, E(εv) = E(uvj) = 0, and the distribution of uvj depends

on the characteristics of item j. The uvj values are independent and

independent fromΦv, and δj is the level of diffculty of item j. Individual

v will answer item j correctly if y�vj > δj. Conditional item probabilities are

then defined as

Pr yvj ¼ 0jεv
� � ¼ Pr uvj≤δj−μv β;Xvð Þ−εv

� �

¼ Φ δj−μv β;Xvð Þ−εv ; σj

� �

¼ Φvj εvð Þ (A5)

whereΦ is the cumulative normal distribution,σ2
j is the variance of

uvj, Xv is a vector of the characteristics of v, and β is a vector of regres-

sion parameters which is the same for all individuals.2 In this model the

notions of ability and diffculty are separate. Ability does not depend on

the item and item diffculty is the same for all individuals.

The conditional likelihood function for this model is

L β; δ; σjεð Þ ¼ ∏V
v¼1∏

J
j¼1φ

1−yvj 1−φvjð Þyvj
�

vj (A6)

Since the random effect in ability, εv, is not observable the average

or integrated likelihood function is required for estimation purposes.
2Much of the research involving item response models uses a logistic distribution

instead on the normal distribution used here. Which distribution is actually used

is not an issue in the literature.
This is

L β; δ; σð Þ ¼ ∏V
v¼1∫∏

J
j¼1φ

1−yvj 1−φvjð Þyvjϕ εvð Þdεv
�

vj (A7)

where ϕ(εv) is the normal probability density function with mean

zero and variance σ2.

The asymmetry in the treatment of the two errors may appear

strange to some readers who might have expected them to have been

combined as wvj = εv + uvj. But then the wvj errors are correlated across

items and the likelihood function in Equation A5 would no longer be

correct. The conditional independence assumption has major compu-

tational advantages and numerically integrating Equation A6 is much

easier than trying to find a suitable multivariate distribution for wvj.
3

The IRT model used earlier to explain educational test scores

needs to be altered to accommodate the multiple response nature of

psychological items. In the Kessler model there are six psychological

distress items and each has five ordered responses. The first item asks

the amount of time over the last month the respondent felt nervous.

Answers are none of the time, a little of the time, up to all of the time.

Since these answers are ordered an ordered probability model can be

used to analyze the response data. Again let the responses for item j

be yvj then

Pr yvj ¼ 1jεv
� � ¼ Φ κj1−μv β;Xvð Þ−εv

� �

Pr yvj ¼ kjεv� � ¼ Φ κjk−μv β;Xvð Þ−εv� �
−Φ κj k−1ð Þ−μv β;Xvð Þ−εv

� �
k

¼ 2;3;4

Pr yvj ¼ 5jεv� � ¼ 1−Φ κj4−μv β;Xvð Þ−εv� �
(A8)

There is a set of these five equations for each of the six items. The

system looks much the same as the educational item response model

except that the probabilities are cast in terms of distribution function

differences and the threshold parameters are increasing for each item

unlike the situation in the education model where the thresholds are

the diffculty parameters which are ordered by proportion of correct

answers for the item. The threshold parameters {κjℓ} are referred to

as severity parameters. This model is similar to that used by Sibley

(2012) or Kryner et al. (2013). Regression and severity parameter esti-

mates are very similar but the maximized value of the likelihood func-

tion is significantly higher indicating that it fits the data better.

Possible differences in the importance of the items was mentioned

in the Introduction. No account of this is taken in the procedures

employed here. The items could be weighted in the likelihood function

but it is not clear how this should be done.
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