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Abstract

The expansion of biomedical literature is creating the need for efficient tools
to keep pace with increasing volumes of information. Text mining (TM) ap-
proaches are becoming essential to facilitate the automated extraction of useful
biomedical information from unstructured text. We reviewed the applications
of TM in psychiatry, and explored its advantages and limitations. A systematic
review of the literature was carried out using the CINAHL, Medline, EMBASE,
PsycINFO and Cochrane databases. In this review, 1103 papers were screened,
and 38 were included as applications of TM in psychiatric research. Using TM
and content analysis, we identified four major areas of application: (1) Psycho-
pathology (i.e. observational studies focusing on mental illnesses) (2) the Patient
perspective (i.e. patients’ thoughts and opinions), (3) Medical records (i.e. safety
issues, quality of care and description of treatments), and (4) Medical literature
(i.e. identification of new scientific information in the literature). The informa-
tion sources were qualitative studies, Internet postings, medical records and bio-
medical literature. Our work demonstrates that TM can contribute to complex
research tasks in psychiatry. We discuss the benefits, limits, and further applica-
tions of this tool in the future. Copyright © 2015 John Wiley & Sons, Ltd.

Introduction

field, for government intelligence and security agencies to
detect terrorist alerts and other security threats. These

Text mining (TM) is intended to automatically discover,
retrieve, and extract information in a corpus of text, often
large, combining approaches involving linguistics, statis-
tics, and computer science. The combination of tech-
niques from natural language processing (NLP), artificial
intelligence, information retrieval and data mining help
to apprehend the complex analytical processing system
of written language (Cohen et al., 2008; Rzhetsky et al.,
2009). The first use of TM was mainly outside the medical
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methods were then widely adapted to other fields, in par-
ticular to medicine (Meystre et al., 2008). One of the first
biomedical projects was initiated by the University of
New York in order to analyse texts written by experts,
and consisted in synthesizing the signs and symptoms of
patients and identifying possible side-effects of drugs
(Sager et al., 1987a, 1987Db). Following the technological
advances and the development of natural language tech-
niques, the number of publications using TM has more

Copyright © 2015 John Wiley & Sons, Ltd.
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than doubled in 10 years (Zhu et al., 2013). In the 1990s,
Garfield et al. (1992) showed how artificial intelligence
technology could be used to test theories of psychopathol-
ogy. In this review, the authors also suggested how re-
searchers and clinicians might begin to think about it as
a useful tool in psychiatry. The greatest impact identified
was on enhancing both descriptive diagnosis and identify-
ing repetitive themes in content analysis.

New applications of TM have been discussed in recent
reviews, specifically in genomics. The abundance of litera-
ture and datasets in genetics has led researchers to consider
the need for TM tools to identify susceptibility genes
potentially involved in genetic diseases, and this could be
of particular interest in psychiatric research (Cheng et al.,
2008; Yu et al., 2008; Evans and Rzhetsky, 2011).

Secondly, TM tools have steadily increased in accuracy
and sophistication, to the point where they are now suit-
able for widespread application. To achieve new knowl-
edge, TM draws upon contributions of many text analysis
components, and on knowledge input from many external
disciplines such as computer science, artificial intelligence,
management science, machine learning, and statistics
(Miner et al., 2012). The basic metric is based on word
occurrence in language. The main steps of TM can be
described as follows (Miner et al., 2012):

+ The creation of a corpus (a collection of documents)
by defining inclusion criteria and availability of the
data. Data collected includes text documents, HTML
files, web postings, and clinical notes.

+ A pre-processing step introduces structure to the cor-
pus. This fundamental step is the most significant
difference between data mining and TM. The primary
purpose is to process unstructured and rough (textual)
data in order to extract meaningful information. The
second purpose is to convert the corpus into a list of
organized elements, i.e. a structured representation of
the data. The relationships between key words and
documents are characterized by indices, which are re-
lational measures, such as how frequently a given word
occurs in a document or how frequently two key words
appear in a same sentence.

+ Extraction of knowledge: patterns are extracted in the
context of a specific problem using knowledge extrac-
tion methods (i.e. prediction, clustering, association,
trend analysis). Models are developed and validated
to see if they actually address the problem and meet
the objectives.

+ Different approaches have been applied to assess the
validity of the results retrieved from TM systems.
One straightforward way is a form of face validity
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assessment, corresponding to the subjective similarity
found between the results of the analysis and the pe-
rusal of the corpus. Another approach is to compare
results to a gold standard. For instance when a TM tool
is dedicated to screening depressive disorders in medi-
cal records, sensitivity, specificity and other predictive
values or receiver operating characteristic (ROC) curve
can be estimated from expert ratings of the files
(Zweigenbaum et al., 2007).

The general idea of this review is to demonstrate the poten-
tial interest of TM when applied to psychiatry. Our present
research has two specific objectives: (1) to collect and analyse
applications from the studies reviewed in order to assess the
benefits and limitations of using TM; and (2) to identify new
opportunities for use of TM in psychiatry.

Methods
Selection criteria

The systematic review was conducted independently using
the Preferred Reporting Items for Systematic Reviews and
Meta-analyses (PRISMA) guidelines, and was consistent
with the population, intervention, comparison, outcomes,
and time horizon framework (PICOS framework) (Moher
et al., 2009). This approach was developed to define re-
search questions. Systematic reviews were used for identi-
fication of relevant studies, but were not included in their
own right. Full texts were obtained and references lists
were reviewed for relevant studies.

Data sources

The systematic literature search to identify applications of
TM was performed in the following electronic databases
in: the Cochrane Library, MEDLINE (using PubMed plat-
form), Embase, PsycINFO, CINAHL.

Literature search strategy

Papers published up to November 2013 were included in
this review. TM applications in any country were included
in the search. Electronic database searches were limited to
English-language publications. The following exclusion
criteria were applied to title/abstract and full text to iden-
tify the relevant studies: commentaries and letters, con-
sensus reports, and clinical notes for patients without
psychiatric, mental or cognitive disorders.

Hypotheses and limitations

The study selection process comprised the following two
phases:
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+  Level 1 screening: Titles and abstracts of studies identi-
fied from electronic databases were independently
reviewed for eligibility according to inclusion and ex-
clusion criteria by two researchers (A.A. and B.F.).

+  Level 2 screening: Full texts of studies selected at Level 1
were obtained and independently reviewed for eligibil-
ity, using the same inclusion and exclusion criteria as
in Level 1, by the same two researchers (A.A. and B.F.).

Data extraction

Data were extracted from the full text of articles by two
reviewers working independently. Data extracted included
the following items: Aim, Research questions, Data collec-
tion methods (e.g. questionnaires, interviews, and method
of data analysis), Sample characteristics (e.g. participants,
age, level of education), Context and setting, Approaches
to data analysis (e.g. pre-processing and statistical me-
thods), Key themes, Interest/limitations of TM.

Results

The search yielded 1103 citations. Of these, 895 were
ineligible after review of the title and abstract (Figure 1).
Thirty-eight studies were included in this review. These
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studies used interviews, written narratives, and Internet
postings from patients with mental disorders, and the bio-
medical literature.

TM techniques and performance

TM techniques offer varied scope for retrieving relevant
information that may be obscured by huge amounts of
information. Tables 1-4 summarize applications and TM
techniques applied in these psychiatric papers.

Data preparation step

The preparation step has four major components: mor-
phological analysis, syntactic analysis, lexical analysis and
dimension reduction.

Morphological analysis helps to delineate words via
a phase consisting in cutting into elementary units
(“tokenization”) followed by normalization by “stemming”
or “lemmatization”. This analysis automatically cuts a
stream of text into words, phrases, symbols, or other mean-
ingful elements:

+ The first step of morphological analysis is to remove
punctuation and convert text to lowercase.

Records identified from database Additional records identified from
search other sources
._E (n= 1184} {n=10)
3
L
5
=
Records after removal of duplicates
(n= 1103)
o
=
7] Records screened on title and abstract Records excluded
el (n= 1103) {n= 895)
2 e
= Full-text articles assessed for eligibility
% (n= 208) Full-text articles excluded with reasons
i {n=170)
No fext-mining process (n= E0)
No text analysis (n= 31)
Not psychiatnc disorder (= 46)
T Studies included in qualitative synthesis Review n=12)
. (n= 38) Not English language (n=1)
K]
£

Figure 1. PRISMA flow diagram of the study selection process for application of text mining in psychiatry.
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+ The next step is tokenization, which breaks down a
text using the space between words for inflectional lan-
guages such as English. This could be difficult for the
languages that do not use spaces, or use them inconsis-
tently between words, such as Asian languages.

+ Next, a stemming algorithm is applied, reducing a
word to its stem or root form without derivational
prefixes and suffixes (e.g. both fishing and fished are re-
duced to fish). It also removes grammatical variants
such as present/past and singular/plural.

+  Some extremely common words are filtered out be-
cause they do not contain important meaning for the
search, for instance the, is, at, which, and on in English,
namely stopwords.

Morphological analysis extracts terms from the text, but
loses the information on relationships among these terms.

Syntax analysis is used to determine the structure linking
the different parts of each sentence. Two types of analysis
are possible: morphosyntactic labelling, which is an initial
step of parsing, and parsing, which determines the relation-
ships among words in a sentence, typically in the form
of tree constituents or tree dependency relationships. The
identification of parts of speech is established (that is,
nouns, verbs, adjectives, and so on) using automatic part-
of-speech tagging algorithms. This is done by structuring
the language by identifying grammar rules and language
conventions, and it contributes to disambiguation.

Syntactic analysis can be complete or partial, or not be
used at all. A more advanced form of stemming, known
as lemmatization, uses both the context surrounding the
word and additional grammatical information such as the
part of speech to determine the lemma. For words such
as fish, stemming and lemmatization produce the same re-
sults. However, for words like meeting, which can serve as
either a noun or a verb part, stemming produces the same
root meet, but lemmatization produces meet for the verb
and maintains meeting if it is the noun. However, syntax
is insufficient for understanding meaning fully, and it is
often completed by other steps of data preparation. Syntac-
tic analysis can be useful for extracting information (partic-
ularly relationships), extraction of terms; it is however not
often useful for text categorization.

Semantic analysis provides a real-world clinical inter-
pretation of the sentence, differentiating concepts with a
figurative meaning. The semantic rules are developed on
the basis of co-occurrence patterns observed in clinical
texts. For example, “depressed” and “suicide” would belong
to the semantic category “sign/symptoms”. However, the
frequent co-occurrences of both symptoms (<Depressed>,
<Suicide>) in the same text is interpreted as a cause—effect

Abbe et al.

relationship. The TM experts divide semantic processing
into two types: terminology and ontology (Ananiadou
and McNaught, 2006). The main distinction is that:

« if the concepts remains implicit (the human user pro-
vides the relationships after the analysis), it is called
terminology;

+ if the relationships are formalized, the semantic pro-
cessing is known as ontology.

The following two studies illustrate the two types of se-
mantic analysis. In one study, emotional concepts relative
to suicide were allocated to different classes of emotional
states based on PubMed queries, so that this can be con-
sidered as an ontology (Pestian et al., 2010). In another
study, the semantic characteristic relating to affection,
emotion, and affective state was searched for in dictionary
definitions including synonyms and antonyms. After this
step, the authors decided which terms could be included
in the following classes: emotional lexicon (such as anger
and gaiety) and pleasant or unpleasant psychological states
(such as depression and euphoria). Ontologies based on
semantic analysis allow text to be mined for interpretable
information about biomedical concepts, as opposed to
simple correlations discovered by mining textual data
using statistical information about co-occurrences of bio-
medical terms.

The last component of the data preparation is its repre-
sentation. The aim of this step is to represent a list and the
frequency of the terms used in each document.

+ Firstly, it creates a structured representation of the
data, often referred to as the term—document matrix
(TDM). Each row represents a document and each
column shows the terms occurring. In this automated
process, the previously detected term variants are
grouped together into an equivalent terminology
(Ananiadou et al., 2010). The relationships between
the terms and the documents are characterized by rela-
tional measures, such as how frequently a given term
occurs in a document.

+ Secondly, several methods can be used in order to
obtain a more consistent term—document matrix. Raw
frequency values are normalized using log frequencies,
binary frequencies, or inverse document frequencies.
Then singular value decomposition (SVD) can be used
in latent semantic analysis (LSA) to find the underlying
meaning of terms in the various documents (Han et al.,
2011). The method, also called latent semantic indexing
(LSI), is widely used as a dimensional-reduction tech-
nique to compare similar concepts/topics in a collec-
tion of terms.
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<NI>The Words*documents matrix thus obtained
provides access to all words in each document. Words in
a document can be used for information retrieval tasks,
by searching texts that are relevant to information
expressed in a query. The method is typically based on a
measure of similarity between the textual content of the
request (words it contains) and the texts in the corpus.

Statistical analysis

In addition to basic descriptive statistics (words counts)
and to singular value decomposition of the term*document
matrix, many statistical methods can be applied to struc-
tured data obtained from the data preparation step. Associ-
ation analysis is used to automatically identify associations
among treatments, genes and diseases. Association rules,
correlation tests, co-occurrences and similarity indexes
provide association measures. Supervised predictive TM
algorithms are used to classify texts. They include the naive
Bayes classification, decision trees, logistic models, support
vector machines, bootstrap procedures, regression models,
and analysis of variance (ANOVA). Unsupervised learning
can also be used to identify clusters in the corpus.

Patterns observed in approaches adopted by
different publications

We also attempted to automatically identify hidden pat-
terns in clinical studies included in our systematic litera-
ture review. Titles and abstracts of each study selected
were analysed using a TM approach implemented in the
R package. First, we created a dataset with the frequencies
of words for each study. Then we applied hierarchical
clustering analysis to find similarities between key words.

3
1
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Finally, clustering analysis yielded four distinct types or
groups of literature topic, shown in Figure 2.

+  Gene expression profiling

In these papers, TM tools helped to extract gene ex-
pression profiles for various mental disorders from the
literature.

+  Representation of psychiatric illnesses

The frequency of the association between certain words
and psychiatric illness is measured.

+  Exploration of drugs and illness using TM

The TM approach was especially used to extract infor-
mation concerning drugs and mental illness (side effects,
which drug for which disorders, etc.).

+  Methods in TM

The improvement of TM tools is a growing topic of
discussion. These publications focused on the extraction
of relationships based on sentences in biomedical litera-
ture and electronic medical data. The articles illustrate in-
novation in TM using a psychiatric disorder or autism as
an example.

Fields of application

In addition to TM of publication abstracts, a content analysis
of the papers themselves was performed. The difference with
the previous section is the process of classification. Here
content analysis is subjective by essence, while previous pat-
terns were obtained from automatic text classification. Both
approaches are interesting and complementary, they enable
a so-called “triangulation” of the analysis. A consensus
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Figure 2. Cluster analysis results with topics of abstracts included.
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meeting was organized to homogenize the findings. Four
main themes were identified from the 38 studies included:
(1) Psychopathology (i.e. the study of mental disorders or
mental distress); (2) The patient perspective (patients’
thoughts, feelings and behaviours), (3) Medical records
(safety issues, quality of care, description of treatments);
(4) Medical literature (ontology — mapping terms with
domain-specific concepts, or biomarkers; experts —
determining each scientist’'s main line of investigation;
uncovering hidden topics — looking for thematic divisions
in the domain).

Psychopathology

In these papers, the corpus comprised written observa-
tions or patient narratives. Participants’ responses were
collected from interviews or self-report questionnaires.
Six studies used TM to identify semantic characteristics
specific to a psychological state or illness, and are shown
in Table 1. Two studies compared social language features
between normal subjects and patients with autism spec-
trum disorders, using supervised or unsupervised statisti-
cal methods (Bernardi and Tuzzi, 2011; Luo et al., 2012).
The other studies examined anxiety and independent fac-
tors that influence illness or the psychological state of
patients (e.g. related to behaviours, thoughts, emotions,
or identity-related factors). Worries and anxieties related
to the patient’s condition were extracted using classifica-
tion models. For example, factors predictive of risk for
suicide were identified in China on the basis of words used
in suicide notes (Zhang et al., 2009). Further to this, the
impact of imprisonment on the psychological state of pris-
oners has been studied in France using classification
models (Yang et al., 2009).

The patient perspective

This theme concerns the thoughts, feelings, and behav-
iours of patients. Internet has become a source of informa-
tion, support, treatment, and prevention for patients. An
increasing number of patients interact online and share
their experiences of illness, diseases and therapies. Patients
post messages in discussion groups on websites. These
messages are considered as the patient’s view. As described
in Table 2, eight studies explored patients’ experiences
expressed in their messages concerning the recovery pro-
cess, negative life events in relation to symptoms, cause—
effect relationships, and behaviours of drug abusers. In
this category, one study aimed to understand the process
of recovery through the sufferers’ own words (Keski-
Rahkonen and Tozzi, 2005). In addition, three studies
focused on negative or stressful life events described by
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patients on a virtual psychiatric services website. In these
studies, Yu et al. (2008) used these messages to identify
the associations between events and depressive episodes.
Two studies conducted further investigation to automati-
cally detect depressive symptoms from questions addressed
by patients to Mentalhelp.net and PsychPark.org (Neuman
et al., 2012; Wu et al., 2012). Screening natural language in
texts is challenging, particularly on the Internet. The
language is fragmentary, with typographical errors, often
without punctuation, and sometimes incoherent.

Medical records

Patient information is increasingly captured in electronic
medical records (EMRs) by caregivers. Records include
medical history, treatments, and laboratory and other test
results. However, this unstructured textual data is unwieldy
to analyse. Thirteen studies investigated whether TM can
explore EMRs to detect safety issues, symptoms, comor-
bidities, patient subgroups and characteristics of therapy
(Table 3). TM was used to capture patients’ medication
histories and response to drugs. Supervised models applied
to electronic medical records helped to identify predictive
features including drug side effects, treatment-resistant de-
pression, symptoms, and psychotherapy sessions received.
Further to this, comorbidities, and drug side-effects were
analysed to identify overlapping genes using unsupervised
learning models. Roque et al. (2011) demonstrated how
records from psychiatric hospital enable the identification
of correlations between diseases. Medical records were also
used to identify relevant findings supporting diagnosis
hypotheses for schizophrenia and mood spectrum disor-
ders. Cohen and Hunter (2008) extracted clinical concepts
from psychiatric narrative by depressive and manic patients.
Information held in structured fields could be usefully
supplemented by open-text information such as smoking
status, examination results, number of psychotherapy ses-
sions and outcomes of antidepressant treatment.

Medical literature

The biomedical literature is currently expanding at a rate
of several thousand articles per week. The exploration of
this source is more feasible using TM methods. Eleven
publications provide practical examples of data retrieved
from the literature (Table 4). Three studies developed a
clinical terminology to map terms for specific concepts
in depression, phobia and autism using association analy-
sis. In addition, TM of PubMed abstracts was employed to
identify susceptibility genes in Smith—Magenis Syndrome,
autism and Alzheimer’s disease. TM techniques were also
used to identify expert researchers in a scientific domain,
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to uncover patterns and specific trends within the litera-
ture and to update systematic reviews.

Discussion

In this systematic review of the literature on TM applied to
psychiatry, we found that the techniques used and the
topics under study were heterogeneous. From a technical
point of view TM always began by reduction, simplifica-
tion, coding of a given corpus. Then exploratory multidi-
mensional analyses are usually used to process the data
obtained. In the most sophisticated approaches, semantic
models can also be estimated and tested. Concerning the
topics tackled, they differed widely, ranging from genetics,
characterization of the patient perspective, automatic de-
tection of symptom patterns to treatment side effects.
Previously, two reviews of TM applications have made
similar findings in cancer (Korhonen et al., 2012; Zhu
etal., 2013). Zhu et al. (2013) concluded that TM is useful
to extract new information from qualitative studies, med-
ical records and biomedical literature. The authors en-
couraged the application of biomedical TM technologies
in the development of personalized medicine. In particu-
lar, many risk factors associated with disease remain to
be explored, such as gender, age, race and environment.
Similarly, Korhonen et al. (2012) demonstrated how TM
could be used to promote knowledge in cancer risk assess-
ment. TM has obvious advantages. It enables systematic,
automatic searches and textual data processing. Content
analysis has been used to analyse textual data, but this
valuable approach is limited to fairly small corpuses and
it is highly dependent on the skills of the professional
performing the content analysis, and on his or her ability
to allow for his/her own subjectivity. Indeed a TM algo-
rithm is not liable to subjectivity, and while the choice of
the algorithm and the interpretation of the results are
never totally neutral, this is also true of all statistical anal-
yses. Of course, the increasing volume of publications of
all sorts, and more generally of textual data in medicine,
makes TM a fast-growing tool. However, TM has also sev-
eral limitations. First, a large corpus is necessary to obtain
robust results. In addition, the format of many texts limits
the availability of documents that can be mined, for in-
stance publications stored as images are unsuitable. The
system also fails to cope with homonymy and polysemy,
and disambiguation of different meanings according to
context. The algorithms used for concept-based process-
ing are another potential source of bias. The investigator’s
own subjective interpretations can influence the quality of
summarization labels. To minimize the subjectivity bias,
some authors used techniques and algorithms capable of
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summarizing high-level semantic content in unstructured
text. Finally, the lack of transparency in the use of TM
systems has been criticized. TM is viewed as a black box
receiving an input of documents, and this can discourage
researchers. Finally the reliability of results obtained by
TM is rarely discussed, and this was mostly the case in
the studies included in this review. This can be explained
by the fact that TM is exploratory in nature, and also by
the fact that the notion of reliability is itself vague, at least
when no gold standard can be envisaged.

Concerning the present systematic review, it was per-
formed according to PRISMA guidelines using an elec-
tronic search of all studies in English, with no limits on
publication date. It was restricted to studies using a system
that automatically extracts and converts unstructured text
documents into data for analysis. Semi-automatic tools
such as NVivo for content analysis are increasingly used
in qualitative research (Ranney et al., 2014). However,
these applications are not included in this review, since
they do not fully automate all the steps of the analysis.

Our review highlights the opportunity to give a voice
directly to patients using TM. Until now, only patient-
reported outcome instruments offered the possibility of
collecting patient perspectives. However, closed questions
are the most commonly used in patient-reported out-
comes and this may lead the respondents in certain direc-
tions. In addition, TM can discover new variables from
the clinical experiences reported directly by the patients.
Patients talk freely about their experiences of treatment,
which can provide extra information for the standard de-
scriptions of drugs.

The use of NLP systems in medicine is not easy because
it processes two types of vocabulary (patient versus physi-
cian). In psychiatry, an additional challenge appears in
so far as psychiatric disorders can have an impact on lan-
guage, and reinforce the need for the ad hoc tasks of NLP.
Not only will the patient not use the same term as the doc-
tor, but he/she may not express his/her real problem
adequately. Furthermore, from a technical point of view,
the corpus is generally spread across several documents,
with unstandardized formats, loose structures, and highly
diversified words used by patients from various back-
grounds (Deleger and Zweigenbaum, 2008; Deleger, 2009).

The applicability of NLP tools is also challenging in the
context of present-day psychiatric research. Available NLP
tools are particularly sensitive to two aspects. The first is
the ability of NLP to reduce the complexity of unstructured
texts. The second is its ability to grasp the interrelations be-
tween words or concepts in a relevant way. Because of these
limitations, NLP systems can at the moment only provide
very basic analyses. And this is particularly true in psychiatry
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where patients are often described in terms of emotions or
personality by subtle notions. In addition, NLP tools are
almost exclusively designed to explore texts in English. For
other languages, tools either do not exist or can be used
only for very basic analyses. The limitations of NLP ap-
proaches need to be identified but it is possible that the in-
creasingly rapid advances in NLP will address these
challenges. Currently, a large amount of research dedicated
to web search engines is ongoing and it could have a direct
impact on techniques that can be used in medical research.
Finally, large textual datasets are available and cannot be
analysed with other tools than NLP. Patients’ messages
shared on the Internet, or medical files stored on computers
are sources of information that cannot be ignored. NLP ap-
proaches, even if they have obvious limitations at the mo-
ment, are likely to become essential tools for psychiatric
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In conclusion, at a time when there is a debate on
the relative merits of qualitative and quantitative me-
thods in psychiatric research (Falissard et al., 2013), TM
offers an original approach. Exploratory by nature, pro-
cessing free speech or texts obtained from patients or
physicians, it is in many ways close to qualitative me-
thods. It however relies heavily on sophisticated statistical
and algorithmic routines, the user has a limited impact
on the analysis itself, and in these aspects it is close to
quantitative methods. But, above all, TM is at the mo-
ment the only family of tools that is liable to cope with
the huge amount of textual data that is accumulating ev-
ery day in the field of mental health, whether from med-
ical files, patient forums or social networks. No doubt,
for this simple reason, it is set to occupy an important
place in the methodological landscape of psychiatric

research.
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