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Purpose:  To evaluate the efficacy of convolutional neural networks (CNNs) to improve the image quality of low-dose pediatric ab-
dominal CT images.

Materials and Methods:  Images from 11 pediatric abdominal CT examinations acquired between June and July 2018 were reconstructed 
with filtered back projection (FBP) and an iterative reconstruction (IR) algorithm. A residual CNN was trained using the FBP image 
as the input and the difference between FBP and IR as the target such that the network was able to predict the residual image and 
simulate the IR. CNN-based postprocessing was applied to 20 low-dose pediatric image datasets acquired between December 2016 
and December 2017 on a scanner limited to reconstructing FBP images. The FBP and CNN images were evaluated based on objective 
image noise and subjective image review by two pediatric radiologists. For each of five features, readers rated images on a five-point 
Likert scale and also indicated their preferred series. Readers also indicated their “overall preference” for CNN versus FBP. Preference 
and Likert scores were analyzed for individual and combined readers. Interreader agreement was assessed.

Results:  The CT number remained unchanged between FBP and CNN images. Image noise was reduced by 31% for CNN images (P 
, .001). CNN was preferred for overall image quality for individual and combined readers. For combined Likert scores, at least one of 
the two score types (Likert or binary preference) indicated a significant favoring of CNN over FBP for low contrast, image noise, arti-
facts, and high contrast, whereas the reverse was true for spatial resolution.

Conclusion:  FBP images can be improved in image space by a well-trained CNN, which may afford a reduction in dose or improvement 
in image quality on scanners limited to FBP reconstruction.

© RSNA, 2019

Concern over ionizing radiation dose resulting from CT 
examinations has led to a proliferation of research stud-

ies, new regulatory guidelines, and public awareness cam-
paigns (1,2). The carcinogenic risk of ionizing radiation 
at levels used in diagnostic imaging (, 50 mSv) remains 
controversial, but minimizing cumulative exposure over a 
lifetime remains a central goal in pediatric imaging.

In an effort to reduce the amount of radiation re-
quired to produce a diagnostic image, CT scanner man-
ufacturers have implemented iterative reconstruction 
(IR) algorithms, including image-based, model-based, 
and hybrid algorithms (3). Several limitations exist with 
regard to commercial IR. First, performing a full model-
based IR is computationally intensive and time-consum-
ing because the optimization of an objective function is 
performed in an iterative algorithm (3), and reconstruc-
tion time can approach 80 minutes (4) for some appli-
cations. As a result, manufacturers must strike a balance 
between accuracy and speed of reconstruction, typically 
opting for speed, given the potentially time-sensitive 
nature of CT, particularly in an emergency setting. The 
second limitation for reconstruction is that the CT scan-
ner workstation is used for both data acquisition and 

image reconstruction. Although off-line reconstruction 
is possible, it is often not practical in a clinical setting, 
as it requires access to raw data and technical support, 
which is not easily granted by CT manufacturers. The 
image reconstruction is thus limited to the set of algo-
rithms and convolution kernels on the scanner used for 
acquisition. The inherent coupling of acquisition and 
reconstruction restricts the available reconstruction op-
tions to the manufacturer, available computer hardware, 
and software version.

In this study, we leveraged a popular tool, deep learning, 
to decouple these steps, thereby allowing for optimization 
of each step independently. Applications of deep learning in 
radiology were recently summarized by Wang (5), and sev-
eral deep learning techniques have been applied as a method 
of denoising low-dose CT images (6–9). Collecting data for 
network training is a challenge in CT as the low-dose and 
full-dose images must be synchronous (acquired at exactly 
the same time) in the same patient. Thus, even scanning the 
patient twice in quick succession is insufficient because of 
the time between acquisitions. Chen et al (9) inserted Pois-
son noise into images from the National Cancer Imaging 
Archive to develop a feature mapping tool from low- to 

This copy is for personal use only. To order printed copies, contact reprints@rsna.org

Improving Low-Dose Pediatric Abdominal CT by Using 
Convolutional Neural Networks
Robert D. MacDougall, PhD*  •  Yanbo Zhang, PhD*  •  Michael J. Callahan, MD  •  Jeannette Perez-Rossello, MD  •   
Micheál A. Breen, MB BCh BAO(Hons)  •  Patrick R. Johnston, MMath, MSc  •  Hengyong Yu, PhD

From the Department of Radiology, Boston Children’s Hospital, 300 Longwood Ave, Boston, MA 02115 (R.D.M., M.J.C., J.P.R., M.B., P.R.J.); Department of Biomedical 
Engineering (R.D.M.) and Department of Electrical and Computer Engineering (Y.Z., H.Y.), University of Massachusetts Lowell, Lowell, Mass; and Ping An Technology, 
US Research Laboratory, Palo Alto, Calif (Y.Z.). Received December 10, 2018; revision requested January 14, 2019; revision received June 19; accepted July 3. Address cor-
respondence to R.D.M. (e-mail: Robert.D.MacDougall@childrens.harvard.edu).

Work supported by NIH Clinical Center (R21 EB019074).

*R.D.M. and Y.Z. contributed equally to this work.

Conflicts of interest are listed at the end of this article.

Radiology: Artificial Intelligence 2019; 1(6):e180087  •  https://doi.org/10.1148/ryai.2019180087  •  Content codes:     

mailto:reprints%40rsna.org?subject=
mailto:Robert.D.MacDougall%40childrens.harvard.edu%29?subject=


2� radiology-ai.rsna.org  n  Radiology: Artificial Intelligence Volume 1: Number 6—2019

Improving Low-Dose Pediatric Abdominal CT

Patient Demographics and CT Radiation Dose
The study consisted of a training dataset and review dataset. 
The training data consisted of 11 pediatric abdominal CT 
datasets acquired using a Siemens SOMATOM Force scan-
ner (Siemens Healthineers, Forchheim, Germany) at Boston 
Children’s Hospital between June and July 2018. This scan-
ner consists of two x-ray sources and detectors each with a 
96 3 0.6–mm physical detector configuration for a total de-
tector collimation of 192 3 0.6 mm, and patients were im-
aged with a pitch of 2.8. Each dataset was reconstructed at 
5-mm image thickness with FBP (B31f kernel) and Siemens 
advanced modeled iterative reconstruction (ADMIRE) with 
a B31f kernel at strength 3 (ADMIRE-3). Example images 
used for training are shown in Figure 1. The datasets covered 
a wide range of patient ages (range, 1 month to 19 years; 
mean, 10.5 years) and radiation dose as quantified by the 
CT dose index with the 32 cm phantom (CTDI32) (range, 
0.4–15.0 mGy; mean, 3.11 mGy), size-specific dose estimate 
(range, 2.4–15.4 mGy; mean, 6.5 mGy), dose–length prod-
uct (range, 7.22–862.9 mGy · cm; mean, 86.4 mGy · cm), 
and kilovolt peak (range, 70–150 kVp; median, 80 kVp). The 
size-specific dose estimate was calculated by using a water-
equivalent diameter as described in the American Association 
of Physicists in Medicine Report 220 (12).

The review data included 20 patient datasets acquired by 
using a Siemens SOMATOM Sensation 40 scanner between 
December 2016 and December 2017. This scanner was ca-
pable only of FBP reconstruction, and images were recon-
structed with a B31f kernel. As the review data were gener-
ated on a separate scanner from that used for the training 
data, no images used for review were included in the training 
set. This scanner consists of a single x-ray source and detec-
tor with a 20 3 0.6–mm physical detector configuration, 
and patients were imaged with a pitch of 1.3. Descriptive 
statistics for age and CT radiation dose of review data are as 
follows: patient age (range, 3–22 years; mean, 15.5 years), 
CTDI32 (range, 1.0–6.9 mGy; mean, 2.5 mGy), size-specific 

normal-dose images. We pursued a tangential approach to de-
velop a mapping tool between different reconstruction algorithms, 
namely the widespread filtered back projection (FBP) and IR.

We built off the approach of residual learning (10) to pro-
pose a residual network model to improve low-dose CT im-
ages, independent of scanner model and software (11). To 
this end, we have described a method of postprocessing FBP 
images in the standard Digital Imaging and Communications 
in Medicine (DICOM) format to simulate the appearance of 
a commercial IR algorithm with the expectation that, if suc-
cessful, the method potentially can be applied to other IR al-
gorithms if sufficient training data are available. By training 
a convolutional neural network (CNN) on a patient-matched 
FBP and IR image dataset, a simulated IR algorithm can be 
created and applied in image space to FBP images produced by 
any scanner. As a result, the scan and reconstruction steps can 
be decoupled, a step previously not possible because images 
were reconstructed from raw data in a proprietary format. This 
decoupling allows for examinations 
performed on a legacy CT scanner to 
be reconstructed with the image qual-
ity of state-of-the-art IR algorithms. 
In addition, it would allow a recon-
struction algorithm from vendor A 
to be learned, simulated, and applied 
to data acquired on a scanner from 
vendor B. In this study, we evaluated 
the efficacy of applying CNNs to im-
prove low-dose pediatric abdominal 
CT images in image space.

Materials and Methods
The institutional review board waived 
the informed consent requirement of 
this Health Insurance Portability and 
Accountability Act–compliant retro-
spective study.

Abbreviations
ADMIRE = advanced modeled iterative reconstruction, CNN = 
convolutional neural network, DICOM = Digital Imaging and 
Communications in Medicine, FBP = filtered back projection, IR = 
iterative reconstruction

Summary
Convolutional neural networks can reduce image noise and artifacts 
to improve low-dose pediatric abdominal CT images reconstructed 
with filtered back projection.

Key Points
nn Well-trained convolutional neural network models can improve 

image quality for examinations acquired on CT scanners with fil-
tered back projection reconstruction algorithms.

nn Applying convolutional neural network processing in the CT scan-
ner or at the radiologist review station can increase the speed of 
iterative reconstruction and reduce the delay between acquisition 
and interpretation, which is particularly important in acute clini-
cal settings, such as trauma.

Figure 1:  Example images used for training the convolutional neural network (window/level = 50/330 HU). 
(a, b) Abdominal CT images in a 9-year-old boy acquired with the institution’s dose class 2 protocol CT dose index: 
1.57 mGy, 80 kV). Images are reconstructed in the (a) transaxial plane with Siemens weighted filtered back projec-
tion (FBP; kernel B31f) and (b) Siemens advanced modeled iterative reconstruction-3 (ADMIRE-3; kernel B31f/3). 
Hounsfield unit mean and noise power measured by HU standard deviation in the region of interest (circle) for FBP 
was 166.8 HU and 26.5 HU, respectively, and for ADMIRE-3 was 168.3 HU and 17.7 HU, respectively.

http://radiology-ai.rsna.org


Radiology: Artificial Intelligence Volume 1: Number 6—2019  n  radiology-ai.rsna.org� 3

MacDougall et al

shown in Figure 2. In the training phase, the FBP-reconstructed 
image is used as the input of the network, and the residual be-
tween the FBP and ADMIRE-3 image is applied as the target. 
Hence, in the postprocessing phase, the well-trained network is 
able to predict the difference between the input FBP image and 
the expected ADMIRE-3 image. The simulated ADMIRE-3 im-
age (here referred to as the CNN image) is then obtained by sub-
tracting the generated residual noise pattern from the FBP image.

The input of the residual network is an FBP patch y, and 
the corresponding ADMIRE patch is x. We applied the residual 
learning formulation to train a residual mapping .  
Therefore, we have the estimated ADMIRE patch . 
The loss function was defined as an averaged mean squared error 
between the desired residual patches and the estimated ones

 
	 (1)

where  represents the trainable parameters in the CNN, 

 denotes FBP-ADMIRE training patch pairs, where 
N is the number of patch pairs and  is the Frobenius norm.

There are five convolutional layers in this network. Each 
layer consists of 32 convolutional kernels, and each is 3 3 3 
in size. The stride is set to 1 pixel. Padding is performed to 
ensure that the size of the output image is the same as that of 
the input. In the second to fourth layers, batch normalization 
is used to solve the internal covariate shift after the convolu-
tion. Batch normalization introduces several advantages to the 
method, such as fast training and better performance (13). Fi-
nally, a rectified linear unit is applied to the first four layers 
as an activation function after the convolution or convolution 
plus batch normalization (14).

We adopted 11 patient samples to generate training data. 
Each sample has tens to hundreds of 512 3 512 images. We 
randomly extracted 64 3 64 small patches from those im-
ages, and 10 000 FBP-ADMIRE pair patches were generated. 
Then, these data were randomly split, and 90% of them were 
used for training and the remaining data were used for vali-
dation. The use of a large amount of training data can avoid 
overfitting during the training. The parameters of CNN were 
optimized using the Adam algorithm. The batch size was 16, 
and the learning rate was set to 0.01. The training completed 
after 200 epochs.

The CNN algorithm was based on the MatConvNet Matlab 
toolbox (15). The training was performed on a workstation with 
a Fx-6300 central processing unit (Advanced Micro Devices, 
Santa Clara, Calif ) and an GeForce GTX 970 graphics pro-
cessing unit card (NVIDIA, Santa Clara, Calif ). The network 
training time was approximately 6 hours. After network train-
ing, image postprocessing was relatively fast, at approximately 
50 images per minute.

CT Number and Image Noise
Image quality is evaluated with ground truth (ADMIRE im-
ages) and without ground truth. For the dataset with ground 
truth, the relative root-mean-square error was computed to 
quantitatively evaluate the noise reduction performance of the 

dose estimate (range, 2.2–5.8 mGy; mean, 3.4 mGy), dose–
length product (range, 30.1–247.7 mGy · cm2; mean, 100.5), 
and kilovolt peak (range, 100–120 kVp; median, 120 kVp). 
The imaging protocol was the hospital’s “dose class 3” (ie, 
lowest dose) abdomen protocol for indication of renal stones 
and was selected as these represented the noisiest images of 
the abdomen available in the hospital database. No oral or 
intravenous contrast material was administered. The higher 
kilovoltage was used because of the non–contrast material in-
dication for renal stones.

CNN-based Image Mapping
The developed method consists of two phases: network training 
and image postprocessing. A diagram of the residual network is 

Figure 2:  Schematic diagram shows the residual convolutional neural network 
(CNN) architecture used to train the network to simulate advanced modeled it-
erative reconstruction-3 (ADMIRE-3) in the CNN-processed image. There are five 
convolution layers, each with 32 kernels of size 3 3 3 pixels. Batch normalization 
(BN) is applied to correct the internal covariate shift after convolution, and a recti-
fied linear unit (ReLU) is applied in the first four layers. The residual image between 
filtered back projection (FBP) and ADMIRE-3 inputs is applied at the target such 
that the well-trained network is able to predict the residual and remove it from the 
FBP, resulting in a CNN-processed image simulating the ADMIRE-3 reconstruction.
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spatial resolution, the ability to visualize 
the interface between the left kidney and 
spleen (1 = very unclear, 2 = unclear, 3 = 
neutral, 4 = clear, and 5 = very clear); (b) 
low contrast, the ability to identify a 1-cm 
low-attenuation lesion in the kidneys (1 
= not confident, 2 = less confident, 3 = 
neutral, 4 = more confident, and 5 = very 
confident); (c) high contrast, the ability to 
identify a 1-mm (0.1 cm) stone in the kid-
neys (1 = not confident, 2 = less confident, 
3 = neutral, 4 = more confident, and 5 = 
very confident); (d) image noise, the effect 
of image noise on the diagnosis of potential 
nephrolithiasis (1 = considerably impedes 
accurate diagnosis, 2 = slightly impedes ac-
curate diagnosis, 3 = neutral, 4 = slightly 
helps accurate diagnosis, and 5 = consid-

erably helps accurate diagnosis); and (e) artifacts, the severity of 
artifacts including beam hardening, streaking, and photon starva-
tion (1 = many artifacts, 2 = some artifacts, 3 = neutral, 4 = slight 
artifacts, and 5 = few artifacts). In addition to scoring each feature 
on a Likert scale, reviewers also indicated a preferred series (or no 
preference) on the basis of each feature. They also indicated a pref-
erence on the basis of overall image quality.

Statistical Analysis
All statistical analyses outlined in this section were performed 
using SAS/STAT 14.1 software (SAS Institute, Cary, NC) (16). 
Specific SAS procedures used included FREQ (agreement and 
binary preference scores), IML (weighted agreement), TTEST 
(Likert scores), and GENMOD (combined reader versions of 
binary preference and Likert scores). All tests were at the 5% 
significance level.

Interreader agreement was assessed for CNN and FBP sepa-
rately. For binary preferences, interreader agreement was mea-
sured by the proportion of agreement and k (17). For Likert 
scores, agreement was measured by weighted versions of the 
proportion of agreement and k, by using weights based on the 
squared error metric. We follow the Fleiss suggestion for inter-
preting magnitudes of agreement k (18) (or weighted k): values 
in ranges 0–0.40, 0.40–0.75, and 0.75–1 represent low, mod-
erate, and high agreement, respectively. For the proportion (or 
weighted proportion) of agreement, these translate to the follow-
ing: values in ranges 0–0.70, 0.70–0.875, and 0.875–1 represent 
low, moderate, and high agreement, respectively.

For HUsd scores, means for CNN and FBP were tested for 
equality by using paired t tests, and 95% confidence intervals for 
the true differences were calculated. For HUmean scores, means 
for CNN and FBP were tested for equivalence using two one-
sided paired t tests, and 90% confidence intervals for the true 
differences were calculated (19). CNN was defined to be equiva-
lent to FBP if the true mean for CNN (C) was within 1% of 
the true mean for FBP (F), that is, if C was in the equivalence 
interval (−0.01 F, 0.01 F). Significance of the equivalence test at 
the 5% level corresponds to the 90% confidence interval being 
entirely contained within this equivalence interval.

CNN processing. The relative root-mean-squared error is de-
fined as:

 
	 (2)

where f represents the image to be evaluated and fgt denotes the 
ground truth.

For the test dataset without ground truth, CT number and im-
age noise power were measured for both the FBP and CNN datas-
ets by recording the Hounsfield unit mean (HUmean) and standard 
deviation (HUsd) in a circular region of interest (area = 200 mm2) 
placed in the liver and spleen on the same image (when possible), 
as shown in Figure 3. Two patients were excluded owing to beam 
hardening and streaking artifacts from hardware that caused inac-
curacies in the measured attenuation values.

Radiologist Review
FBP images from the review dataset were downloaded from 
the picture archiving and communications system (PACS) and 
then postprocessed with the CNN off-line to simulate the ap-
pearance of ADMIRE-3. Both the FBP- and CNN-processed 
series were pushed to a research PACS server.

Reviewers were asked to rate the images in the review da-
taset comprising 20 patients with two series per patient: the 
FBP series produced by the scanner and the CNN image se-
ries. The FBP and CNN series were assigned a random series 
number and order (1 or 2) such that the reviewers had no 
information if the series was FBP or CNN based on labels 
or ordering, and all overlay information was identical for 
both series. Images were reviewed on DICOM-calibrated 
radiologist reading monitors, and the reviewers were free to 
use all tools typically used for interpretation (pan, window 
and level, and zoom).

Two attending radiologists, reader 1 (J.P.R., 15 years of board-
certification experience) and reader 2 (M.A.B., 3 years of expe-
rience), independently rated the following image features on 
a Likert scale, according to the following specified criteria: (a) 

Figure 3:  (a, b) Abdominal CT images (window/level = 50/330 HU) in a 16-year-old girl acquired 
with the institution’s dose class 3 protocol (CT dose index: 1.56 mGy, 120 kV). Images are reconstructed in the 
transaxial plane with (a) Siemens weighted filtered back projection (kernel B31f) and (b) convolutional neural 
network processing. Hounsfield unit mean and noise power measured by HU standard deviation in the region 
of interest (circle) for liver and spleen were as follows: liver, HUmean = 62.5, HUSD = 17.6; spleen: HUmean = 51.3, 
HUSD = 19.0 in a; and liver: HUmean = 62.2, HUSD = 11.5; spleen: HUmean = 51.1, HUSD = 12.6 in b.
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Results

Objective Image Quality
Figure 4 shows the images reconstructed by FBP, ADMIRE, 
and CNN processing, where the ADMIRE image can be as-
sumed as the reference (ground truth). The CNN-processed 
image has a lower noise level than that of FBP and is close to 
that of ADMIRE. The relative root-mean-square error of FBP 
is 8.21 3 10-3, and this value is reduced to 4.92 3 10-3 after 
CNN processing.

As shown in Table 1, means for HUmean scores of CNN and 
FBP images were equivalent for both liver (P , .001) and spleen 
(P = .007), indicating that the population mean for CNN is 
within 1% of the population mean for FBP. Image noise, quan-
tified by HUsd, was significantly lower for CNN compared with 
that of FBP for both the liver (P , .001) and spleen (P , .001). 
The reduction in mean HUsd scores was 6.8 (31%) and 7.0 
(30%) for the liver and spleen, respectively, as shown in Figure 5.

For each feature, Likert score means for CNN and FBP were 
tested for equality using paired t tests, and 95% confidence inter-
vals for the true differences were calculated. The same method was 
applied to the overall average of the five feature scores, an outcome 
analogous to the overall binary preference score.

For each feature, and for overall preference, the proportion 
of image pairs in which CNN was preferred (score = 1) was 
compared with the proportion of image pairs in which FBP was 
preferred (score = 0). Responses indicating no preference were 
excluded from the analysis. An exact binomial test of H0 (P = 
.5) versus HA (P  0.5) was calculated, along with a 95% confi-
dence interval. A Bayesian interval with a Jeffreys prior was used 
to accommodate skewness in the data.

For both preference and Likert scores, analyses using scores for 
both readers combined were based on a correlated marginal model 
estimated by generalized estimating equations (20). These models, 
which accommodate between-reader and between-method corre-
lations, provide a single result using all the sample data.

Figure 4:  (a–c) Abdominal CT images in a 3-year-old girl acquired with the institution’s dose class 2 protocol (CT dose index: 0.50 mGy, 70 kV). Images 
are reconstructed in the transaxial plane with (a) Siemens weighted filtered back projection (kernel Br44d), (b) advanced modeled iterative reconstruction 
(kernel Br44d\3), and (c) convolutional neural network processing.

Table 1: Results of Objective Image Quality Analysis: Mean Attenuation in the Liver and Spleen

A: Mean HU

Parameter
Mean 
CNN

Mean 
FBP Diff SE Low 90 High 90 Low EI High EI

P Value  
(Equivalence)

FBP
Liver HUmean 61.12 61.37 20.25 0.04 20.32 20.19 20.61 0.61 ,.001
Spleen HUmean 49.3 49.59 20.29 0.08 20.43 20.16 20.5 0.5 .007

B: Standard Deviation of HU

Parameter
Mean 
CNN

Mean 
FBP Diff SE Low 95 High 95

P Value  
(Difference)

Liver HUsd 14.94 21.71 26.77 0.47 27.77 25.77 ,.001
Spleen HUsd 15.88 22.85 26.97 0.47 27.96 25.98 ,.001

Note.—Mean attenuation in the liver and spleen was tested for equivalence between matched filtered back projection (FBP) and con-
volutional neural network (CNN) images, whereas standard deviation of HU in the liver and spleen was tested for difference between 
matched FBP and CNN images. Diff = Difference of (mean CNN − (mean filtered back projection), low and high 90 = low and high 
endpoints of 90% confidence interval, low and high 95 = low and high endpoints of 95% confidence interval, low or high EI = low 
and high range of equivalence interval, defined as CNN within 1% of FBP, SE = standard error.
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the overall score. Agreement based on weighted k for CNN 
ranged from 0.09 to 0.71 for individual features and was 0.31 

Figure 5:  Box plot of standard deviation of HU in the liver and spleen for fil-
tered back projection (FBP) and convolutional neural network (CNN) reconstruc-
tion for 18 image datasets. Box plots are formatted to show (from bottom to top) 
minimum, first quartile, median, third quartile, and maximum values.

Table 2: Results of Radiologist Review: Binary Preference Scores

A: Reader 1

Parameter PropCNN PropFBP SE Low 95 High 95 P Value
Spatial resolution 0.50 0.50 0.25 0.12 0.88 .99
Low contrast 0.67 0.33 0.19 0.29 0.92 .687
High contrast 1.00 0.00 0.00 0.67 1.00 .031
Image noise 1.00 0.00 0.00 0.78 1.00 .002
Artifacts 0.95 0.05 0.05 0.79 0.99 ,.001
Overall 0.95 0.05 0.05 0.79 0.99 ,.001

B: Reader 2

Parameter PropCNN PropFBP SE Low 95 High 95 P Value

Spatial resolution 0.50 0.50 0.11 0.29 0.71 .99
Low contrast 0.90 0.10 0.07 0.72 0.98 ,.001
High contrast 0.80 0.20 0.09 0.59 0.93 .012
Image noise 0.90 0.10 0.07 0.72 0.98 ,.001
Artifacts 0.95 0.05 0.05 0.79 0.99 ,.001
Overall 0.95 0.05 0.05 0.79 0.99 ,.001

C: Combined

Parameter PropCNN PropFBP SE Low 95 High 95 P Value

Spatial resolution 0.50 0.50 0.10 0.30 0.70 .99
Low contrast 0.85 0.15 0.07 0.71 0.98 ,.001
High contrast 0.85 0.15 0.07 0.71 0.98 ,.001
Image noise 0.93 0.07 0.04 0.85 1.00 ,.001
Artifacts 0.95 0.05 0.03 0.88 1.00 ,.001
Overall 0.95 0.05 0.03 0.88 1.00 ,.001

Note.—Low and high 95 = low and high endpoints of 95% confidence interval, PropCNN = proportion 
preferred for convolutional neural network, PropFBP = proportion preferred for filtered back projection, 
SE = standard error.

Subjective Image Quality
On the basis of binary preference scores (Table 2), when 
both readers were combined, there was a preference for 
CNN (ie, the proportion of image pairs in which CNN was 
preferred was  0.50) for low contrast (0.85, P , .001), 
high contrast (0.85, P , .001), image noise (0.93, P , 
.001), artifacts (0.95, P , .001), and overall (0.95, P , 
.001). For reader 1, preferences were significant for high 
contrast (P = .031), image noise (P = .002), artifacts (P < 
.001), and overall (P , .001). For reader 2, preferences were 
significant for low contrast (P , .001), high contrast (P = 
.012), image noise (P , .001), artifacts (P , .001), and 
overall (P , .001).

Likert scores (Table 3), when both readers were combined, 
indicated a preference for CNN for low contrast (0.27, P , 
.001), image noise (0.43, P = .004), artifacts (0.65, P , .001), 
and overall (0.26, P , .001). For reader 1, CNN scored higher 
for image noise (P = .030), artifacts (P , .001), and overall (P 
= .003). For reader 2, CNN scored higher for low contrast (P 
= .008), artifacts (P , .001), and overall (P = .002). For spatial 
resolution, FBP scored higher when both readers were com-
bined (−0.13, P = .037), 
although this difference 
was not statistically sig-
nificant for either reader 
individually (P = .083 for 
reader 1 and P = .163 for 
reader 2).

Interreader Agreement
Overall, agreement be-
tween the two readers was 
moderate to high when 
based on the proportion 
of agreement. For binary 
preference scores, the 
proportion of agreement 
ranged from 0.50 to 0.86 
for individual features 
and was 0.86 (moderate) 
for overall preference. 
Agreement based on k 
ranged from 0 to 0.25 for 
individual features and 
was 0.17 (low) for overall 
preference.

For Likert scores, the 
proportion of weighted 
agreement for CNN 
ranged from 0.89 to 0.92 
for individual features and 
was 0.90 (high) for the 
overall score. For FBP, the 
corresponding propor-
tions ranged from 0.88 
to 0.93 for individual fea-
tures and 0.90 (high) for 
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(low) for the average score. For FBP, the corresponding propor-
tions ranged from −0.09 to 0.73 for individual features and 
0.24 (low) for the overall score.

Discussion
The results of objective image quality demonstrate that applying 
the CNN postprocessing in image space maintains CT number 
fidelity, an important requirement for any image processing or 
reconstruction algorithm. The basis of postprocessing is simply 
the subtraction of a predicted noise image, as this simplifies net-
work training and does not shift the mean tissue value. The re-
duction in noise (HUsd) is similarly intuitive, given the subtrac-
tion of the residual noise pattern. One limitation of this analysis 
was that HUsd measures noise magnitude (the area under the 
noise power spectrum) and does not characterize noise texture. 
Noise power spectrum was not measured owing to nonlinearities 
in both the ADMIRE reconstruction and CNN-processed im-
ages, which preclude a linear system analysis.

On the basis of combined reader results, at least one of 
the two score types (Likert or binary preference) indicated a 
significant favoring of CNN over FBP for low contrast, im-
age noise, artifacts, and high contrast, whereas the reverse 

was true for spatial resolution. Likert and binary preference 
scores were never contradictory (one significantly favoring 
one method and the other significantly favoring the other 
method), although the two score types did not always agree 
on the basis of conventional claims of statistical significance 
(P , .05 vs P  .05). For high contrast, preference scores fa-
vored CNN (P , .001) but Likert scores did not (P = .305). 
For spatial resolution, Likert scores favored FBP (P = .037) 
but preference scores did not (P  .99). Possible explana-
tions for the partial ambiguity of the two score types could be 
as follows. For high contrast, although CNN was preferred 
(binary score), this preference was in a wider sense than that 
allowed by the Likert scale. For spatial resolution, although a 
difference could be detected (Likert score), it was not consid-
ered important (binary score).

The results of spatial resolution might be explained in 
light of previous studies indicating a higher resolution for 
FBP versus ADMIRE-3 for low-dose levels and a shift in 
the noise power spectrum for various IR algorithms, poten-
tially resulting in a smooth or plastic appearance perceived 
as a loss in spatial resolution for ADMIRE-3 (21,22). It is 
also possible that CNN postprocessing contributed slightly 

Table 3: Results for Radiologist Review: Likert Scores

A: Reader 1

Parameter Mean CNN Mean FBP Diff SE Low 95 High 95 P Value
Spatial resolution 3.20 3.35 20.15 0.08 20.32 0.02 .083
Low contrast 2.00 1.85 0.15 0.11 20.08 0.38 .186
High contrast 2.90 2.85 0.05 0.09 20.13 0.23 .577
Image noise 2.80 2.50 0.30 0.13 0.03 0.57 .030
Artifacts 3.50 2.85 0.65 0.15 0.34 0.96 <.001
Overall 2.88 2.68 0.2 0.06 0.08 0.32 .003

B: Reader 2

Parameter Mean CNN Mean FBP Diff SE Low 95 High 95 P Value
Spatial resolution 3.40 3.50 20.10 0.07 20.24 0.04 .163
Low contrast 2.05 1.65 0.40 0.13 0.12 0.68 .008
High contrast 3.55 3.45 0.10 0.12 20.16 0.36 .428
Image noise 2.95 2.40 0.55 0.30 20.08 1.18 .086
Artifacts 3.80 3.15 0.65 0.11 0.42 0.88 ,.001
Overall 3.15 2.83 0.32 0.09 0.14 0.50 .002

C: Combined

Parameter Mean CNN Mean FBP Diff SE Low 95 High 95 P Value
Spatial resolution 3.30 3.43 20.13 0.06 20.24 20.01 .037
Low contrast 2.03 1.75 0.27 0.08 0.11 0.44 ,.001
High contrast 3.23 3.15 0.07 0.07 20.07 0.22 .305
Image noise 2.88 2.45 0.43 0.15 0.14 0.71 .004
Artifacts 3.65 3.00 0.65 0.09 0.48 0.82 ,.001
Overall 3.02 2.76 0.26 0.04 0.18 0.34 ,.001

Note.—CNN = convolutional neural network, Diff = difference of (mean CNN) − (mean filtered back projection), FBP = filtered 
back projection, low and high 95 = low and high endpoints of 95% confidence interval, SE = standard error.
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to a loss in resolution in addition to ADMIRE-3 and is 
a question we plan to investigate in the future. Similarly, 
with regard to high contrast, detection of a renal stone is 
not an overly demanding task, even with a relatively noisy 
background. Thus, it is reasonable that both FBP and CNN 
could have comparable performance for Likert scores for 
both of these features.

Both readers overwhelmingly preferred CNN for overall 
image quality preference. At least two interpretations are 
possible. First, given a choice, both readers prefer to inter-
pret the CNN series with its perception of decreased image 
noise (even if there were no differences in diagnostic ac-
curacy). Alternatively, there could be other features, which 
we did not test explicitly, but which are important in the 
context of the overall interpretation and better visualized 
on the CNN images. These contextual elements would not 
be scored with regard to our tested features but would affect 
overall preference.

There were several limitations to our study. First, we 
chose a single IR algorithm and kernel, Siemens ADMIRE-3 
(B31f ), to study so as to create a manageable database for 
radiologist review. Although the process of building a well-
trained network uses open-source deep learning libraries, a 
separate network must be trained for each reconstruction 
to be applied to the FBP images, although future training 
could be accelerated with transfer learning techniques. Al-
though not performed in this study, the training of many 
networks representing different IR algorithms and kernels 
(ie, image “looks”) presents the potential to produce cus-
tom, hybrid kernels that can be applied at the radiologist’s 
workstation at the time of review, eliminating the need for 
radiologist-preferred reconstructions to be programmed at 
the scanner. Our strategy can thus be adapted to apply a 
reconstruction algorithm from scanner A to data acquired 
on scanner B. This is possible as all processing is performed 
in image space. X-ray dose and reconstruction kernels are 
dominant factors for image quality, whereas the difference 
among different scanners (eg, size of detector bin and pro-
jection views per rotation) can be ignored. Thus, the trained 
network can be applied to other scanners, as long as the key 
acquisition parameters of test data are covered by the range 
of those in training data. Finally, although we have shown 
that conventional FBP images can be improved with CNN 
postprocessing, we have not attempted to show equivalence 
to existing IR algorithms. The reason for this is that the FBP 
images were sent from a scanner that did not have an IR 
option. For this reason, we chose to highlight the applica-
tion of simulating IR to older legacy scanners as opposed to 
showing equivalence between CNN and commercial IR (eg, 
Siemens ADMIRE).

There are several important implications that follow from 
the success of our approach. First, the ability to decouple 
the acquisition and reconstruction steps could allow for ar-
bitrary IR algorithms to be learned by standard CNN tech-
niques and applied to FBP images produced by any scan-
ner, resulting in a vendor-agnostic approach to CT image 
processing. Second, model-based IR algorithms, currently 

limited by computing time and hardware, could potentially 
be transferred to image space and applied to FBP images in 
a matter of seconds, obviating computer clusters at the CT 
scanner.
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