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Summary

To make adaptive decisions, organisms must appropriately filter sensory inputs, augmenting 

relevant signals and suppressing noise. The prefrontal cortex (PFC) partly implements this process 

by regulating thalamic activity through modality-specific thalamic reticular nucleus (TRN) 

subnetworks. However, because the PFC does not directly project to sensory TRN subnetworks, 

the circuitry underlying this process had been unknown. Here, using anatomical tracing, functional 

manipulations and optical identification of PFC projection neurons, we find that the PFC regulates 

sensory thalamic activity through a basal ganglia (BG) pathway. Engagement of this PFC-BG-

thalamus pathway enables selection between vision and audition by primarily suppressing the 

distracting modality. This pathway also enhances sensory discrimination, and is utilized for goal-

directed background noise suppression. Overall, our results identify a new pathway for attentional 

filtering and reveal its multiple roles in sensory processing based on internal goals.

eTOC Blurb

Making sense of a noisy world depends on active filtering of behaviorally relevant sensory 

information. Nakajima et al. illuminates a pathway that implements this function, demonstrating 

how control circuits regulate early sensory processing to suppress distractors and improve 

behaviorally-relevant signals.
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Introduction

An animal’s survival depends on its ability to appropriately extract relevant signals from its 

environment (Heekeren et al., 2008; Romo and de Lafuente, 2013). Because such signals are 

often embedded in varying levels of sensory noise, the ability to selectively amplify relevant 

inputs and suppress distractors is of paramount importance (Cohen and Maunsell, 2009; Parr 

and Friston, 2018). Some of these ‘filtering’ operations are thought to be automatically 

implemented at multiple levels of sensory processing (Desimone and Duncan, 1995; Wark et 

al., 2007). Sensory filtering operations are also engaged by goal-directed (also known as 

‘top-down’ or executive) control (Squire et al., 2013; Verhoef and Maunsell, 2016; Verhoef 

and Maunsell, 2017). For example, non-human primate experiments have shown that 

changes in sensory processing are influenced by executive control from prefrontal cortex 

(Moore and Fallah, 2004; Noudoost et al., 2010). The observation of this type of control has 

led to the notion that the PFC is a flexible network capable of linking behaviorally-relevant 

inputs to the regulation of ongoing sensorimotor transformations elsewhere (Miller and 

Cohen, 2001; Petersen and Posner, 2012).

In previous work, we showed that sensory thalamus is a locus for sensory filtering; when a 

mouse shifts between selecting and suppressing a broadband visual input with low feature 

complexity, changes in visual thalamic activity (lateral geniculate nucleus; LGN) predict 

successful behavior (Wimmer et al., 2015). These changes in LGN activity reflect inhibitory 

control from the visual subnetwork of the thalamic reticular nucleus (visTRN), which are in 

turn regulated by the prelimbic region of the PFC (Wimmer et al., 2015). This work in mice 

complemented previous findings in humans (O’Connor et al., 2002) and non-human 

primates (McAlonan et al., 2008) in establishing the geniculate as a locus for goal-directed 

attentional filtering (Phillips et al., 2016). However, a circuit-level understanding of this type 

of top-down control, starting from how the PFC transforms task-relevant cues to sensory 

control signals and ending with behaviorally-relevant changes within the sensory thalamus, 

is lacking. In addition, it is unclear whether such a pathway would only implement broad 

modality suppression relevant to cross-modal selection, or whether it could have more 

general roles in attentional filtering. Even if such top-down control had limited feature 

selectivity and contributed to modality-specific broad noise suppression for example, such a 

filtering operation would be a crucial prerequisite for subsequent cortical processes 

underlying selective attention (Hafter et al., 2008)

To address these challenges, we adopted a circuit-level approach in which we first sought to 

identify the pathways involved in executive control of thalamic sensory filtering. Our 

experiments revealed a novel pathway by which prefrontal control of visTRN activity was 

mediated through basal ganglia intermediaries. In addition to broad suppression of 

distracting sensory input with low feature complexity, we found that this same pathway was 

engaged to enhance auditory feature selectivity. More specifically, prefrontal circuits 

transformed learned cues to pathway-specific output signals that ultimately enhanced 

auditory TRN function, supporting the ability to maintain sparse activity in auditory 

thalamus despite broadband background noise. Our findings provide novel insights into the 

circuit mechanisms underlying the PFC’s ability to exert goal-directed sensory filtering 

within and across modalities.
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Results

The PFC implements goal-directed visual thalamic suppression through a basal ganglia 
pathway

We had previously found that neurons within the visual subnetwork of the TRN (visTRN) 

show bidirectional changes in spike rates predictive of appropriate crossmodal sensory 

selection task (Fig. S1A) (Rikhye et al., 2018; Schmitt et al., 2017; Wimmer et al., 2015). At 

the core of the task is sensory selection, where freely behaving mice selected between 

spatially conflicting visual and auditory targets to receive a reward (Fig. 1A). At the 

beginning of each trial, mice were presented with either 100 msec of low- or high-pass 

filtered white noise, which corresponded to two rules for sensory selection: attend to vision 
(ignore audition) and attend to audition (ignore vision), respectively.

By design, sensory selection in this task was asymmetric: the visual target was either a right- 

or left-sided flash that indicated the appropriate reward port location on that trial, while the 

binaural auditory target was either an up- or down-sweep indicating the right or left reward 

port locations, respectively (Fig. 1B). This asymmetry meant that visual selection only 

required the animal to identify simple contrast changes, while auditory selection required 

feature categorization. To distinguish these two operations, we refer to them as visual 

contrast ‘detection’ (Busse et al., 2011) and auditory feature ‘discrimination’ (Dragoi et al., 

2002; Guo et al., 2017; Pinto et al., 2013).

In this task, visTRN neurons showed a decrease or increase in spike rate prior to stimulus 

onset depending on whether vision was selected or ignored, respectively (Wimmer et al., 

2015). Because these changes were diminished when the PFC was suppressed, and because 

the PFC has been shown to encode and maintained cue information during target 

anticipation (Rikhye et al., 2018; Schmitt et al., 2017) we reasoned that the PFC exerts top-

down control over thalamic sensory processing to regulate sensory selection (Fig. 1C). 

Interestingly, we found that enhanced spiking on attend to audition trials, which presumably 

suppresses an expected distracting visual input, was diminished by PFC suppression (Fig. 

1D). This finding, along with the fact that visTRN neural suppression has been shown to 

selectively diminish performance on the same trial type (Wimmer et al., 2015), supports the 

notion that PFC recruitment of sensory TRN is utilized to broadly suppress a distracting 

modality.

How does the PFC exert its control on thalamic sensory processing? We found that the PFC 

does not directly project to visTRN (Fig. 1E, F; or audTRN, Fig. S1B), indicating that 

intermediate circuits are required. Since it was unclear how many links there were between 

PFC and visTRN, we took two complementary approaches; an anatomical one in which we 

identified putative inputs to visTRN and a functional one in which we systematically 

inactivated PFC output pathways, assessing which particular inactivation gave rise to 

modality-specific behavioral deficits like those seen when the visTRN itself is inactivated 

(Wimmer et al., 2015).

These two lines of investigation converged on the basal ganglia as key intermediate circuits 

coupling PFC to sensory thalamus. First, we performed monosynaptic rabies tracing to 
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identify inputs to visTRN neurons (Fig. 1G, Fig. S1C, D) modified from previous methods 

(Sun et al., 2014; Wall et al., 2010). Tracing showed a substantial source of presynaptic 

inputs from the caudal region of the globus pallidus (GP; Fig. 1H, Fig S1E, F). The GP 

region identified received GABAergic presynaptic input from the dorsal region of the tail of 

striatum (Fig. 1I) (Menegas et al., 2017), which is known to receive primary visual cortical 

inputs (Fig. S1G) (Jiang and Kim, 2018; Oh et al., 2014), as well as direct PFC inputs 

(Hunnicutt et al., 2016). We refer to this region as visual striatum (visStriatum). Second, we 

found that optogenetic suppression of PFC terminals in visStriatum disrupted performance 

only on trials that required animals to suppress the visual target (Fig. 1J, K, Fig. S1H). We 

found that a similar selective effect was produced by visTRN suppression (Fig. 1L). Such 

evidence for a PFC output carrying a modality-specific signal was not seen in all other 

output pathways tested, which either gave symmetric performance deficits across modalities 

(Fig. 1M, Fig. S1H) or no effects at all (Fig. S1I, J). These effects were unlikely to be 

artifacts of optogenetic intervention, as EGFP control experiments did not affect task 

performance (Fig. S1K).

PFC projection neurons to visStriatum selectively encode the attend to audition cue

To test the hypothesis that the PFC generates a modality specific signal propagated via the 

visStriatum and visTRN to suppress visual inputs, we recorded the activity of PFC neurons 

that project to visStriatum (PFCvisStriatum). If our hypothesis was correct, these neurons 

would display modality-specific neural signals during the 2AFC task delay period. As such, 

we performed optogenetic tagging of PFCvisStriatum neurons using the retrograde non-toxic 

canine adenovirus (CAV2), allowing us to track their activity in the task (Fig. 2A-E; see 

methods).

Previous studies have shown that PFC neurons encode and maintain the task-relevant cues 

through sequential population activity in which individual neurons show transient increases 

in spike rate (Schmitt et al., 2017). Such ‘peaks’ in spike rate tile the delay period of the 

task, maintaining a temporally-sparse representation of the cue. Here, we found that a subset 

of PFCvisStriatum neurons also showed peaks tiling the delay period. In these neurons, 

however, peaks were almost exclusively found for attend to audition trials (Fig. 2F-H). In 

agreement with these observations, cue information could be decoded from this population 

exclusively in the attend to audition trials (Fig. 2I, J). Combined, these results suggest that 

PFC outputs to visStriatum are generally involved in the suppression of thalamic visual 

transmission when vision is behaviorally-irrelevant.

Engagement of the PFC in the auditory selection component of the 2AFC is multifaceted

The cross-modal sensory selection 2AFC task is, by design, asymmetric. That is, the visual 

and auditory targets have different degrees of feature complexity. While visual targets are a 

right- or left-sided light flash whose presence requires simple ‘detection’, the auditory 

targets are binaurally-presented up- or down-sweeps requiring feature ‘discrimination’. A 

number of studies have shown that these types of operations are implemented in 

fundamentally different ways in the brain. More specifically, while detection only requires 

sensory cortical engagement when stimulus contrast is near threshold (Glickfeld et al., J. 

Neuro., 2013; Cone et al., eNeuro., 2019), discrimination engages sensory cortex more 
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generally (Letzkus et al., Nature, 2011; Lee et al., Nature, 2012). As such, these two 

processes can be differentially, and sometimes oppositely, impacted by a particular 

manipulation (Guo et al., Neuron, 2017; Olsen et al., Nature, 2012). In line with these 

studies, we previously had found that primary visual cortex (V1) inactivation causes a shift 

in visual detection threshold when the animal has to simply detect the location of a visual 

flash (right vs. left) in an uncued manner (Wimmer et al., 2015). In the cross-modal task, 

this translated to a relatively small detriment in performance on visual trials. Conversely, 

suppression of primary auditory cortex (A1) reduced performance down to chance level 

rather than producing a quantitative detriment in behavior.

The idea that auditory and visual stimuli might be processed differently due to the 

asymmetric design of the cross-modal sensory selection task led us to wonder if this 

difference is reflected in the engagement of TRN by the PFC-BG-thalamus pathway. Similar 

to visTRN, audTRN neurons receive inputs from the GP (Fig. S2A, B), suggesting that any 

observed differences could not be explained by fundamental differences in circuit 

architecture. Two-color rabies tracing also revealed that presynaptic inputs to the audTRN 

and visTRN are largely non-overlapping (3% overlap, 12/354, Fig. 3A, B) suggesting that 

these circuits are likely to be controlled separately, potentially by different striatal inputs. 

Because the auditory striatum (audStriatum, Fig. S2C) receives PFC inputs analogous to 

those of the visStriatum (Hunnicutt et al., 2016) we were able to record and manipulate their 

corresponding PFC control (PFCaudstriatum neurons or their terminals in audStriatum) in the 

context of the 2AFC task.

Compared to PFCvisStriatum neurons, PFCaudStriatum neurons showed significant selectivity 

towards both task-relevant cues (Fig. 3C-F). More precisely, although these neurons were 

more likely to encode the attend to vision than the attend to audition cue (Fig. 3F), the 

relative selectivity between these cues was significantly lower compared to that observed for 

PFCvisStriatum neurons (Fig. S2D). Moreover, in contrast to the selective behavioral effects 

seen with PFC terminal suppression in visStriatum (Fig. 1K), PFC terminal suppression in 

audStriatum led to impaired performance on both cueing conditions (Fig. 3G, H, Fig. S2E, 

F).

At this point, it was becoming clear that the asymmetry in the task design was indeed being 

translated to asymmetries in neural activity and causal engagement in the task along the 

visual and auditory PFC-BG-thalamus pathways. However, it remained unclear exactly why 

the auditory pathway was being engaged in both trial types. The auditory cues used to 

indicate trial types were unlikely to be the reason of this dual engagement, as previous 

studies showed that the cueing modality has little or no impact on either performance of this 

task or the associated patterns of prefrontal engagement (Rikhye et al., 2018).

To better understand how the PFC-audStriatum pathway engaged auditory processing in 

both trial types, we examined the activity in the auditory thalamus (ventral medial geniculate 

body; MGBv) during the task. Because our experiments in the visual pathway showed that 

top-down control is necessary for suppressing distracting visual thalamic inputs, we asked 

whether a similar effect was taking place at the level of MGBv neurons. Indeed, evoked 

MGBv neural responses were reduced in attend to vision compared to attend to audition 
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trials (Fig. 3I, J), an effect that was quantitatively comparable to that seen for LGN with 

respect to visual selection (Fig. 3K).

Although changes in MGBv spiking were observed across cueing conditions, they were non-

uniform across the population; MGBv neurons that displayed a preference towards a specific 

auditory target (up- vs. down-sweep) emitted spikes that were more informative of these 

targets during the attend to audition compared to attend to vision trials (Fig. 3J, L). This 

finding, combined with the fact that attend to audition trials also engaged the PFC-to-

audStriatum pathway suggested that auditory discrimination may require some degree of 

top-down auditory thalamic suppression. This suppression would enforce a sparse auditory 

thalamic output, which is consistent with our decoding values (Fig. 3L), and would render 

target stimulus features to be maximally separable at the level of cortical readout (Chechik et 

al., 2006; Willmore et al., 2014).

A close examination of our electrophysiological recordings supported the notion that 

auditory discrimination engages thalamic inhibition, and that this is an explanation for the 

neural asymmetries observed across the PFC-BG-thalamic pathway in this design of the 

2AFC task. Specifically, we found that putative audTRN neurons (Fig S3A-G, see methods) 

showed an increase in spike rates during the delay period of the task for both attend to 
audition and attend to vision trials (Fig. 4A-C). Although this spike rate increase was 

quantitatively smaller for attend to audition trials compared to attend to vision trials, 

audTRN activity was qualitatively different than visTRN activity in this task, where the 

latter population showed reduced spiking only when the upcoming relevant target was visual 

(Fig. 4C).

The different behaviors of audTRN and visTRN support the notion that task-design 

asymmetries may have enforced asymmetric engagement of the identified PFC-BG-thalamus 

circuits, which was read out behaviorally when this pathway is suppressed (Fig. 1K, Fig. 3H, 

Fig. S2E), and neurally in the asymmetry seen across the different sensory TRN 

subnetworks (Fig. 4C). A potential caveat for this idea, however, is the inherent asymmetry 

between vision and audition being distinct sensory processing pathways. To investigate this 

issue, we trained mice on a symmetric 2AFC task, in which the auditory component was a 

simple detection of a left- or right-sided tone cloud (Fig. 4D). Remarkably, this task design 

resulted in audTRN activity profiles across the two cueing conditions that were qualitatively 

similar to visTRN activity profiles in the original 2AFC task, in which spike rates were 

suppressed prior to the preferred stimulus presentation (Fig. 4E, F). These findings 

confirmed that goal-directed control of sensory thalamic processing is distinct when the 

sensory operation is a simple detection versus when it is a feature discrimination, and 

suggested a possible general role for the PFC-BG-thalamus pathway in goal-directed 

sensory filtering relevant for feature extraction.

The audTRN improves signal to noise ratio of MGBv sensory responses

To directly investigate the role of audTRN in auditory feature discrimination, we performed 

targeted electrophysical and behavioral studies. First, we recorded sensory responses of 

MGBv neurons to complex auditory stimuli (dynamic random chords, see methods) while 

performing randomized, interleaved, optogenetic inactivation of audTRN (Fig. 5A). We 
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found a marked decrease in feature selectivity in MGBv neurons when audTRN was 

suppressed, an effect which was worsened by noise (example Fig. 5B). We quantified the 

impact of this reduced selectivity at the population level through two metrics (population 

decoding: Fig. 5C; Fano Factor: Fig. S4A), both of which supported the necessity of intact 

audTRN function to maintain discriminability of neural signals in MGBv. Second, we 

employed a Go/No Go task that we had previously developed to interrogate auditory 

discrimination (Schmitt et al., 2017). Briefly, after initiation (500 msec), mice were 

presented with one of the three different tones (100 msec duration) with varying Signal-to-

Noise ratio (SNR). We parametrically varied the SNR of target stimuli by adding 

background white noise of different intensity levels, which we reasoned would also change 

the overall feature complexity of the stimuli. Mice were trained to perform a nosepoke in a 

response port following the presentation of a 20kHz tone, but to withhold following the 

presentation of either 16kHz or 24kHz tones with both appropriate response types (hits and 

correct rejections) rewarded at a reward port (Fig. 5D). We found that audTRN suppression 

(Fig. S4B) during the stimulus presentation resulted in marked behavioral deficits on this 

task (Fig. 5E). Behavioral impairment varied in relation to the SNR of the target stimuli 

(Fig. S4C). These results directly support to the idea that enhanced audTRN activity 

improves MGBv neurons SNR to help maintain sparse stimulus representation necessary for 

sound discrimination.

Suppressing GP improves stimulus decodability of MGBv through audTRN

Having established a role for audTRN in controlling auditory SNR, we next sought to 

examine how executive circuits might engage this function. Our data thus far allowed us to 

construct a circuit diagram linking PFC to audTRN via striatum and GP (Fig. 6A). How 

might this pathway affect audTRN activity? We found that optogenetic GP suppression, a 

proxy for how we hypothesized top-down inputs would exert their control, resulted in 

increased audTRN activity (Fig. 6B-D).

We next examined how the GP-audTRN control pathway impacted responses in MGBv (Fig. 

6A) and found that GP suppression diminished MGBv neural sensory responses (Fig. 6E-G). 

Despite this reduction in sensory-evoked responses, MGBv neural spikes more readily 

reflected their preferred stimulus, an effect that was particularly evident under high 

background noise conditions (Fig. 6H). Consistent with this neural SNR enhancement being 

behaviorally relevant, we found that GP suppression enhanced behavioral performance on 

the auditory discrimination task described above (Fig. 6I).

The PFC transforms noise-predicting cues to enhanced thalamic SNR through the basal 
ganglia and audTRN

To isolate the role of the PFC-BG-thalamus pathway in goal-directed background noise 

suppression relevant for auditory feature discrimination, we modified the auditory Go/No 

Go task to include a cueing component (Fig. 7A). In each session, 40% of trials did not 

include added broadband noise (stimulus SNR = 120), while 60% of trials included noise 

that varied between 0.5 and 10 stimulus SNR. We provided a consistently predictive visual 

cue (100msec pulse of either U.V. or green light, varied on an animal-by-animal basis) at the 

beginning of 50% of noise trials. The other 50% of the noise trials were either uncued or 

Nakajima et al. Page 7

Neuron. Author manuscript; available in PMC 2020 August 07.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



were preceded by the other cue (green or U.V. light, depending on the animal) which was 

also presented on a random subset of baseline trials and so did not predict whether noise was 

going to be presented on an upcoming trial. In agreement with the intended design, animals 

learned to use the ‘noise-predictive cue’ to improve their auditory discrimination behavior 

(Fig. 7B).

Consistent with the notion that this type of behavioral design would engage top-down 

prefrontal control (Fig. 7C), we found that PFC suppression selectively eliminated the 

advantage of the predictive cue particularly in higher noise conditions (e.g. SNR 1.8 vs. 5.5; 

Fig. 7D; Fig. S5A). Suppressing PFC terminals in audStriatum also eliminated the cue 

effect, suggesting that the same PFC-BG pathway is involved (Fig. 7E). The idea that this 

frontal engagement ultimately enhances audTRN activity was further supported by the 

observation that audTRN suppression gave broadly similar effects while also impacting 

uncued trials (Fig. 7F). This latter result is not surprising given that, in contrast to PFC, the 

audTRN would not be expected to be selectively involved in the cueing component of 

auditory filtering. Overall, these results support the idea that filtering of background noise in 

the thalamus within a modality is engaged by the same prefrontal control pathway involved 

in cross-modal sensory selection. To directly examine the interactions between the PFC and 

auditory thalamic filtering, we turned to a high-throughput optical method to measure 

thalamic inhibition in behaving animals (Wells et al., 2016; Wimmer et al., 2015). This 

method, termed chloride photometry, uses bulk ratiometric measurements of the 

fluorescence resonance energy transfer (FRET) indicator SuperClomeleon to report changes 

in intracellular chloride, providing a proxy for GABAergic inhibition (Grimley et al., 2013; 

Gunaydin et al., 2014; Wells et al., 2016; Wimmer et al., 2015). By using multipoint 

sampling, we were able to further improve the sensitivity of this measurement (Fig. 7G, see 

methods), allowing us to more easily attribute changes in MGBv inhibition to the two 

distinct task phases associated with stimulus anticipation and delivery (Fig. 7H). Presenting 

a predictive cue augmented evoked MGBv inhibition solely due to its effect on stimulus 

anticipation, not delivery (Fig. 7I). Importantly, PFC suppression eliminated this anticipatory 

change in MGBv inhibition. This loss of FRET signal with PFC suppression is unlikely to 

be due to the laser itself in frontal regions, because we previously observed that laser in task-

irrelevant frontal regions didn’t affect the FRET signals in the sensory thalamus (Wimmer et 

al., 2015). This confirmed that the PFC-BG-thalamus pathway is ultimately controlling 

auditory discrimination through changes in thalamic inhibition.

Our data to this point allowed us to infer that the PFC is engaged during goal-directed 

auditory noise suppression, but the neural coding principles underlying this engagement 

remained unclear. For example, does the PFC encode and maintain the noise-predicting cues 

prior to target stimulus presentation? To address this question, we examined prefrontal 

physiology in the cued auditory discrimination task using multi-electrode recordings (Fig. 

7J). We found that PFC neurons indeed encoded the noise-predictive cues, and that the 

population exhibited a temporally-sparse sequential response similar to what we had 

observed in the cross-modal 2AFC task following task-relevant cue presentation (Fig. 7K, 

L). PFC neural population decoding revealed encoding and maintenance of the noise-

predicting but not the unpredictive cue (Fig. 7M, Fig. S5B). Critically, the representation of 

the predictive cue was much easier to decode from optogenetically-tagged PFCaudStriatum 
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neurons than from the PFC population more broadly (Fig. 7N, Fig. S5C), consistent with the 

notion that these neurons may be the main cognitive control output population for this task.

Discussion

To cope with the challenge introduced by distracting inputs and sensory noise, animals use a 

variety of filtering mechanisms (Wark et al., 2007; Warrant, 2016) capable of modulating 

neuronal response to sensory inputs based on the characteristics of those inputs (Angelucci 

and Bressloff, 2006; Carandini and Heeger, 2011). However, the need to engage sensory 

filtering often varies depending the degree of sensory noise and particular behavioral goals 

(Gilbert and Li, 2013). To accommodate these changing requirements, flexible networks in 

the frontal cortex can selectively modulate filtering of behaviorally-relevant inputs through 

attentional mechanisms (Miller and Cohen, 2001).

In this study, we identify and characterize a clear example of this kind of coordinated top-

down control: PFC dependent regulation of thalamic sensory filtering. Our results 

demonstrate that the PFC engages inhibitory circuits in the thalamus via a novel PFC-BG-

thalamus pathway to implement control of sensory processing. This newly identified circuit 

can be utilized either to broadly suppress a distracting modality or improve signal-to-noise 

ratio (SNR) for noisy input by maintaining a sparse response profile within a single 

modality.

A “triangulation” approach to functional circuit mapping

Our identification of a new PF-BG-thalamus sensory filtering pathway relied on the use of 

multiple, independent lines of investigation. This “triangulation” approach provides a means 

to understand the role of a given set of circuits in behavior while also helping to rule out 

alternative interpretations. In the current study, we used two distinct tasks which 

independently showed that PFC-BG-thalamus pathway engagement was general to sensory 

filtering regardless of whether the filtering operation itself was embedded within a more 

complex hierarchical design or whether its top-down control was initiated by visual or 

auditory cues. In addition, the task-general findings that silencing of PFC terminals in a 

sensory striatal territory selectively disrupted behavior on trials requiring suppression of that 

same sensory modality support the idea of modality-specific sensory filtering and rules out 

optogenetic artifacts.

Although the efficacy of presynaptic terminal suppression using eArch3.0 has been 

questioned, with some studies pointing to paradoxical excitation following prolonged 

activation of this opsin (Wiegert et al., 2017), our relatively brief stimulation (500msec) is 

unlikely to be subject to these types of effects (El-Gaby et al., 2016). Although the cannot 

entirely rule out all potential artifacts, our triangulation approach makes it unlikely that such 

issues would lead to incorrect interpretations for multiple reasons. First, the clearly 

distinguishable effects produced by suppressing terminals in audStriatum and visStriatum 

strongly supports the notion that the two outputs are functionally distinct. Second, these 

pathway-specific optogenetic effect are supported by the independent observations that 

PFCvisStriatum and PFCaudStriatum neurons encoded task-relevant cues with different degrees 
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of selectivity. Lastly, electrophysiological and optical recording from the thalamus 

demonstrate that sensory TRN activity mirrored pathway-specific cortical engagements.

PFC flexibly transforms learned cues to fixed outputs in order to control sensory 
processing

PFC neurons are known to exhibit a high degree of task-selectivity rather than fixed sensory 

responses, a feature thought to underlie the ability of this brain region to flexibly control 

sensorimotor transformations in other brain regions (Donahue and Lee, 2015; Miller and 

Cohen, 2001; Squire et al., 2013; Szczepanski and Knight, 2014). In this study, we showed 

that although internal PFC circuitry can be flexible, PFC outputs are anatomically fixed. As 

a key example of this fixed output circuitry, we investigated PFC projections to different 

territories of the basal ganglia involved in the regulation of sensory processing in different 

modalities. We find that outputs to these different parts of the basal ganglia must be linked to 

behaviorally relevant inputs to control sensory processing based on learned rules. This result 

is broadly relevant to understanding the diverse functions of the PFC as it places a 

fundamental constraint on how this circuit can remodel its internal network to coordinate 

activity in outside circuits that it regulates. Moreover, the approaches used in this study can 

be applied to identify functional engagement of PFC output neurons in different behaviors 

potentially facilitating the investigation of the role of the many behaviors in which PFC is 

implicated (Miller and Cohen, 2001).

Star*Methods

Contact for Reagent and Resource Sharing

Further information and requests for resources and reagents should be directed to and be 

fulfilled by the Lead Contact, Michael Halassa (mhalassa@mit.edu)

Experimental Model and Subject Details

Vgat-Cre mice (016962) and C57BL/6J mice (000664) were obtained from Jackson 

Laboratory. All KO and Vgat-Cre mice used in this study were backcrossed to C57BL/6J 

mice for at least 6 generations to obtain a homogeneous genetic background. All mice tested 

were between 2–12 months of age and housed on a 12-h light/dark cycle. Male mice were 

used for behavioral testing to reduce potential confounds from placing mice both genders 

sequentially in the same behavioral testing environment, while mice of both sexes were used 

for all other experiments. Throughout training and testing, all procedures were performed in 

accordance with protocols approved by the Institutional Animal Care and Use Committee at 

the New York University Langone Medical Center as well as the Committee on Animal Care 

at the Massachusetts Institute of Technology. All procedures are also in accordance with 

guidelines issued by the US National Institutes of Health.

Method Details

Behavioral Training and Testing

Testing/Training Setups for Behavioral Task: Behavioral training and testing for all tasks 

(cross-modal sensory selection task, basic auditory discrimination task, and cued noisy 
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auditory discrimination task), took place in grid-floor mounted, custom-built enclosures 

made of acrylic plastic (maximum dimensions in cm: length: 15.2; width: 12.7; height: 24). 

All enclosures contained custom-designed operant ports, each of which was equipped with 

an IR LED/IR phaototransistor pair (Digikey, Thief River Falls, MN) for nose-poke 

detection. For all tasks, trial initiation was achieved through an initiation port mounted on 

the grid floor ~6 cm away from the ‘response ports’ and ‘reward ports’ located at the front of 

the chamber. A pair of electrostatic speakers (Tucker Davis Technologies) producing the 

auditory stimuli were placed outside of the training apparatus and sound stimuli were 

conveyed via cylindrical tubes to apertures located at either side of the initiation port, 

allowing consistent delivery of stereotypical stimuli across trials. All stimuli and auditory 

cues across tasks were generated by a TDT Rx8 sound system (Tucker-Davis Technologies, 

Alachua, FL). Sound stimuli and auditory cues were recorded and assessed for intensity 

using a prepolarized icp array microphone (PCB Piezotronics, Depew, NY) after which 

frequency production was equalized using software-based calibration via SigCalRP (Tucker-

Davis Technologies, Alachua FL). Visual stimuli for cross-modal sensory selection task 

were produced by two dimmable, white-light-emitting diodes (Mouser, El Cajon, CA) 

mounted on each side of the initiation port and controlled by an Arduino Mega 

microcontroller (Ivrea, Ital). Noise cues for noisy auditory discrimination task (see below) 

were produced by UV (320–380nm) or Green (495510nm) light emitting diodes (Mouser, El 

Cajon, CA) mounted on the top of the enclosure and controlled by Arduino Mega 

microcontroller (Ivrea, Italy). For cross-modal sensory selection tasks, two response ports 

were mounted at the angled front wall 7.5 or 5 cm apart, respectively. Response ports were 

separated by 1 cm divider walls and each was capable of delivering a milk reward (10μl 

evaporated milk delivered via a single-syringe pump (New Era Pump Systems, Farmingdale, 

NY) when a correct response was made. In the case of the auditory GO/NO GO task 

environment used for the basic and cued noisy auditory discrimination tasks, response and 

reward ports were stacked with the response port on top. The stacked ports were located 

centrally behind the initiation poke. Access to all response and reward ports was restricted 

by vertical sliding gates which were moved via a custom 3D printed rack and pinion gear 

system (MakerBot replicator, Brooklyn, NY) powered by a servo motor (Tower Hobbies, 

Champaign, IL). The TDT Rx8 sound production system (Tucker Davis Technologies, 

Alachua, FL) was controlled through MATLAB (MathWorks, Natick, MA), interfacing with 

a custom written software running on an Arduino Mega (Ivrea, Italy) for trial logic control. 

For all tasks, mice were food restricted to 85–90% of their ad libitum body weight before 

training.

Cross-modal Sensory Selection Task Training and testing: A total of 18 control and 6 

Vgat Cre mice were trained on this task. No differences were observed in learning between 

these groups. Training was performed as previously described (Schmitt et al., 2017; Wimmer 

et al., 2015) and required ~ 2 months of daily training for each mouse. Particular steps were 

taken throughout the training and testing periods to ensure that mice used the rules for 

sensory selection.

Training was carried out in multiple stages. First, 10 μl of evaporated milk (reward) was 

delivered randomly to each reward port for shaping and reward habituation. Second, mice 
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were trained to initiate individual trials and make association of side of reward poke with 

target stimuli (no conflict trials). Initially, mice had to briefly (50msec) break the infrared 

beam in the initiation port to trigger target stimulus presentation and render reward ports 

accessible. Mice were trained to hold their snouts for up to 700msec. Broadband white noise 

indicated trial availability, which prompted a mouse to initiate a trial. Upon successful 

initiation, the white noise was replaced by either brown (10-kHz low-pass-filtered white 

noise) or blue noise (11-kHz high-pass-filtered white noise) for 0.1sec to indicate whether to 

attend to vision or attend to audition. This was followed by a delay period (0.4–0.6 sec) prior 

to target stimuli presentation. Target stimuli were presented in blocks of six trials consisting 

of single-modality stimulus presentation (no conflict). In attend to vision trials (brown 

noise), the location of the rewarded port was signaled by a white LED (visual target) 

mounted underneath it in order to establish an association between the location of the visual 

target and the location of the reward port. In attend audition trials (blue noise), mice learned 

the association between the auditory target, up-sweep (10–15kHz) or a down-sweep (16–

12kHz) with right or left ports respectively. For symmetric task, a 0.1s tone cloud consisting 

of a random set of overlapping pure tones (12.5 ms tone length with an overlap of between 

2–8 tones at any given time) spanning a range of 4–46 kHz was played from the speaker on 

one side only. The same tone clode was used for right and left sides, and mice were trained 

to associate the location of sound and the location of the reward port. Rewards were 

available for 15sec following correct response, followed by a 5sec inter-trial interval (ITI). 

An incorrect response immediately renders the response ports inaccessible and was punished 

with a time-out, which consisted of a 30sec ITI. Third, conflict trials were introduced, in 

which auditory and visual targets were co-presented indicating reward at opposing locations 

and mice need to use trial cues (brown or blue noise) to match the target modality. Four 

different trial types were presented in repeating blocks: (1) three auditory-only trials; (2) 

three visual-only trials; (3) six conflict trials with auditory target; and (4) six conflict trials 

with visual target. Once mice performed successfully on conflict trials, single-modality trials 

were removed and block length was reduced to three trials. Fourth, during the final stage of 

training, all block structure was removed and trial type was randomized. For each mouse, 

training was continued until the animal’s performance level reached at least 65 % for both 

trial cues, after which they were injected with viral vectors and implanted with optic fibers 

or microdrive (see relevant sections below). Following recovery, each animal was re-trained 

to the original performance criteria. For electrophysiological recordings and experiments 

with optical manipulation, testing conditions were equivalent to the final stage of training. 

To make sure mice did not have any biases towards one modality and that they were able to 

use trial cues to choose modalities, only sessions with balanced performance (both auditory 

and visual trial types above 65%) across target modalities in baseline trials (those without 

laser manipulations) were used for the further analysis.

Noisy Auditory Discrimination Task Training and Testing: A total of 18 control and 5 

Vgat Cre mice were trained on this task. No differences were observed in learning between 

these groups. For both the basic and cued auditory discrimination tasks, animals were first 

trained to initiate, then to perform the basic discrimination task (~3 weeks daily training). In 

training and testing, mice initiated each trial by holding their snout in an initiation port for at 

least 50msec to initiate a delay period. Following this 500msec delay, a pure tone stimulus 
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was played for 100ms from speakers on both sides of the initiation port at an intensity of 60 

dB. Animals were trained to hold their head in the initiation port throughout the delay and 

stimulus delivery and trials were interrupted if they failed to do so. The pure tone stimuli 

were pseudo-randomly varied on a trial by trial basis, with trials divided between the “GO” 

stimulus (20 kHz, ~40% of trials) and two “NO GO” stimuli (16 and 24 kHz, ~ 30% of trials 

per frequency). The order of “NO GO” stimuli also followed a pre-determined 

pseudorandomized sequence. After stimulus presentation, the response port was made 

accessible for a 2.5sec trial period. In “GO” trials, the mouse was required to poke in this 

response port within the trial period (a “Hit”) in which case a reward port directly 

underneath the response port became accessible, and reward was delivered. For a “Miss” in 

which the mouse failed to poke within the trial period, the reward port was not made 

accessible. For a “correct rejection”, withholding for the full 2.5sec when the “NO GO” 

stimulus was played, the reward port was made accessible. For a “False Alarm” response on 

a “NO GO” trial, the reward port was not made accessible. For both types of incorrect 

response (False Alarm and Miss) animals were punished with delay in the availability of the 

next trial by an additional 15sec time-out period.

To parametrically vary stimulus signal to noise ratios (SNR) white noise was added to pure 

tone stimuli at fixed stimulus SNR ratios as labelled in each relevant figure. In the basic 

discrimination task, 60% of total trials were randomly masked by noise (average session 

length = 212 trials). Following initial introduction of noise, performance on noise trials 

dropped precipitously even for low noise levels. For the lowest noise levels, however, 

performance recovered close to baseline levels and partial recovery was observed for high 

noise conditions as well. Because of this, mice were trained for an additional 1–2 weeks 

following noise introduction with a mixture of noise intensities prior to testing. For the cued 

noisy auditory discrimination task a Green (495–510 nm) or UV (320–380 nm) light was 

activated for 100msec following the start of initiation. Through multiple sessions prior to 

testing (~ 2 months daily training following initial task acquisition) mice were trained to 

expect a noise trial following one of the two light colors on 100 % of trials (predictive cue) 

and a 50% chance of noise following the other color (unpredictive cue). Mice were divided 

into two equal groups with the predictive cue assigned to UV in one group and green in the 

other. Groups were of equal size for each experiment with a minimum of 2 mice in each. 

After the light cue, or a 100 msec cue free period for uncued trials, animals were required to 

hold through an additional 400 msec delay period prior to the sound stimulus playing. 

During testing in the cued noisy auditory discrimination task, trials were divided into subsets 

for different noise/cue combinations. In each session, ~40% of total trials were pure tone 

without noise (SNR =120) and were either uncued or cued with the unpredictive cue (uncued 

25% total, unpredictive cue 15% total). The remaining 60% of total trials were noise trials 

(SNR 0.5–10) divided among all three cueing conditions (predictive cue 30% total, 

unpredictive cue 15% total, uncued 15% total). Each session included only one SNR level 

for the noise trials. After this second training stage, mice were injected with viral vectors 

and implanted with optic fibers or microdrive (see relevant sections below). Following 

recovery, each animal was re-trained to a performance level of > 70% in pure tone trials 

(SNR = 120). Only sessions with the performance above 70% in pure tone trials (SNR = 

120) were used for analysis.
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Behavioral Analysis

Cross-Modal Sensory Selection Task: Analysis of behavioral experiments was performed 

as described previously(Rikhye et al., 2018; Schmitt et al., 2017; Wimmer et al., 2015). 

Briefly, for all experiments with optogenetic manipulations, only sessions where baseline 

performance was at ≥ 65% correct for both trial types were included in the analysis. To 

account for variation associated with baseline performance across sessions and across mice 

used as well as multiple comparisons using the same data, statistical analysis was performed 

for all manipulations in tandem. Details of this approach are given in the Quantification and 

Statistical Analysis section, below.

Basic and Cued Auditory Discrimination Tasks: Performance on the discrimination task 

was initially assessed using the d’ statistic (d’ = Z(hit rate) – Z(false alarm rate)). For all 

experiments including psychometric function estimation across stimulus SNR levels, 

optogenetic, and pharmacological manipulations sessions were only included if baseline 

performance was ≥ 65% correct (SNR = 120). Noise-masking behavior with multiple SNR 

levels (Fig. 5, 7) was averaged across sessions (d’ was calculated for each session and noise-

level, then averaged) and fit with a logistic function. For optogenetic behavioral (audTRN 

suppression, Fig. 5; GP suppression, Fig. 6) and predictive cue behaviors (Fig. 7) these trial 

types were initially grouped within sessions and d’ values were calculated on a session by 

session basis. Only sessions in which at least 25 trials of a given type occurred were 

included. For comparisons at multiple SNR levels, performance on each trial type was 

pooled within sessions for each SNR level (one SNR level was included per session) and d’ 

was calculated. To estimate parameters of psychometric functions across noise levels, d’ 

averages for all SNR levels were fit with the logistic function:

F(x; α, β, λ) = (λ)
1 + exp( − β(x − α))

where x corresponds to the inverse of the ratio between the intensity of added noise and the 

maximum sound intensity of the stimulus (i.e. stimulus SNR) in log-scale, α corresponds to 

the detection threshold and λ corresponds to the maximum performance associated with 

behavioral “lapse rate” (Wimmer et al., 2015). Fitting was made using the Palamedes 

psychophysical toolbox (http://www.palamedestoolbox.org/) via maximum likelihood 

estimation. Confidence interval estimates were then made using a bootstrapping procedure 

in which subsets of sessions were selected at random across mice (60% selection per subset 

per SNR level) with parameters estimated by fitting the resulting data for each subset.

To estimate the performance benefit by a noise predictive (or unpredictive) cue, the 

performance (d’) for individual SNR levels in uncued trials within each session was 

subtracted from the corresponding performance on cued trials. The resulting function, being 

a change between logistic cumulative distribution functions, was then fit using the logistic 

probability density function (Treisman and Faulkner, 1985):

F(x; α, β, λ) = exp−β(x − α)

(1 + exp( − β(x − α)))2/β
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Where the parameters are the same as in the fitting of the original function above.

Optogenetics in Behavior—For experiments with optical stimulation (Fig. 1, 3, 5, 6, 7, 

Fig. S1, 4, 5), testing conditions were equivalent to the final stage of training. Laser trains of 

yellow (560 nm for eNpHR3.0 or eArch3.0 activation) light consisting of 50Hz, 18-ms 

pulses (90% duty cycle) at an intensity of 8–12 mW (measured at tip of the optic fibers) 

were delivered via TTL triggered laser system (Omicron-Laserage, Dudenhofen, Germany) 

on a random subset of trials. Laser light intensity was calibrated prior to each testing session 

using a laser power meter (Thorlabs, NJ, USA). Because behavior and recording systems 

were automated and stimulus sequence and optogenetic manipulations varied on a trial by 

trial basis, researchers were not blinded to trial type. Laser was turned on either during delay 

and the tone presentation (Fig. 5, 6, 7, Fig. S4, 5) or during the delay period (Fig. 1,3, Fig. 

S1, 2) of pseudo-randomly selected subsets of trials.

Optical Chloride Measurements in Behavior—For combined TRN optical recordings 

with/without optogenetic PFC disruption (Fig. 7G-I), laser trains of yellow light were 

delivered during the initiation period on a random subset of trials as described above. FRET-

based measurement of sound-evoked [Cl-]I responses was performed as previously described 

(Wells et al., 2016; Wimmer et al., 2015) with some methodological improvements to 

enhance signal level, as described below. For these recordings, excitation of 

SuperClomeleon CFP and YFP along with their emitted light were carried through 

chronically implanted optical fibers using a specialized, custom constructed triple fiber (total 

inner diameter 660 μm, Doric lenses, see Fig. 4K) which was connected with a 400μm, 

0.48NA optic patch cord to the recording system. This triple fiber consisted of three angled 

mirror fibers (60 degrees, NA 0.66) which surrounded the sampled structure. These fibers 

were oriented towards the sampled structure allowing them to both provided CFP excitation 

(430 nm light) and collect emissions within the optimally excited zone. The three fibers 

were collimated through a custom lens system to connect to a common patch cord through 

which excitation light was also delivered. Recordings were made using the Assisted Rotating 

Fluorescence Mini Cube (ARFMC) for FRET system (Doric lenses, Quebec, Canada). 

Although minimal artifacts were observed, to reduce laser-light induced artifacts optogenetic 

manipulations were delivered via angled optical fibers oriented away from the recording 

fibers, as described below.

Virus Set and Injection Coordinates—All AAVs were produced by either the vector 

core at the University of North Carolina Chapel Hill or Massachusetts Institute of 

Technology viral core with titers above 1012 VG/ml. All FuGB2LV were produced in our 

laboratory with titers above 108 VG/ml. The vector for TVA was modified from the original 

lentivector pFCGW. FuGB2LV was produced as described previously (Halassa et al., 2014). 

The expression plasmid and two helper plasmids, delta8.9 and FuGB2 (Kato et al., 2011), 

were transfected into human embryonic kidney 293FT cells with Polyethylenimine “Max” 

(PEI; Polyscience, Inc; 24765). Viral particles were collected from the cell culture medium, 

pelleted by ultracentrifugation at 50,000 × g(m/s2) for 2 hours. Pseudotyped, RG-deleted 

rabies virus, RVΔG was purchased through Salk Institute with titers above 108 VG/ml. 

Canine adenovirus 2 encoding Cre (CAV2-Cre) was produced in Institute de Genetique 
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Moleculaire de Montpellier. Coordinates for each injection were as follows (in mm, A/P, 

M/L from Bregma, D/V from brain surface): MGBv: A/P: −3.2, M/L: ±2.0, D/V: −3.0; PFC: 

A/P: 2.4, M/L: ±0.6, D/V: −1.4; LGN: A/P: −2.1, M/L: ±2.0, D/V: −2.5; visTRN: A/P: −1.6, 

M/L: ±2.0, D/V: −2.4; audTRN: A/P: −1.8, M/L: ±2.3, D/V: −3.0; visStriatum: A/P: −1.46, 

M/L: ±3.0, D/V: −1.9; audStriatum: A/P: −1.8, M/L: ±2.8, DV: −3.0; GP: A/P: −1.4, M/L: 

±2.6, D/V: −3.0. Mice were anesthetized using 1% isoflurane and mounted on a stereotactic 

frame for virus injections. For behavioral experiments, mice were allowed to recover for 2–4 

weeks following virus injection to allow expression prior to testing.

Tracing: For monosynaptic retrograde tracing experiments, we used a two-step injection 

protocol. First, 2 helper viruses were injected: 0.4μl FuGB2LV-EF1α-DIO-EGFP2aTVA 

was injected in sensory thalamus (either LGN or MGBv), and 0.1μl of AAV2-EF1α-DIO-

HistonGFP2aB19G was injected in sensoryTRN. Second, after 1–2 months, 0.2μl of RVΔG, 

(EnvA-SAD ΔG-mCherry, or EYFP) was injected to the sensory thalamus (either LGN or 

MGBv).

Optogenetic Experiments: For TRN manipulation, visTRN and audTRN neurons were 

labeled through injections (0.4–0.6μl) of FuGB2LV-EF1α-DIO-ChR2-EYFP (for activation) 

or FuGB2LV-EF1α-DIOeNpHR3.0-eYFP (for inactivation) into LGN or MGBv of Vgat-Cre 

mice. To tag specific PFC projection neurons, CAV2-Cre virus was injected into visStriatum 

or audStriatum and an AAV virus harboring Cre-dependent ChR2-EYFP was injected into 

PFC, resulting in expression of ChR2 in each population. For optogenetic PFC soma or 

terminal suppression during behavior, 0.4μl of AAV2-hsyn-eArch3.0-EYFP was injected 

into PFC. To examine the projection of neurons in the tail of striatum to GP, 0.1μl of 1:1 

mixture of AAV8 EF1α-DIO-synaptophysin-mCherry and AAV1-hsyn-ChR2-EYFP was 

injected in visStriatum.

Optic fiber Implantation—As with viral injections, mice were anesthetized using 1% 

isoflurane and mounted on a stereotactic frame. For behavioral optogenetic experiments, up 

to four pairs of 200 μm optic fibers (Doric Lenses, Quebec, Canada) were stereotactically 

inserted at the following coordinates (in mm A/P, M/L from Bregma, D/V from brain 

surface): PFC: A/P: 2.6, M/L: ±0.6, D/V: −1.0; visStriatum: A/P: −1.7, M/L: ±2.8 D/V: −1.3, 

visTRN: A/P: −1.6, M/L ±2.2, D/V: −-2.2; audTRN: A/P: −1.8, M/L: ±2.3, D/V: −2.5; MD: 

A/P: −1.46, M/L: ±0.5 D/V: −2.5, Amygdala: A/P: −2.8, M/L: ±3.35 D/V: −3.0; HDB /P: 

0.2, M/L: ±1.1 D/V: −4.7, audStriatum: A/P: −1.8, M/L: ±2.8, DV: −2.5, GP: A/P: −1.4, 

M/L: ±2.6, D/V: −2.5. For fiber photometry experiments, custom constructed triple fibers 

were implanted bilaterally in the MGBv (A/P: −3.2, M/L: ±1.8). To optimize signal quality 

in these experiments, fibers were implanted into pre-injected mice two weeks after virus 

injection. During implantation, fluorescence measurements were made continuously while 

fibers were slowly advanced towards the target. During this targeting, broadband sounds 

were delivered to the contralateral ear at regular intervals. Once sound-related events were 

observed in the optical signal, the depth was recorded and fibers were fixed in place using 

dental cement.

In combined optogenetic and fiber-photometry experiments, 45° angled optical fibers were 

implanted posterior to the PFC (A/P: 2.6, M/L: ±0.6, D/V: −1.0) and oriented towards the 
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anterior to minimize light contamination in the optical recordings. Up to 3 stainless-steel 

screws were used to anchor the implant to the skull and everything was bonded together with 

dental cement. Mice were allowed to recover with ad libitum access to food and water for 

one week after which they were brought back to food regulation and behavioral training 

resumed.

Microdrive Array Construction and Implantation—Custom drive housings were 

designed using 3D CAD software (SolidWorks, Concord, MA) and printed in Accura 55 

plastic (American Precision Prototyping, Tulsa, OK) as described previously (Liang et al., 

2017). Prior to implantation, each drive was loaded with 12–24 independently movable 

microdrives carrying 12.5μm Stablohm 650 (California Fine Wire Company, Grove Beach, 

CA) tetrodes. Electrodes were pinned to custom-designed 96- or 128-channel electrode 

interface boards (EIB, Sunstone Circuits, Mulino, OR) along with a common reference wire 

(A-M systems, Carlsborg, WA). For combined optogenetic tagging and electrophysiological 

recordings of audTRN or visTRN, mirror-tipped optical fibers delivering the light beam at 

right angles (MFC_200/245–0.37_34mm_MF1.25_MA45, Doric Lenses Inc., Quebec, 

Canada) were embedded in our implants anterior to the electrode arrays and oriented 

posteriorly towards the audTRN or visTRN. For high-density bilateral recordings of MGBv, 

we constructed drives with static, non-movable electrodes (implantation targeting is 

described below for these drives).

For combined optogenetic manipulations and electrophysiological recordings of the PFC, 

optic fibers delivering the light beam lateral (MFC_200/245–0.37_34mm_MF1.25_MA45, 

Doric Lenses Inc., Quebec, Canada) were embedded adjacent to the electrodes.

During drive implantation, mice were deeply anesthetized with 1% isofluorane and mounted 

on a stereotaxic frame. Burr holes were drilled for optical fibers when necessary. A 

craniotomy was drilled centered at A/P 2 mm, M/L 0.6 mm for PFC recordings (~1 × 2.5 

mm), at A/P −1.8 mm, M/L 2.0 mm for audTRN recordings (~2 × 2 mm), at A/P −2mm, 

M/L 2.5mm for visTRN recordings(~3 × 2 mm), or at A/P −3.2 mm, M/L 2.0 mm for 

MGBv recordings (~2 × 2 mm). The dura was carefully removed and the drive implant was 

lowered into the craniotomy using a stereotaxic arm until electrode tips touched the cortical 

surface. Surgilube (Savage Laboratories, Melville, NY) was applied around electrodes to 

guard against immobilization by the dental cement used to affix the drive (see below). 

Stainless steel screws were implanted into the skull to provide electrical ground and 

mechanical stability for drives and the whole construct was bonded to the skull using C&B-

Metabond luting cement (Parkell, Edgewood NY). For head-fixation experiments, a custom-

designed 3D-printed hexagonal plastic crown (MakerBot Replicator, Brooklyn NY) was 

implanted encircling the drive at its base.

In the subset of surgeries that used static implants for MGBv recordings, online targeting 

was necessary to ensure accurate electrode placement. In these cases, the drive was 

connected to our data-acquisition system for electrophysiological recordings (see below, 

Electrophysiological Recordings) when being lowered into the brain. Once the drive was 

lowered to within 500 μm of the target depth, we presented bilateral auditory stimuli 

(dynamic random chords presented with EC1 electrostatic speakers with an ED1 speaker 
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driver, Tucker Davis Technologies, Alachua FL). The drive was then advanced in steps of 

100 μm until we observed auditory-responsive units. The drive was then advanced an 

additional 250 μm to target the ventral MGB. If auditory responsive units were still 

observed, the drive was and then bonded to the skull as described above. Otherwise, the 

drive was raised with 50 μm steps until sound responsive units were observed by for 

bonding.

Head Fixed Recording System—Recordings of MGBv and audTRN sensory responses 

were conducted in a custom head-fixation/sound-delivery system enclosed in a ventilated 

sound-proof chamber (IAC Acoustics, North Aurora, IL). The head-fixation system 

consisted of a pair of custom 3D printed plastic fixation clamps (MakerBot Replicator, 

Brooklyn NY) used to lock the implanted plastic crown at the base of the implant into place 

during recordings. These were fixed to an acrylic plastic frame which also supported a 

platform on which the animal stood. The platform was composed of low-friction acrylic and 

was adjusted based on the height of the animal and spring-loaded to minimize torque on the 

implant. For head fixed recordings, stimuli were delivered from a pair of electrostatic 

speakers on either side of the animal via straight, plastic tubes 2 cm long which terminated 

2.5 mm from the left and right ears.

Electrophysiological Recordings—Signals from tetrodes were acquired using a 

Neuralynx multiplexing digital recording system (Neuralynx, Bozeman MT) via a 

combination of 32- and 64-channel digital multiplexing headstages plugged to the 96- or 

128-channel EIB of each implant. Signals from each electrode were amplified, filtered 

between 0.1 Hz and 9 kHz and digitized at 30 kHz. For audTRN recordings, tetrodes were 

lowered over the course of 1–2 weeks from the cortex into the target structure. For PFC 

recordings, adjustments were more targeted, consistent with the more superficial position of 

the region of interest. The system used for recordings (head fixed and in-behavior) was 

entirely automated so no investigator blinding of genotype or drug conditions was required 

for electrophysiological experiments. Following acquisition, spike sorting was performed 

offline based on relative spike amplitude and energy within electrode pairs automatically 

using MountainSort as previously described (Chung et al., 2017; Rikhye et al., 2018). After 

initial clustering, units were divided into fast spiking (FS) and regular spiking (RS) based on 

waveform characteristics as previously described (Halassa et al., 2014). Briefly, peak to 

trough time was measured in all spike waveforms, and showed a distinct bimodal 

distribution (Hartigan’s dip test, p < 10−5). These distributions separated at 187 μs, and cells 

with peak to trough times above this threshold were considered RS while those with peak to 

trough times below were considered FS cells. This initial identification was subsequently 

further validated in two feature dimensions (Half Trough time vs Peak to Trough time) using 

k-means clustering which showed good agreement with the single dimension separation 

(97% overlap in cell selection).

MGBv and audTRN Specific Methods: For recordings made within the MGB, many units 

were observed in which the spike waveform showed characteristics of an FS neuron, despite 

the absence of interneurons in this structure (Winer and Larue, 1996). Based on previous 

results, we considered that these spikes reflected terminal responses from audTRN 
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projections (Barthó et al., 2014). This idea was supported by three lines of evidence. First, 

the waveform features of FS neurons in MGBv and opto-tagged audTRN neurons were 

similar (Fig. S3C, D). Second, responses of FS neurons were reduced when optogenetic 

suppression of audTRN neurons was delivered via an optic fiber position above the portion 

of the TRN where there soma are generally located (Fig. S3E, F). Third, in contrast to RS 

units, FS units in the MGB tended to show complex, multi-peaked sound responses 

(Fig.S3G). Based on these observations, we considered single units showing FS-like 

waveforms to correspond to audTRN neuron activity.

In MGB, audTRN and audTRN terminal recordings, neurons were considered sound 

responsive if their firing rate was significantly elevated across at least 20 percent of the 

stimulus period (8×25 ms bins). For somatic recordings, MGB projecting TRN neurons 

(audTRN) were identified using retrograde optogenetic tagging resulting in expression of 

either ChR2 or NpHR 3.0. Neurons were considered tagged if their firing rate showed a 

significant increase (ChR2) or decrease (NpHR 3.0) in firing rate within 25 ms of laser pulse 

onset. Significance testing was based on estimation of the 95% confidence intervals for peri-

stimulus time histograms (PSTHs) generated from 100 sound stimuli or laser pulses.

For firing rate estimates, as well as Fano factor quantification and some of the included 

population decoding (Fig. 5, 6), stimuli consisted of 20 dynamic random chord (DRC) sound 

stimuli repeated 20 times each. To record responses to noisy sound stimuli, same number of 

DRC stimuli were repeated 20 times each with added broadband noise (SNR 3.2). Firing 

rates for the “sound evoked responses” were obtained during stimulus (DRC or DRC + 

noise) presentation and were normalized to “spontaneous” firing rates estimated over the 

250 msec period prior to the onset of sound or laser on optogenetic manipulations. For 

optogenetic manipulations, laser onset preceded the onset of sound by 250 msec with a 

ramping offset to prevent rebound spiking. To estimate the effect of adding broadband noise, 

we calculated the change in firing rate produced by noise by subtracting the average firing 

rate for each DRC in DRC only trials from the average firing rate in the corresponding DRC

+Noise trials.

PFC Specific Methods: For PFC recordings made in animals performing either the cross-

modal or cued noisy auditory discrimination tasks, we identified PFCvisStriatum and 

PFCaudStriatum based on their projections using a retrograde optogenetic tagging approach. 

For this identification, CAV2-Cre virus was injected into visStriatum or audStriatum and an 

AAV virus harboring Cre-dependent ChR2-EYFP was injected into PFC, resulting in 

expression of ChR2 in each population. This allowed us to identify neurons based on their 

response to optogentic stimulation, which was performed after each behavioral session. To 

assess how consistently neurons responded to multiple pulse of stimuli, 50 trains (at 10 s 

intervals) of 5 light pulses (10ms pulses 473 nm laser light delivered at 50 Hz via angled 

optic fibers within the implanted drives, see Microdrive array construction and implantation, 

above) were delivered after each behavioral session. For this optogenetic tagging, mice were 

removed from the behavioral enclosure and placed in an adjacent enclosure. Neurons were 

considered to be potentially tagged if their firing rate showed a significant increase in firing 

rate within 20 ms of the first laser pulse. To ensure that we considered neurons expressing 

ChR2 (directly tagged), as opposed to those which responded due to indirect activation due 
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to input from directly tagged neurons (post-synaptic), additional analytical steps were 

employed to separate these populations (see Fig. 2). We used two independent measures to 

designed to assess 1. Response latency (evoked response onset, measured as the time to half 

maximal response) and 2. Response timing consistency (peak jitter, measured as the median 

separation of spike times from the time of peak evoked firing rate) of potentially tagged 

neurons. Using these quantifications of optogenetic response properties we were able to 

separate the different populations using a clustering based approach (via the k-means 

clustering function implemented in MATLAB). Based on previous approaches (Lima et al., 

2009) we assumed that directly tagged neurons would have smaller response latencies 

(smaller evoked response onset) and more consistent responses (smaller peak jitter).

To assess response latency, we first constructed a high resolution PSTH (2 msec bin size, 

interpolated via linear interpolation to 1 msec temporal resolution) for each potentially 

tagged neuron. The first peak after each laser pulse was then identified using the findpeaks 

function in MATLAB (MathWorks, Natick, MA). The onset of the response (evoked 

response onset) then determined as the time after laser pulse onset at which the PSTH 

reached half the firing rate at the identified peak. Next, we assessed the consistency of the 

response by measuring the difference between the peak response time across all trials 

(identified with the findpeaks function) and the nearest spike in each trial (peak jitter). We 

found that these measures clustered into two easily distinguished groups (see Fig. 2E) which 

were separated via k-means clustering. A neuron was considered tagged if its peak jitter and 

evoked response onset appeared in the cluster with the smaller centroid values for both axis.

Fano Factor—Fano factor values were computed for each MGBv neuron based on their 

responses across 20 repeated deliveries of each DRC stimulus. This computation was made 

using MATLAB code which is included in the variance toolbox (available online at https://

churchland.zuckermaninstitute.columbia.edu/content/code) as described previously 

(Churchland et al., 2010). Briefly, spike counts were computed in 25 ms windows aligned to 

the chords of the DRC for each trial. Spike count means and variance were then computed 

across trials. The mean and variance across DRC stimulus chords were compiled and fitted 

with a regression line. The slope of this line was taken as the Fano factor for this cell. This 

“raw” Fano factor was used across neurons and conditions (audTRN suppression or no laser) 

for comparisons.

Identification of peaks in task-modulated neurons—In assessing delay period 

responses in both the cross-modal task (as per our previous results) and the cued noisy 

discrimination task we did not observe individual PFC neurons that exhibited sustained 

increases in spiking relative to baseline. For both tasks, however, a subset of cells showed a 

brief elevation (peak) of spiking activity at a defined moment in the delay period (Fig. 2, 3, 

7). Across both tasks, these neurons were identified based on consistency in their spike 

timing across correct trials, as well as cross-trial elevation in spike rate as follows:

First, periods of increased consistency in spike-timing across trials were identified using a 

Matching-Minimization algorithm (Wu and Srivastava, 2011). This was used to determine 

the best moments of spike time alignment across trials (putative peak times). These putative 

peak times were obtained as the solution of the equation:
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S = argC ∈ Smin ∑
k = 1

N
d2 Sk, C 2

In which the putative peak times across trains (S) was obtained by minimizing the sum of 

the distance function (d2) of the observed spike trains (Sk) and the current peak time 

estimate (C) given a set of penalty coefficients associated with spike time translation. 

Initially, spikes in C were placed arbitrarily within the sample window. The number of 

spikes (n) included in the initial estimate was obtained by minimizing the equation:

∑
k = 1

N
nk − n

Where nk is the number of spikes in a trial and n is the number of putative peak locations. 

Thus the initial number of putative peaks is equal to the median number of spikes observed 

within the sample period across spike trains. From this starting condition, putative peak 

times were iteratively adjusted to minimize the distance function (d2) between the observed 

spikes and the putative peak-time estimate. This adjustment was based on the relative ISI 

values of the peak time estimate (f) and the spike train for each trial (g) based on the 

equation:

dp( f , g) = λ ∑
k = 1

M + 1
| Δgsk

1
p − Δ f sk

1
p |

p p

Where Δgsk and Δfsk are vectors of the interspike intervals associated with the peak time 

estimate and the spike train of a given trial, respectively, M is equal to the total number of 

spikes, λ is the cost penalty weight and p is the comparison parameter (in this case 2 for 

pairwise comparisons). If the distance for a given putative peak in the estimate was optimal 

(e.g. the distance is at the local minimum) then it was left in place, otherwise it was moved 

via linear interpolation between its current location and the measured spike times across 

trials, placing it in the center of the interpolation line. Finally, the overall distance was 

minimized by adjusting the interspike interval using the spike ISI average metric, a solution 

to the minimization equation (above). The putative peak times were updated using the newly 

calculated ISIs after which the variance was computed. These steps were iterated until the 

variance converged, that is no observed decrease in variance was produced by repeating the 

algorithm. The resulting spike times were taken as putative peak locations.

To determine whether a peak occurs at any of these putative locations, we applied two 

further criteria. First, for 75% of the trials, at least one spike must fall within +/− 25 ms of 

the putative peak time. This conservative threshold was based on the median firing rates 

observed during the task period which in the majority of cells is less than 10 Hz predicting 

that the most spike intervals between trials will be greater than 50 ms (½ peak ISI for this 

firing rate). Second, we incorporated a z-score criterion which is sensitive to changes in the 
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number of spikes occurring in a particular time-bin across trials. The z-score was computed 

relative to the pre-delay baseline (10 ms binning, convolved with a 25 ms half-width 

gaussian kernel). If the z-score within the 50 ms window surrounding the potential peak 

exceeded 1.5 for a cell meeting the first criterion, then this time point was considered a true 

peak and the cell identified as a task-modulated unit.

Decoding Analysis—To assess tone representation in the MGBv and predictive/

unpredictive cue representations in the PFC we applied a population decoding approaches, 

the Poisson Naïve Bayes (PNB) classifier, as implemented in the neural decoding toolbox 

(Meyers, 2013). This analysis was applied to sound responsive MGBv neurons as well as to 

all neurons in the PFC recorded during behavior. In each case, neurons recorded from either 

structure each of which were pooled into a pseudo-population for each subset of cells within 

a condition (e.g. MGBv with and without audTRN suppression or GP suppression or PFC 

recordings for each trial types in behavior). For classification, neuron spiking activity was 

modeled as a Poisson random variable with each neuron’s activity assumed to be 

independent. The model was based on spike counts of these pseudo-populations (Meyers, 

2013). Analysis was performed based either on spiking associated with stimulus (MGBv) or 

cue type (PFC) as described below.

PFC Decoding for cross-modal sensory-selection task: Analysis of data recorded in these 

sessions was limited to optogenetically tagged neurons which we identified as putative 

visStriatum projecting (PFCvisStriatum) or audStriatum projecting (PFCaudStriatum). Spike 

trains from these populations, which included spiking 1 second before and 1.5 seconds after 

initiation, from correct trials were first divided into those in which animals were cued to 

attend to audition and those in which they were cued to attend to vision. To assess the degree 

to which each rule was encoded separately, a third ‘jittered-control’ spike train was 

generated for each neuron in which average firing rate was preserved but task-related 

changes in spiking were eliminated. This was produced by first jittering all recorded spikes 

for a given neuron in each session by a time step drawn for each spike from a uniform 

distribution (range = ± 250 ms). Spike trains were then sampled from this jittered spiking 

data over the same time ranges used for the real data. Although the number of trials included 

in the jitter-control trains was the same as the number of correct trials for a given cue type, 

these trials were randomly sampled irrespective of trial type or performance. Decoding was 

performed separately for visual and auditory cue types against their respective jitter-control 

data. The effectiveness of this approach to capture different types of cue related information 

is supported by the differential encoding of the two rules by PFCvisStriatum neurons (see Fig. 

2I).

To train the classifier, the included spike trains were repeatedly and randomly subsampled 

(60 resampling runs) and divided into training and test subsets (10 trials sampled 6 used for 

training and 4 for testing). For each subsampling, the classifier was trained using the training 

subset to produce a predictive mean response template (x) for each trial type (i). Templates 

were constructed separately for 50 ms overlapping windows across the trace (step size = 25 

ms) and with the classifier trained for each template allowing a temporal profile to be 

estimated. In the cross-validation step, these templates were used to predict the class for 
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each test trial in the test set (x∗) by maximizing the log likelihood decision function 

i* = arg maxi LL x*, x  via well-established methods (Duda et al., 2000) assuming a 

Poisson distribution for firing rates. The overall likelihood value can then be calculated by 

multiplying the probabilities for each neuron together (under the assumption that each 

feature is independent). The prediction accuracy (decision values) were quantified as 

normalized rank in the posterior probability list (Meyers, 2013; Mitchell et al., 2004). To 

determine the variability of this estimate, a bootstrapping procedure was applied in which 

60% of neurons were subsampled from the overall population and the same procedure was 

repeated (50 resampling runs). The resulting traces were used to estimate the 95% 

confidence intervals of the initial estimate from the full population. For group comparisons 

(such as those in Fig. 1R), prediction accuracy was estimated based on the activity of these 

subsamples at each time point during the delay period and the decoding accuracy was 

grouped across time points/subsamples. The relative specificity of encoding visual versus 

auditory cues for PFCvisStriatum and PFCaudStriatum populations was quantified using an 

“Encoding Selectivity Index” (Fig. S2D). This index was derived from the population 

estimates by comparing encoding in each subset of neurons (60% subsampling as described 

above) for the two cues. To adjust this metric to a 100% scale, we first subtracted the chance 

level of the decoder (50%) from either type of decoding. Next we took the absolute value of 

the difference in decoding accuracy (Δdecoding) between visual and auditory cues (within 

subsets). Finally, to compare the two PFC populations, we divided Δdecoding values for 

both PFCvisStriatum and PFCaudStriatum populations by the average of Δdecoding values for 

the PFCvisStriatum (as this distribution had the larger mean Δdecoding).

MGBv Decoding: To effectively assess the encoding of sounds relevant to behavior, we 

decoded the activity of neural populations recorded in the MGBv that represents sounds 

used in behavior. We focused on decoding pure tones with frequencies of 20 kHz and 24 

kHz, the more difficult discrimination. To quantify the effect of noise, we assessed the 

response to these pure tones with added noise. Spike trains were taken from MGBv 

responses elicited by three types of stimuli: 1. tones embedded in DRCs, 2. tones presented 

alone or 3. Frequency “sweeps” (up-sweep (10–15kHz) or a down-sweep (16–12kHz)) used 

in the 2 AFC behavior. In the first case, a subset of “chords” within the DRC set were used 

in which only the tone of interest was presented. A total of 12 such “chords”, 6 per 

behaviorally related tone, were present in the DRCs each of which was presented 20 times 

(tone length = 25 ms, 120 trials per tone) either with or without noise (SNR 3.2, used in Fig. 

5B or SNR 1.8, used if Fig. 6H). To more efficiently evaluate the effect of noise, 25 ms tones 

were presented alone in some recordings (used in Fig. 6H) flanked by 100 ms of silence or 

added noise alone (100 repetitions per noise condition). In these two cases, spike trains of 

MGBv responses used for decoding began 25 ms before the tone onset and terminated 50 ms 

after (75 ms total). Finally, MGBv population encoding of sound sweeps (used in Fig. 3L) 

was performed using responses during behavior beginning 25 ms before the sweep onset and 

terminating 25 ms after (150 ms total). Only correct trials were used and sessions were only 

included if greater than 20 correct trials per condition were available.

To train the classifier, spike trains were repeatedly and randomly subsampled (60 resampling 

runs) and divided into training and test subsets (10 trials sampled 6 used for training and 4 
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for testing). For each subsampling, the classifier was trained using the training subset to 

produce a predictive mean response template (x) for each stimulus tone (i). Templates were 

constructed separately for 25 ms time bins across the trace (step size = 25 ms) and with the 

classifier trained for each template. In the cross-validation step, these templates were used to 

predict the class for each test trial in the test set (x∗) by maximizing the log likelihood 

decision function i* = arg maxi LL x*, x  as described previously(Duda et al., 2000). The 

overall likelihood value can then be calculated by multiplying the probabilities for each 

neuron together (under the assumption that each neuron is independent). The prediction 

accuracy (decision values) were quantified as normalized rank in the posterior probability 

list (Meyers, 2013; Mitchell et al., 2004). We used the maximum prediction accuracy within 

the second and third time bins corresponding to the first 50 ms after tone onset. This allows 

us to look at activity elicited by the tone at various offsets during which it is physiologically 

plausible that the tone is encoded in the MGBv (Anderson et al., 2009). To determine the 

variability of this estimate, a bootstrapping procedure was applied in which 60% of neurons 

were subsampled from the overall population and the same procedure was repeated (50 

resampling runs) and the maximum prediction accuracy in the latter two time bins was 

estimated based on the activity of these subsamples. These decoding accuracy values were 

grouped across time points/subsamples for each condition and used for comparisons (Fig. 

5C, 6H, 3L).

PFC Decoding for cued noisy auditory discrimination: Spike trains, which included 

spiking 1 second before and 1.5 seconds after initiation, from correct trials were first divided 

into those in which animals were cued with a predictive cue, those in which an unpredictive 

cue was presented and those in which no cue was presented. Decoding was performed 

comparing trials in which the predictive cue was delivered with those in which the 

unpredictive cue was delivered. This approach was chosen to reduce the chance that stimulus 

related activity, rather than the rule meaning, was primarily responsible for the information 

decoded from the population. The effectiveness of this approach was supported by the 

observation that the unpredictive cue could not be decoded from uncued trials based on 

population activity (see Fig. 7M).

To train the classifier, spike trains were repeatedly and randomly subsampled (60 resampling 

runs) and divided into training and test subsets (10 trials sampled 6 used for training and 4 

for testing). For each subsampling, the classifier was trained using the training subset to 

produce a predictive mean response template (x) for each trial type (i). Templates were 

constructed separately for 50 ms overlapping windows across the trace (step size = 25 ms) 

and with the classifier trained for each template allowing a temporal profile to be estimated. 

In the cross-validation step, these templates were used to predict the class for each test trial 

in the test set (x∗) by maximizing the log likelihood decision function 

i* = arg maxi LL x*, x  as described previously (Duda et al., 2000). The overall likelihood 

value can then be calculated by multiplying the probabilities for each neuron together (under 

the assumption that each feature is independent). The prediction accuracy (decision values) 

were quantified as normalized rank in the posterior probability list (Meyers, 2013; Mitchell 

et al., 2004). To determine the variability of this estimate, a bootstrapping procedure was 

applied in which 60% of neurons were subsampled from the overall population and the same 
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procedure was repeated (50 resampling runs). The resulting traces were used to estimate the 

95% confidence intervals of the initial estimate from the full population.

To determine whether optogenetically tagged PFCaudStriatum neurons were more likely to be 

engaged in encoding the predictive cue than the average PFC neuron we assessed task 

variable decoding from different sized subsets of these neurons from either PFCaudStriatum or 

non-tagged neurons. More specifically, we assessed how the encoding of the predictive cue 

(against the unpredictive cue) varied with the number of neurons included. To do this, we 

randomly drew increasing numbers of neurons from each group (i.e. subsets 2,3,4 … 100 

PFCaudStriatum or non-tagged neurons) and assessed the maximum decoding accuracy from 

the resulting subsets using the approach described above. For each size of subset, this 

approach was repeated 25 times, allowing us to construct confidence intervals across 

subsets.

To assess the encoding of task relevant information among PFCaudStriatum or non-tagged 

neurons, we used an approach intended to match the number of neurons included while also 

ensuring that neurons included showed task relevant activity (Fig. S5C). More specifically, 

neurons recorded during task performance were sorted based on their maximum change in 

spiking rate during delay periods in which either a predictive or unpredictive cue was 

delivered, normalized relative to baseline rates. Only the top 100 neurons from each group 

was used for subsequent analysis.

Histology—To examine tracing results, mice were deeply anesthetized and transcardially 

perfused with phosphate buffered saline (PBS) followed by 4% paraformaldehyde. Brains 

were dissected, postfixed overnight at 4°C and sectioned in 50μm thickness using a 

vibratome (LEICA, Buffalo Grove, IL). All sections were imaged on a Zeiss LSM710 

confocal microscope (Zeiss, Oberkochen, Germany).

Quantification and Statistical Analysis

Behavior: For behavioral studies, preliminary studies provided sufficient information on 

effect size so that power analyses could be performed to determine the number of mice and 

sessions needed. The sample number needed was estimated using power analysis in 

MATLAB (sampsizepwr) with a β of 0.7 (70%). Using this strategy, the required number of 

animals was determined to be between 3 and 6 mice per cohort across testing conditions, 

with >/= 4 sessions per animal. For multiple comparisons, non-parametric ANOVA 

(Kruskal-Wallis H-test), repeated measures 2-way ANOVA (Friedman Test) was performed 

followed by pairwise post-hoc analysis. For behavioral data obtained for multiple 

optogenetic manipulations in the cross-modal sensory selection task, all conditions were 

initially grouped and analyzed via a single multiple ANOVA (MANOVA) prior to pairwise 

testing. This included baseline variance for individual groups estimated as follows: Baseline 

variance was estimated by sub-sampling alternating trials with no optogenetic manipulation 

for each cue type (visual and auditory) in individual sessions for each type of optogenetic 

manipulation. The performance for each cue type in one sub-sample was then subtracted 

from that of the other and these artificial “performance deltas” were used to estimate change 

from baseline due to chance. All post-hoc pairwise comparisons, including comparisons 
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made between optogenetic manipulations and variation in control conditions, used non-

parametric rank-sum (unpaired samples) or sign-rank (paired samples) tests.

Spiking Data: As for behavioral data, with the exception of visual TRN neural recordings 

that were conducted previously (Wimmer et al., 2015)), preliminary studies provided 

sufficient information on effect size so that power analyses could be performed to determine 

the number of mice and sessions needed. The sample number needed was estimated using 

power analysis in MATLAB (sampsizepwr) with a β of 0.7 (70%). For all included 

electrophysiological experiments, three sessions were recorded from a single mouse and 

used for power analysis based on the effect size observed in this preliminary cohort. For 

each statement of statistical difference included in the manuscript, an appropriate statistical 

comparison was performed. As in behavioral experiments, for multiple comparisons, non-

parametric ANOVA (Kruskal-Wallis H-test), repeated measures 2-way ANOVA (Friedman 

Test) was performed followed by pairwise post-hoc analysis. For large sample sets in 

electrophysiological recordings, the Kolmogorov–Smirnov normality test was first 

performed on the data to determine whether parametric or non-parametric tests were 

required. However, non-parametric tests (rank-sum or sign-rank tests) were used by default 

for pairwise comparisons.

Chloride Photometry: For statistical analysis, individual parts of the traces associated with 

behavioral trials were separated based on their relationship to the stimulus and initiation. 

Prior to extracting individual components of the signal, the overall trace was smoothed with 

a 100 ms Gaussian filter to reduce noise. A diagram illustrating distinct response 

components of an ideal single trial response in the cued noisy discrimination behavior is 

shown in Figure 7H.

Because the chloride signal is negative going, components were multiplied by negative one 

to place the signal in the positive range. The components extracted from trial signals include: 

1. Anticipation, 2. Stimulus and 3. Evoked. The first component, anticipation, was taken as 

the difference from baseline (equal to the average of the 500 ms prior to initiation) for the 

average of the over the 100 ms prior to stimulus presentation. The second component, 

associated with the stimulus, was taken as the difference between the anticipation signal and 

the minimum value in the 100 ms that follow stimulus presentation. This was done to 

separate chloride signal engaged by the sound stimulus from changes that might be due to 

anticipation of noise (see Fig. 7H for illustration). Finally, the evoked signal, corresponding 

to the peak chloride signal during stimulus, was taken as difference between the minimum 

value in the 100 ms following stimulus presentation from the original baseline (again equal 

to the average of the 500 ms prior to initiation).

Once extracted, these signal components were grouped by genotype and condition and used 

for subsequent analysis. For all statistical analysis, N values used corresponded to the 

number of mice. For average traces shown, 95% confidence intervals were calculated based 

on session averages within mice.
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Refer to Web version on PubMed Central for supplementary material.
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Highlights

• A Prefrontal-Basal Ganglia-thalamus pathway controls inhibition in sensory 

thalamus

• This pathway enables sensory selection by suppressing distracting inputs

• Goal-directed noise filtering via thalamic inhibition enhances discrimination
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Figure 1: PFC suppresses behaviorally-irrelevant thalamic visual inputs via a basal ganglia 
pathway
A. Cartoon of the 2AFC crossmodal task. Freely behaving mice are simultaneously 

presented with two sensory targets (100msec of a visual flash and auditory sweep) to 

indicate reward port location. The relevant target is cued on a trial-by-trial basis using 

filtered high- or low-pass (HP or LP) noise.

B. Schematic of cue-to-target mapping. Each trial, a mouse is presented with either LP or 

HP, each of which cueing the relevant target (flash vs. sweep). Target processing is 

asymmetric; vision requires simple detection while audition requires discrimination.

C. Cartoon of the hypothesized pathway for PFC regulation of thalamic visual transmission 

through visTRN. Solid lines indicate direct pathways, while the dotted line indicates an 

unknown functional connection.

D. (Left) Schematic of multi-electrode drive targeting visTRN along with optogenetic 

suppression of PFC. (Right) Normalized firing rate changes for visTRN neurons with PFC 

suppression during the delay period of the task for the two different trial types (attend to 
vision, red, vs attend to audition, blue). PFC suppression preferentially impacts attend to 
audition trials (N= 4 mice, n = 220 neurons; ***p<0.001, pairwise signrank test; ++ 

p<0.005, vs baseline). Data replotted (Wimmer et al., 2015).

E. Confocal images showing retrograde labelling of visTRN (LGN injection) and audTRN 

(MGB injection) using different colors of RVΔG.
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F. Putative visTRN neurons, which are known to be localized to the dorsal sector of the 

TRN, receive projections from sensory cortices but not from the PFC.

G. Strategy for identifying inputs into visTRN using monosynaptic rabies. We first 

expressed the TVA receptor in visTRN neurons via injection of the retrograde lentivirus 

(FuGB2LV) harboring Cre-dependent TVA-mCherry into LGN of Vgat Cre mice. A second 

injection of AAV containing the Cre-dependent rabies glycoprotein broadly delivered this 

gene to TRN neurons. The overlap of these injection was specific to visTRN. Lastly, 

mutated G-deleted rabies virus (RVΔG) expressing mCherry was injected in LGN to enable 

the assembly of rabies viruses capable of monosynaptic labeling of inputs.

H. Top: Cartoon of a brain section indicating the location of the caudal globus pallidus (GP), 

where the largest source of monosynaptic inputs to visTRN were identified. Bottom: 

example confocal image of these caudal GP neurons (red).

I. Neurons in visual striatum (visStriatum) send GABAergic projections to visTRN-

projecting GP. Top: Injection of ChR2-EYFP (green) into visStriatum shows putative 

terminals in GP. Bottom: combining this injection with synaptophysin-mCherry (red) 

definitively identifies terminals in that region of GP (yellow dots). (Inset) Higher resolution 

magnification.

J. Top: Cartoon of experimental setup for projection-specific PFC suppression. AAV-hSyn-

eArch3.0-EYFP was injected into PFC and optical fibers implanted in multiple putative 

targets. Bottom: Robust labelling of both PFC cell bodies (left) and their terminals in two 

projection targets: visStriatum (center) and MD (right).

K. Optogenetic suppression of PFC terminals in visStriatum led to a greater increase in 

errors for attend to audition trials (blue) compared to attend to vision trials (red) (N = 7 

mice, n = 24 sessions; ***p<0.001, pairwise sign-rank test; +++ p<0.001, vs baseline).

L. visTRN cell body suppression led to qualitatively similar results (N = 6 mice, n = 24 

sessions; ***p<0.001, pairwise sign-rank test; +++ p<0.001, vs baseline).

M. Optogenetic silencing of PFC cell bodies or terminals in MD diminished performance 

across both trial types equivalently (N = 6 mice, n = 24 sessions; pairwise sign-rank test; ++

+ p<0.001, vs baseline)

Boxplots: median (line), quartiles (box), 95% confidence interval (whiskers)

See also Fig. S1.
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Figure 2: PFC projection neurons to visStriatum encode specific rules
A. Strategy of intersectional CAV2-Cre based retrograde labeling of PFC neurons projecting 

to visStriatum (PFCvisStriatum) to optogenetically tag this population. The CAV2Cre virus 

was injected into visStriatum while an AAV virus harboring Cre-dependent ChR2-EYFP 

was injected into PFC.

B. Low magnification (top, left) or high magnification (bottom, left) confocal images of 

PFCvisStriatum neurons. Labeled terminals were also found in visStriatum (top, right) but not 

in MD (bottom, right).

C. Schematic of multi-electrode drive targeting the PFC along with optogenetic tagging of 

PFCvisStriatum neurons.

D. Example spike rasters and peri-stimulus time histograms (PSTH) for a ChR2 tagged 

PFCvisStriatum neuron (top) and a synaptically connected neuron (bottom) showing more 

temporally precise and consistent laser-evoked responses in the directly labeled neuron.

E. K-means clustering identification of directly-tagged (black) and synaptically-connected 

population (grey) using response onset and spike jitter. Larger black outlined circles indicate 

cluster centroids (N = 4 mice, n= 216 tagged and 227 post-synaptic neurons).

F. Response of an optogenetically-tagged PFCvisStriatum neuron recording in the cross-modal 

2AFC task. Only correct trials are shown, which have been separated according to the 

cueing condition. Zero time indicates cue presentation (100msec duration, LP–Red bar, HP– 

Blue bar). Note that the neuron shows a brief increase in spike rate at ~300msec following 

cue presentation selectively in the attend to audition trials. This can be seen as a ‘peak’ in 

the PSTH of that condition (PSTH y-axis scale bar: 1 Zscore, Raster y-axis scale bar: 10 

trials).

G. Example PSTHs of multiple PFCvisStriatum neurons showing task-related peaks. The 

PSTH peaks tile the delay period selectively for the attend to audition trials.
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H. Majority of PFCvisStriatum neurons showed peaks only in attend to audition trial (blue) but 

not during attend to vision trials (red) (N = 2 mice per condition, n = 112 neurons; *** p < 

0.001 pairwise binomial test).

I. Poisson naïve bayes classifier for PFCvisStriatum neuronal spiking over short time bins 

(50msec) shows selective encoding of the attend to audition cue, consistent with the notion 

that this population is selectively engaged when vision needs to be suppressed. Responses to 

each cue type were compared against jittered spike times (±0–250msec jitter), shaded 

regions indicate 95% confidence intervals (N = 2 mice, n = 112 neurons).

J. Boxplots of the bootstrapped distribution of average decoding accuracy (60% of cells 

included per decoding run). Only decoding of attend to audition cues (blue) was consistently 

above chance (N = 2 mice, n = 112; ***p<0.001, pairwise sign-rank test; +++ p<0.001, vs 

baseline).

Boxplots: median (line), quartiles (box), 95% confidence interval (whiskers)
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Figure 3: Multifaceted engagement of PFCaudStriatum outputs in the cross-modal sensory 
selection task
A. Strategy for identifying inputs into both visTRN and audTRN using monosynaptic rabies, 

similar to Figure 1 G. Common inputs to visTRN and audTRN would be labeled as yellow.

B. (Left) Examples of confocal images showing EGFP labelled inputs to visTRN (visGP, 

top) and mCherry labelled inputs to audTRN (audGP, bottom) in caudal GP. (Right) Cartoon 

of a brain section indicating the location of GP (top), showing minimal overlap.

C. Schematic of multi-electrode drive targeting the PFC along with optogenetic tagging of 

PFCaudStriatum neurons.

D. Percentage of retrograde optogenetically-tagged neurons (PFCaudStriatum) showing peaks 

for each trial type. Unlike PFCvisStriatum neurons, PFCaudStriatum neurons showed peaks in 

both trial types (N = 2 mice per condition, n = 104 neurons; pairwise binomial test).
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E. Poisson naïve bayes classifier based on PFCaudStriatum neuronal spike rates (50msec bins) 

reflects encoding of both cues, albeit to different degrees. Responses to each cue type were 

compared against jittered spike times (±0–250msec jitter), shaded regions indicate 95% 

confidence intervals (N = 2 mice, n = 104 neurons).

F. Boxplots of the bootstrapped distribution of average decoding accuracy (60% cells 

included per decoding run). The attend to vision cue is more strongly encoded across this 

population than the attend to audition cue, although both are consistently encoded above 

chance (N = 2 mice, n = 104 neurons; *p<0.05, pairwise sign-rank test; +++ p<0.001, vs 

baseline).

G. Cartoon of experimental preparation used to suppress PFC projections to audStriatum 

(top). Confocal image showing robust labelling of PFC terminals in audStriatum (bottom).

H. Suppression of PFC terminals in the audStriatum significantly disrupted performance on 

both trial types (N = 5 mice, n = 20 sessions; +++ p<0.001, vs baseline)

I. Schematic of multi-electrode drive targeting the MGBv. (Inset) Example waveforms of RS 

neurons from MGBv recording.

J. Response of a MGBv neuron recording in the task. Auditory stimuli (up or down sweep; 

100msec duration) were presented at 0.5s. Note that the neuron shows stronger and more 

selective response to down sweep sound in the attend to audition cueing condition (bottom) 

compared with attend to vision condition (top). (PSTH y-axis scale bar: 1 Zscore).

K. Change in firing rate of evoked responses to target stimuli between trial types (Preferred-

NonPreferred). MGBv neurons showed a reduction in evoked responses to auditory stimuli 

in attend to vision trials that was similar in magnitude to the one in LGNd responses for the 

opposite trial type.

L. Poisson naïve bayes classifier based on MGBv neuronal spiking (50msec bins) evoked by 

up- or down-sweep auditory target stimuli. Target sounds were more easily classified during 

attend to audition trials compared to attend to vision trials. Boxplots of the bootstrapped 

distribution of average classification accuracy (60% cells included per decoding run). (N = 2 

mice, n = 693 neurons; *p<0.001, pairwise sign-rank test;).

Boxplots: median (line), quartiles (box), 95% confidence interval (whiskers)

See also Fig. S2.
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Figure 4: Increased audTRN neuron activation is associated with sound discrimination and 
suppression auditory distractors
A. Schematic of multi-electrode drive targeting the MGBv for terminal recordings of 

audTRN neurons. (Inset) Example waveforms of a FS neuron terminal recorded in MGBv.

B. Responses of an audTRN neuron recording in the crossmodal 2AFC task. While the 

neuron show delay responses for both trial types, the stronger response is observed in attend 
to vision trials. (PSTH y-axis scale bar: 1 Zscore; Raster y-axis scale bar: 10 trials)

C. Boxplots of normalized changes in firing rates for visTRN or audTRN neurons during the 

delay period of the crossmodal 2AFC task. (N > 2 mice per recording type, n > 200 neurons 

per condition; *p<0.05, *** p<0.001, pairwise sign-rank test; + p<0.05, +++ p<0.001, vs 

baseline).

D. Schematic of the symmetric 2AFC task; the auditory target is a tone cloud presented from 

either a right or left speaker.

E. Responses of an audTRN neuron recording in the symmetric task. The neuron shows 

increased response during attend to vision but decreased responses for attend to audition 
trials (PSTH y-axis scale bar: 1 Zscore; Raster y-axis scale bar: 10 trials).

F. Normalized changes of audTRN neuron firing rates during the delay period of the 

symmetric task for the two different trial types. (N = 2 mice, n = 139 FS neurons; *** 

p<0.001, pairwise rank-sum test; ++ p<0.01, +++ p<0.001 vs baseline).

Boxplots: median (line), quartiles (box), 95% confidence interval (whiskers)

See also Fig. S3.
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Figure 5: Activity of the audTRN supports discrimination by enforcing sparse sound 
representations in the MGBv
A. (Left) Schematic of multielectrode targeting of MGBv with optogenetic audTRN 

suppression. (Right) Example brain sections showing electrolytic MGBv electrode tip 

lesions (top). Confocal images of audTRN showing eNpHR3.0-eYFP expression (bottom).

B. (Left) Responses of an MGBv neuron to repeated presentation of a single dynamic 

random chord (black bar). On some DRC presentations audTRN was suppressed using 

eNpHR3.0 activation with ramped offset (yellow bar). (Right) Similar to the left panels, but 

with the addition of broad-band noise to the DRC (equivalent to stimulus SNR level of 3.2).

C. Poisson naïve bayes based population decoding (average) of 20kHz and 24kHz tone 

representations based on MGBv responses to DRCs. audTRN suppression reduced 

population encoding, an effect that was worsened by the addition of noise (N = 3 mice, n = 

430 Neurons, *** p<0.001 pairwise sign-rank test).

D. Schematic of an auditory discrimination Go/NoGo task in which auditory stimulus 

signal-to-noise ratio (SNR) is parametrically controlled. After initiation, one of three 

different tones with varying SNRs. Following the Go tone, the mouse is required to nose-

poke in the response port, which would subsequently open a reward port (hit). Following 

either of the NoGo tones, the mouse is required to withhold until the reward port naturally 

opens (correct rejection). NpHR activation (yellow bar) was included throughout initiation 

and tone representation on a pseudorandom subset of trials.

E. Psychometric function of control trials (no laser) in black shows the expected behavioral 

changes as a function of stimulus SNR. audTRN suppression results in diminished 

behavioral performance across stimulus SNR conditions (No noise condition shown off-

scale for clarity, N = 5 mice n = 6 sessions/mouse/condition). In addition to showing a point-

wise reduction in performance, audTRN suppression increased discrimination threshold 

(values as shown; *** p<0.001, pairwise rank-sum test) suggesting a greater requirement for 
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audTRN engagement when SNR is low. Discrimination threshold (α) values for baseline and 

audTRN suppression were also significantly different (inset).

Boxplots: median (line), quartiles (box), 95% confidence interval (whiskers)

See also Fig. S4.
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Figure 6: Activity of the audTRN supports discrimination by enforcing sparse sound 
representations in the MGBv
A. Cartoon summary of the PFC-basal ganglia-sensory thalamus circuit and its hypothesized 

engagement in noisy discrimination. This diagram suggests that PFC suppression of the GP 

would disinhibit audTRN neurons to improve auditory discrimination, which is tested in 

subsequent panels.

B. Schematic of multi-electrode drive targeting the audTRN along with optogenetic 

suppression of GP.

C. (Left) Responses of an audTRN neuron to repeated presentation of a single dynamic 

random chord (black bar). On some DRC presentations, GP was suppressed using 

eNpHR3.0 activation with ramping offset (green bar).

D. (Top) Comparison of sound-evoked responses of audTRN neurons with or without GP 

suppression. Evoked responses were significantly increased by suppressing GP (N = 3 mice, 

151 neurons, rank-sum test). (Bottom) Distribution showing the changes in sound evoked 

responses of audTRN neurons produced by GP suppression.

E. Schematic of multi-electrode drive targeting the MGBv along with optogenetic 

suppression of GP.

F. (Left) Responses of a MGBv neuron to repeated presentation of a single dynamic random 

chord (black bar). On some DRC presentations, GP was suppressed via eNpHR3.0 

activation. Although the spike rates of MGBv neurons decreases with GP suppression, the 

temporal precision of sound responses are increased (bottom).

G. (Top) Comparison of sound-evoked responses of MGBv neurons with or without GP 

suppression. Evoked responses were significantly decreased by suppressing GP (N = 3 mice, 

Nakajima et al. Page 41

Neuron. Author manuscript; available in PMC 2020 August 07.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



531 neurons, rank-sum test). (Bottom) Distribution showing the changes in sound evoked 

responses of MGBv neurons produced by GP suppression.

H. Poisson naïve bayes based population decoding (average) based on MGBv responses to 

pure tones (20 kHz vs 24 kHz) with addition of high (SNR 1.8) levels of broadband noise 

(see methods). GP suppression (green) significantly improved encoding (N = 3 mice, 531 

neurons, sign-rank test), an observation consistent with the notion that top-down control 

circuit improved sound discriminability in MGBv through audTRN.

I. Effect of GP suppression on behavioral performance of auditory discrimination Go/NoGo 

task (SNR 1.8). Interleaved, trial-by-trial optogenetic GP suppression (green) during the 

interval surrounding auditory tone delivery results in improved behavioral performance (N = 

4 mice, n > 4 sessions/mouse, *** p < 0.001 rank-sum test).

Boxplots: median (line), quartiles (box), 95% confidence interval (whiskers)
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Figure 7: PFC improves performance on the cued auditory noisy discrimination task through the 
same PFC-basal ganglia-sensory thalamus pathway used for sensory selection
A. Schematic of a cued noisy auditory discrimination (Go/NoGo) task. On an interleaved 

subset of trials, mice were cued with a 100 msec pulse of either U.V. or green light followed 

by a 400 msec delay period before target stimulus presentation. During training each mouse 

learned that one of two light colors is always followed by a noise trial (predictive cue) while 

the other color (unpredictive cue) is not.

B. Task performance on the cued noisy auditory discrimination task across SNR levels for 

trials in which no cue (uncued, black), a predictive cue (predictive, violet) or an unpredictive 

cue (unpredictive, green) was delivered. Performance was significantly enhanced by the 
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predictive cue for lower SNR levels (N = 6 mice, n = 6 sessions/condition/mouse) 

suggesting mice were able to use the predictive cue to more effectively filter noise. 

Discrimination threshold was significantly reduced for predictive cue trials compared with 

uncued (value as shown, see methods; *** p<0.001 pairwise rank-sum test).

C. Cartoon summary of the PFC-basal ganglia-sensory thalamus circuit and its hypothesized 

engagement in cued noisy discrimination showing the proposed effect of PFC engagement 

by predictive cue through the identified control pathway.

D. Effect of PFC suppression (Laser) on behavioral performance for either predictive cue 

(Cue +) or uncued (Cue -) trials under two SNR conditions (5.5 and 1.8). PFC suppression 

(inset cartoon), selectively diminished the cue-dependent effect on performance for both 

SNR levels. (N = 6 mice, n = 10 sessions/condition/mouse; * p<0.05, *** p<0.001 pairwise 

rank-sum test).

E. The noise-predicting cue effect was diminished when PFC projections to audStriatum 

were optogenetically silenced. (Inset, N = 4 mice, 18 sessions; *** p < 0.001, pairwise rank-

sum test)

F. Experiment similar to D, but with audTRN suppression (inset). Suppressing audTRN 

reduced performance for both cue and uncued trials consistent with the notion that this 

circuit is necessary for discrimination with and without top-down control (N = 5 mice, n = 

10 sessions/condition/mouse; ** p<0.01, *** p<0.001 pairwise rank-sum test).

G. Schematic showing modified chloride photometry setup employed to measure thalamic 

inhibition in the MGBv using the fluorescent resonance energy transfer (FRET) indicator 

SuperClomeleon. A custom three terminal fiber was used to improve signal acquisition (see 

methods).

H. (Top, Left) Schematic showing the chloride related fluorescence signal from the 

SuperClomeleon indicator. This FRET indicator contains cyan fluorescent protein (CFP) as 

FRET donor and yellow fluorescent protein (YFP) as FRET acceptor. Under condition of 

elevated [Cl-]i, YFP is quenched and FRET is reduced. (Top, Right) Diagram showing 

distinct response components of an ideal single trial response in the cued noisy 

discrimination behavior. Average traces of FRET responses in MGB showing distinct 

response profiles following initiation (black arrow) and cue presentation (orange arrow) as 

well as when sound stimuli was presented (blue arrow). In uncued trials (bottom, left) a 

small increase in inhibitory signal was observed for anticipation. This signal was increased 

by cue (bottom center) and eliminated by PFC suppression (bottom, right; yellow bar 

indicates suppression period). (SNR = 1.8, N = 6 mice, > 24 session per condition, shaded 

area indicates the 95% confidence interval)

I. Quantification of the effect of cue and PFC suppression on behavior-related inhibitory 

chloride signal response components (shown in M: A-Anticipation, S-Stimulus, E-Evoked). 

The cue related increase during anticipation and overall evoked response increase on cued 

trials was eliminated by PFC suppression while sound stimulus responses were unaffected 

suggesting that only the anticipatory increase in inhibition was PFC dependent (SNR = 1.8; 

N = 6 mice, > 24 sessions/condition; *** p<0.001 pairwise rank-sum test).

J. Schematic of multi-electrode drive targeting the PFC along with optogenetic tagging of 

PFCaudStriatum neurons.

K. Responses of a putative excitatory PFC neuron recorded during performance of the cued 

noisy discrimination task. Only correct trials are shown, which have been separated 
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according to the cueing condition. Zero time indicates cue presentation (100msec duration, 

the Predictive cue – purple, the Unpredictive cue – green bar). Note that the neuron shows a 

brief increase in spike rate at ~200msec following the noise-predictive cue presentation (top) 

but not following the unpredictive cue (bottom). (PSTH y-axis scale bar: 1 Zscore, Raster y-

axis scale bar: 10 trials).

L. Example PSTHs from 5 simultaneously recorded PFC neurons in a mouse performing the 

cued noisy auditory discrimination task. These example neurons showed predictive cue 

selective response peaks tiling the delay period.

M. Poisson naïve bayes decoding of predictive or unpredictive cues against uncued trials 

showing that the PFC selectively encodes the predictive cue. Shaded regions indicate 95% 

confidence intervals.

N. Mean decoding accuracy for the predictive cue obtained by drawing increasing numbers 

of neurons either from all non-tagged PFC neurons recorded or for tagged PFCaudStriatum 

populations (see methods). Inset shows cartoon summarizing the approach used to record 

retrogradely-labelled, optogenetically tagged PFCaudStriatum neurons. Classification accuracy 

scaled more rapidly for PFCaudStriatum compared with non-tagged neurons (p = 8.9×10−5 KS 

test, N = 4 mice, n = 112 tagged, 751 nontagged neurons) suggesting this population was 

more likely to encode the cue. Shaded regions indicate standard error of the mean.

Boxplots: median (line), quartiles (box), 95% confidence interval (whiskers)

See also Fig. S5
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