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Adverse drug events (ADEs), defined as “any injuries resulting from

medication use, including physical harm, mental harm, or loss of

function,”1 are reported to account for approximately 30% of all

adverse events,2 with results that can include repeated hospital ad-

mission and fatality. Information about causes of ADEs can be

found in data that document concurrent use of multiple medica-

tions, drug interactions, and possible allergies such as “charts, labo-

ratory [data], prescription data” and “administrative data.”3

However, much of the crucial information related to ADEs are de-

tailed in free text narratives and are not easily accessible by comput-

erized systems, requiring manual review and manual identification

of this information. Natural language processing (NLP) holds poten-

tial for automatically extracting ADE-related information from nar-

ratives, to make it available for decision support systems that can

alert clinicians to potential ADEs at the point of care.

To assess and advance the state of the art in NLP for extraction of

ADEs, the National NLP Clinical Challenges (n2c2) shared task in

2018 included a track on this topic.4 This track required the identifi-

cation of potential ADE mentions, along with their link to the medi-

cation that caused them, and the administration details such as the

dosage, route, and frequency information related to the medication

causing the ADE. The systems that tackled extraction of ADEs and re-

lated concepts primarily utilized recurrent deep neural networks con-

sisting of bidirectional long short-term memory units, achieving

performances that reached 94% in F-measure. In linking ADEs to

their causes, the systems were more diverse in their methods, utilizing

a range of machine learning approaches including both deep learning

and more traditional methods and achieving performances that

reached 96% in F-measure. These results indicate that while they are

not perfect, NLP systems can successfully extract ADE information

from narratives with impressive accuracy. In this editorial, we high-

light 4 systems. Others are summarized in Henry et al.4

One such system, developed by Wei et al,5 incorporated deep

learning and traditional machine learning approaches. The authors

compared these approaches to each other and created ensembles

from their combinations to benefit from their complementary

strengths. They found that postprocessing the machine learning out-

put with rules improved performance over the machine learning

methods alone. Methods for jointly learning ADEs and their rela-

tionships to their causes improved performance over systems that

learned ADEs and relations separately, especially for observations

with smaller sample sizes.

Ensembles of individual systems were also explored by Dai et al6

and Ju et al.7 Their ensembles included conditional random fields and

deep neural networks, focusing on “overlapping” entities that share

part of their textual span,6 “nested” entities in which the span of one

entity is subsumed in the span of the other, and “polysemous” entities

in which an entity can participate in different relations depending on

context.7 These systems showed that, consistently with the literature,

both conditional random fields and neural networks continue to pro-

vide promising results on entity and relation extraction tasks. How-

ever, neural networks are more successful in identifying ADEs that

are described in narrative passages instead of succinct phrases.

Yang et al’s8 solution to ADE extraction differed from other sol-

utions in its incorporation of medical knowledge in the embedding

layers of deep learning architectures. Their knowledge embeddings

captured the semantics of concepts (ie, concept embeddings) based

on a medical terminology.9 Yang et al8 found that addition of

knowledge embeddings to their ADE extraction system improved

precision but hurt recall, contradicting previous work on incorporat-

ing knowledge from the Unified Medical Language System10 for ex-

traction of clinical concepts, possibly indicating a shortfall of their

knowledge source in its coverage of the ADE-related concepts.

Overall, these approaches demonstrate the feasibility of auto-

matic extraction of ADEs and related information from narratives in

test settings. These approaches hold promise for incorporation of

such solutions to clinical workflow for informing health care and

preventing ADEs. However, further work is needed, particularly in
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epidemiologically representative samples, in which ADEs are infre-

quent. Additionally, the remaining system errors require further

studies of “ambiguous language” and references that “require

inference” to resolve.4 ADEs and reasons for medication adminis-

tration (ie, indications) are 2 of the most frequently confused con-

cepts. Linking ADEs to their causes and other related concepts is

challenging, especially when multiple ADEs and multiple possible

causes are discussed in the same context, and when the cause is sepa-

rated from the ADE mention by long spans of intervening text.4

These errors can be alleviated by the incorporation of domain

knowledge, such as information found in knowledge bases that out-

line the default values for administration, indication, and side effects

of medications, so as to provide prior expectations that can be inter-

preted in the context of individual patients for determining the po-

tential for an ADE for a specific case.4 Such knowledge sources can

give systems the boost they need for resolving ambiguities and for

distinguishing between linguistically similar concepts (eg, indica-

tions and ADEs that are both medical problems but differ in their re-

lation to a medication), provided that the knowledge sources are

comprehensive in their coverage of the concepts of interest.
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