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Wave physics as an analog recurrent neural network
Tyler W. Hughes'#, lan A. D. Williamson?*, Momchil Minkov?, Shanhui Fan?*

Analog machine learning hardware platforms promise to be faster and more energy efficient than their digital
counterparts. Wave physics, as found in acoustics and optics, is a natural candidate for building analog processors
for time-varying signals. Here, we identify a mapping between the dynamics of wave physics and the computation
in recurrent neural networks. This mapping indicates that physical wave systems can be trained to learn complex
features in temporal data, using standard training techniques for neural networks. As a demonstration, we show
that an inverse-designed inhomogeneous medium can perform vowel classification on raw audio signals as their

Copyright © 2019

The Authors, some
rights reserved;
exclusive licensee
American Association
for the Advancement
of Science. No claim to
original U.S. Government
Works. Distributed
under a Creative
Commons Attribution
NonCommercial
License 4.0 (CC BY-NCQ).

waveforms scatter and propagate through it, achieving performance comparable to a standard digital implemen-
tation of a recurrent neural network. These findings pave the way for a new class of analog machine learning
platforms, capable of fast and efficient processing of information in its native domain.

INTRODUCTION

Recently, machine learning has had notable success in performing
complex information processing tasks, such as computer vision (1)
and machine translation (2), which were intractable through traditional
methods. However, the computing requirements of these applica-
tions are increasing exponentially, motivating efforts to develop new,
specialized hardware platforms for fast and efficient execution of
machine learning models. Among these are neuromorphic hardware
platforms (3-5), with architectures that mimic the biological
circuitry of the brain. Furthermore, analog computing platforms,
which use the natural evolution of a continuous physical system to
perform calculations, are also emerging as an important direction for
implementation of machine learning (6-10).

In this work, we identify a mapping between the dynamics of
wave-based physical phenomena, such as acoustics and optics,
and the computation in a recurrent neural network (RNN). RNNs
are one of the most important machine learning models and have
been widely used to perform tasks such as natural language processing
(11) and time series prediction (12-14). We show that wave-based
physical systems can be trained to operate as an RNN and, as a result,
can passively process signals and information in their native domain,
without analog-to-digital conversion, which should result in a substan-
tial gain in speed and a reduction in power consumption. In this
framework, rather than implementing circuits that deliberately route
signals back to the input, the recurrence relationship occurs naturally
in the time dynamics of the physics itself, and the memory and capacity
for information processing are provided by the waves as they propagate
through space.

RESULTS

Equivalence between wave dynamics and an RNN

In this section, we introduce the operation of an RNN and its connec-
tion to the dynamics of waves. An RNN converts a sequence of inputs
into a sequence of outputs by applying the same basic operation to each
member of the input sequence in a step-by-step process (Fig. 1A).
Memory of previous time steps is encoded into the RNN’s hidden state,
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which is updated at each step. The hidden state allows the RNN to retain
memory of past information and to learn temporal structure and long-
range dependencies in data (15, 16). At a given time step, ¢, the RNN
operates on the current input vector in the sequence, x;, and the hidden
state vector from the previous step, h,_;, to produce an output vector, y,,
as well as an updated hidden state, h,.

While many variations of RNNs exist, a common implementation
(17) is described by the following update equations

b =W (W B, + W¥ x) (1)

y, = o/ (W) -h) (2)

which are diagrammed in Fig. 1B. The dense matrices defined by
W W and WY are optimized during training, while 6"( - )
and 6%( - ) are nonlinear activation functions. The operation pre-
scribed by Egs. 1 and 2, when applied to each element of an input
sequence, can be described by the directed graph shown in Fig. 1C.

We now discuss the connection between the dynamics in the
RNN as described by Egs. 1 and 2 and the dynamics of a wave-based
physical system. As an illustration, the dynamics of a scalar wave
field distribution u(x, y, z) are governed by the second-order partial
differential equation (Fig. 1D)

o*u
ﬁ—Cz‘Vzu :f (3)

where V2 = % + aa_;z + % is the Laplacian operator, ¢ = ¢(x, y, 2) is
the spatial distribution of the wave speed, and f = f(x, y, z, t) is a
source term. A finite difference discretization of Eq. 3, with a tem-
poral step size of At, results in the recurrence relation

Upypy — 2Up + Uy 2
v R &V, =f, (4)

Here, the subscript, ¢, indicates the value of the scalar field at a
fixed time step. The wave system’s hidden state is defined as the con-
catenation of the field distributions at the current and immediately
preceding time steps, h, = [u;, u, 1], where u, and u,_, are vectors
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Fig. 1. Conceptual comparison of a standard RNN and a wave-based physcal system. (A) Diagram of an RNN cell operating on a discrete input sequence and
producing a discrete output sequence. (B) Internal components of the RNN cell, consisting of trainable dense matrices W, W®, and WY Activation functions for the
hidden state and output are represented by ¢’ and 6%, respectively. (C) Diagram of the directed graph of the RNN cell. (D) Diagram of a recurrent representation of a
continuous physical system operating on a continuous input sequence and producing a continuous output sequence. (E) Internal components of the recurrence
relation for the wave equation when discretized using finite differences. (F) Diagram of the directed graph of discrete time steps of the continuous physical system

and illustration of how a wave disturbance propagates within the domain.

given by the flattened fields, u, and u;_;, represented on a discretized
grid over the spatial domain. Then, the update of the wave equation
may be written as

hl’ :A(htfl)'htfl +P(i)'xt (5)

¥, = (P k)’ (6)

where the sparse matrix, A, describes the update of the wave fields u,
and u,_; without a source (Fig. 1E). The derivation of Eqgs. 5 and 6 is
given in section SI.

For sufficiently large field strengths, the dependence of A on h,_; can
be achieved through an intensity-dependent wave speed of the form
€= Gy + U2 - ¢yp, where ¢,y is exhibited in regions of material with a
nonlinear response. In practice, this form of nonlinearity is encountered
in a wide variety of wave physics, including shallow water waves (18),
nonlinear optical materials via the Kerr effect (19), and acoustically in
bubbly fluids and soft materials (20). Additional discussion and analysis
of the nonlinear material responses are provided in section S2. Similar
to the g% )( - ) activation function in the standard RNN, a nonlinear re-
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lationship between the hidden state, h,, and the output, y,, of the wave
equation is typical in wave physics when the output corresponds to a
wave intensity measurement, as we assume here for Eq. 6.

Similar to the standard RNN, the connections between the hid-
den state and the input and output of the wave equation are also
defined by linear operators, given by P and P, These matrices
define the injection and measuring points within the spatial domain.
Unlike the standard RNN, where the input and output matrices are
dense, the input and output matrices of the wave equation are sparse
because they are nonzero only at the location of injection and mea-
surement points. Moreover, these matrices are unchanged by the
training process. Additional information on the construction of
these matrices is given in section S3.

The trainable free parameter of the wave equation is the distribution
of the wave speed, c(x, y, z). In practical terms, this corresponds to the
physical configuration and layout of materials within the domain. Thus,
when modeled numerically in discrete time (Fig. 1E), the wave equation
defines an operation that maps into that of an RNN (Fig. 1B). Similar to
the RNN, the full time dynamics of the wave equation may be represented
as a directed graph, but in contrast, the nearest-neighbor coupling
enforced by the Laplacian operator leads to information propagating
through the hidden state with a finite velocity (Fig. 1F).
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Training a physical system to classify vowels

We now demonstrate how the dynamics of the wave equation can be
trained to classify vowels through the construction of an inhomogeneous
material distribution. For this task, we use a dataset consisting of 930 raw
audio recordings of 10 vowel classes from 45 different male speakers
and 48 different female speakers (21). For our learning task, we select
a subset of 279 recordings corresponding to three vowel classes, repre-
sented by the vowel sounds ae, ei, and iy, as contained in the words had,
hayed, and heed, respectively (Fig. 2A).

The physical layout of the vowel recognition system consists of a
two-dimensional domain in the x-y plane, infinitely extended along
the z direction (Fig. 2B). The audio waveform of each vowel, represented
by %, is injected by a source at a single grid cell on the left side of the
domain, emitting waveforms that propagate through a central region
with a trainable distribution of the wave speed, indicated by the light
green region in Fig. 2B. Three probe points are defined on the right-
hand side of this region, each assigned to one of the three vowel classes.
To determine the system’s output, y”, we measured the time-integrated
power at each probe (Fig. 2C). After the simulation evolves for the full
duration of the vowel recording, this integral gives a non-negative vector
of length 3, which is then normalized by its sum and interpreted as the
system’s predicted probability distribution over the vowel classes. An
absorbing boundary region, represented by the dark gray region in
Fig. 2B, is included in the simulation to prevent energy from building
up inside the computational domain. The derivation of the discretized
wave equation with a damping term is given in section S1.

For the purposes of our numerical demonstration, we consider bi-
narized systems consisting of two materials: a background material with

a normalized wave speed ¢y = 1.0 and a second material with ¢; = 0.5.
We assume that the second material has a nonlinear parameter, ¢, =
— 30, while the background material has a linear response. In practice,
the wave speeds would be modified to correspond to different materials
being used. For example, in an acoustic setting, the material distribution
could consist of air, where the sound speed is 331 m/s, and porous
silicone rubber, where the sound speed is 150 m/s (22). The initial
distribution of the wave speed consists of a uniform region of
material with a speed that is midway between those of the two
materials (Fig. 2D). This choice of starting structure allows for the
optimizer to shift the density of each pixel toward either one of
the two materials to produce a binarized structure consisting of only
those two materials. To train the system, we perform back-propagation
through the model of the wave equation to compute the gradient of
the cross-entropy loss function of the measured outputs with respect
to the density of material in each pixel of the trainable region. This
approach is mathematically equivalent to the adjoint method (23),
which is widely used for inverse design (24-25). Then, we use this
gradient information to update the material density using the Adam
optimization algorithm (26), repeating until convergence on a final
structure (Fig. 2D).

The confusion matrices over the training and testing sets for the
starting structure are shown in Fig. 3 (A and B), averaged over five
cross-validated training runs. Here, the confusion matrix defines the
percentage of correctly predicted vowels along its diagonal entries
and the percentage of incorrectly predicted vowels for each class in its
off-diagonal entries. The starting structure cannot perform the recogni-
tion task. Figure 3 (C and D) shows the final confusion matrices after
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Fig. 2. Schematic of the vowel recognition setup and the training procedure. (A) Raw audio waveforms of spoken vowel samples from three classes. (B) Layout of
the vowel recognition system. Vowel samples are independently injected at the source, located at the left of the domain, and propagate through the center region,
indicated in green, where a material distribution is optimized during training. The dark gray region represents an absorbing boundary layer. (C) For classification, the
time-integrated power at each probe is measured and normalized to be interpreted as a probability distribution over the vowel classes. (D) Using automatic differ-
entiation, the gradient of the loss function with respect to the density of material in the green region is computed. The material density is updated iteratively, using

gradient-based stochastic optimization techniques until convergence.
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Fig. 3. Vowel recognition training results. Confusion matrix over the training and testing datasets for the initial structure (A and B) and final structure (C and D),
indicating the percentage of correctly (diagonal) and incorrectly (off-diagonal) predicted vowels. Cross-validated training results showing the mean (solid line) and SD
(shaded region) of the (E) cross-entropy loss and (F) prediction accuracy over 30 training epochs and five folds of the dataset, which consists of a total of 279 total vowel
samples of male and female speakers. (G to ) The time-integrated intensity distribution for a randomly selected input (G) ae vowel, (H) ei vowel, and (1) iy vowel.

optimization for the testing and training sets, averaged over five cross-
validated training runs. The trained confusion matrices are diagonally
dominant, indicating that the structure can indeed perform vowel rec-
ognition. More information on the training procedure and numerical
modeling is provided in Materials and Methods.

Figure 3 (E and F) shows the cross-entropy loss value and the pre-
diction accuracy, respectively, as a function of the training epoch over
the testing and training datasets, where the solid line indicates the mean
and the shaded regions correspond to the SD over the cross-validated
training runs. We observe that the first epoch results in the largest
reduction of the loss function and the largest gain in prediction ac-
curacy. From Fig. 3F, we see that the system obtains a mean accuracy
0f 92.6 + 1.1% over the training dataset and a mean accuracy of 86.3 +
4.3% over the testing dataset. From Fig. 3 (C and D), we observe
that the system attains near-perfect prediction performance on the ae
vowel and is able to differentiate the iy vowel from the ei vowel but
with less accuracy, especially in unseen samples from the testing
dataset. Figure 3 (G to I) shows the distribution of the integrated field
intensity, ¥, u,°, when a representative sample from each vowel class is
injected into the trained structure. We thus provide visual confirma-
tion that the optimization procedure produces a structure that routes
most of the signal energy to the correct probe. As a performance
benchmark, a conventional RNN was trained on the same task, achiev-
ing comparable classification accuracy to that of the wave equation.
However, a larger number of free parameters were required. In addition,
we observed that a comparable classification accuracy was obtained
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when training a linear wave equation. More details on the performance
are provided in section S4.

DISCUSSION

The wave-based RNN presented here has a number of favorable quali-
ties that make it a promising candidate for processing temporally en-
coded information. Unlike the standard RNN, the update of the wave
equation from one time step to the next enforces a nearest-neighbor
coupling between elements of the hidden state through the Laplacian
operator, which is represented by the sparse matrix in Fig. 1E. This
nearest-neighbor coupling is a direct consequence of the fact that
the wave equation is a hyperbolic partial differential equation in which
information propagates with a finite velocity. Thus, the size of the an-
alog RNN’s hidden state, and therefore its memory capacity, is directly
determined by the size of the propagation medium. In addition, unlike
the conventional RNN, the wave equation enforces an energy conser-
vation constraint, preventing unbounded growth of the norm of the
hidden state and the output signal. In contrast, the unconstrained dense
matrices defining the update relationship of the standard RNN lead
to vanishing and exploding gradients, which can pose a major challenge
for training traditional RNNs (27).

We have shown that the dynamics of the wave equation are concep-
tually equivalent to those of an RNN. This conceptual connection opens
up the opportunity for a new class of analog hardware platforms, in
which evolving time dynamics play a major role in both the physics
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Fig. 4. Frequency content of the vowel classes. The plotted quantity is the mean
energy spectrum for the ae, ei, and iy vowel classes. a.u., arbitrary units.

and the dataset. While we have focused on the most general example
of wave dynamics, characterized by a scalar wave equation, our
results can be readily extended to other wave-like physics. Such an
approach of using physics to perform computation (9, 28-32) may
inspire a new platform for analog machine learning devices, with the
potential to perform computation far more naturally and efficiently
than their digital counterparts. The generality of the approach fur-
ther suggests that many physical systems may be attractive candi-
dates for performing RNN-like computations on dynamic signals,
such as those in optics, acoustics, or seismics.

MATERIALS AND METHODS

Training method for vowel classification

The procedure for training the vowel recognition system was carried out
as follows. First, each vowel waveform was downsampled from its original
recording, with a 16-kHz sampling rate, to a sampling rate of 10 kHz.
Next, the entire dataset of (3 classes) x (45 males + 48 females) = 279 vowel
samples was divided into five groups of approximately equal size.

Cross-validated training was performed with four of the five sample
groups forming a training set and one of the five sample groups forming
a testing set. Independent training runs were performed with each of the
five groups serving as the testing set, and the metrics were averaged over
all training runs. Each training run was performed for 30 epochs using
the Adam optimization algorithm (26) with a learning rate of 0.0004.
During each epoch, every sample vowel sequence from the training set
was windowed to a length of 1000, taken from the center of the
sequence. This limits the computational cost of the training procedure
by reducing the length of the time through which gradients must be
tracked.

All windowed samples from the training set were run through
the simulation in batches of nine, and the categorical cross-entropy loss
was computed between the output probe probability distribution and
the correct one-hot vector for each vowel sample. To encourage
the optimizer to produce a binarized distribution of the wave speed
with relatively large feature sizes, the optimizer minimizes this loss
function with respect to a material density distribution, p(x, y), with-
in a central region of the simulation domain, indicated by the green
region in Fig. 2B. The distribution of the wave speed, c(x, y), was
computed by first applying a low-pass spatial filter and then a
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projection operation to the density distribution. The details of this
process are described in section S5. Figure 2D illustrates the optimi-
zation process over several epochs, during which the wave velocity
distribution converges to a final structure. At the end of each epoch,
the classification accuracy was computed over both the testing and
training sets. Unlike the training set, the full length of each vowel
sample from the testing set was used.

The mean energy spectrum of the three vowel classes after
downsampling to 10 kHz is shown in Fig. 4. We observed that the
majority of the energy for all vowel classes is below 1 kHz and that there
is a strong overlap between the mean peak energy of the ei and iy vowel
classes. Moreover, the mean peak energy of the ae vowel class is very
close to the peak energy of the other two vowels. Therefore, the vowel
recognition task learned by the system is nontrivial.

Numerical modeling

Numerical modeling and simulation of the wave equation physics were
performed using a custom package written in Python. The software was
developed on top of the popular machine learning library, PyTorch
(33), to compute the gradients of the loss function with respect to the
material distribution via reverse-mode automatic differentiation. In the
context of inverse design in the fields of physics and engineering, this
method of gradient computation is commonly referred to as the adjoint
variable method and has a computational cost of performing one addi-
tional simulation. We note that related approaches to numerical
modeling using machine learning frameworks have been proposed pre-
viously for full-wave inversion of seismic datasets (34). The code for
performing numerical simulations and training of the wave equation,
as well as generating the figures presented in this paper, may be found
online at www.github.com/fancompute/wavetorch/.

SUPPLEMENTARY MATERIALS

Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/5/12/eaay6946/DC1

Section S1. Derivation of the wave equation update relationship

Section S2. Realistic physical platforms and nonlinearities

Section S3. Input and output connection matrices

Section S4. Comparison of wave RNN and conventional RNN

Section S5. Binarization of the wave speed distribution

Fig. S1. Saturable absorption response.

Fig. S2. Cross-validated training results for an RNN with a saturable absorption nonlinearity.
Table S1. Comparison of a scalar wave model and a conventional RNN on a vowel recognition
task.
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