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While recent research suggests that visual biofeedback can facilitate speech production training in

clinical populations and second language (L2) learners, individual learners’ responsiveness to bio-

feedback is highly variable. This study investigated the hypothesis that the type of biofeedback pro-

vided, visual-acoustic versus ultrasound, could interact with individuals’ acuity in auditory and

somatosensory domains. Specifically, it was hypothesized that learners with lower acuity in a sensory

domain would show greater learning in response to biofeedback targeting that domain. Production

variability and phonological awareness were also investigated as predictors. Sixty female native

speakers of English received 30 min of training, randomly assigned to feature visual-acoustic or ultra-

sound biofeedback, for each of two Mandarin vowels. On average, participants showed a moderate

magnitude of improvement (decrease in Euclidean distance from a native-speaker target) across both

vowels and biofeedback conditions. The hypothesis of an interaction between sensory acuity and bio-

feedback type was not supported, but phonological awareness and production variability were predic-

tive of learning gains, consistent with previous research. Specifically, high phonological awareness

and low production variability post-training were associated with better outcomes, although these

effects were mediated by vowel target. This line of research could have implications for personalized

learning in both L2 pedagogy and clinical practice. VC 2019 Acoustical Society of America.
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I. INTRODUCTION

A. Biofeedback in speech learning

Learning to produce speech sounds accurately in a sec-

ond language (L2) can be challenging, and most speakers

who acquire an L2 after childhood show persisting produc-

tion differences that are described as a foreign accent.

Previous research has explored different training paradigms

in an effort to understand how successful acquisition of pro-

nunciation of an L2 can best be achieved (e.g., Akahane-

Yamada et al., 1998; Catford and Pisoni, 1970; Engwall,

2006; Wong, 2013). However, L2 production remains an

under-studied area (e.g., Gilbert, 2010), with an ongoing

need for further research to understand both what training

paradigms are most successful in yielding native-like pronun-

ciation, and what individual-level factors can best account for

variability in outcomes in L2 pronunciation learning.

Various studies have suggested that visual biofeedback

may facilitate speech sound learning in individuals with

speech disorders (e.g., Adler-Bock et al., 2007; Hardcastle

et al., 1991; McAllister Byun, 2017; McAllister Byun and

Hitchcock, 2012; McAllister Byun et al., 2014; Preston and

Leaman, 2014) as well as L2 learners (Gick et al., 2008;

Kartushina et al., 2015). Biofeedback involves the use of

instrumentation to generate a real-time visual display of

speech. The learner can observe this display and alter their

output in an effort to achieve a better match with a model

representing correct production. There are multiple technolo-

gies used for visual biofeedback that differ in the informa-

tion provided. For example, visual-acoustic biofeedback

provides a visualization of the spectrum of the acoustic sig-

nal of speech (e.g., McAllister Byun and Hitchcock, 2012),

ultrasound biofeedback provides a real-time view of the

shape and movement of the tongue inside the oral cavity

(e.g., Adler-Bock et al., 2007), and electropalatography

(EPG) shows the placement and timing of contact between

the tongue and the hard palate (e.g., Hardcastle et al., 1991;

Hitchcock et al., 2017). The present study focuses on visual-

acoustic and ultrasound biofeedback, illustrated in Figs. 1

and 2, in the context of an L2 speech sound training task.

In a meta-analysis that surveyed the literature on

computer-assisted visual feedback for L2 pronunciation train-

ing, Bliss et al. (2018) argued that technology can have a posi-

tive impact on pronunciation training by providing information

that is less accessible through conventional channels. For

example, ultrasound biofeedback provides explicit information

about movements of the tongue that would ordinarily bea)Electronic mail: tkm214@nyu.edu
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visually concealed within the oral cavity. Gick et al. (2008)

reported that Japanese learners of English as an L2 showed a

significant improvement in their production of the English /�/-/l/

contrast, which is typically highly challenging, after 30 min of

ultrasound feedback training. Positive effects on L2 pronuncia-

tion have also been reported when training is enhanced with

visual-acoustic biofeedback. Kartushina et al. (2015) trained

first language (L1) French speakers to produce Danish vowels

that were not part of their native vowel inventory. Participants

who received one hour of visual-acoustic biofeedback training

per vowel demonstrated significant improvement in their pro-

ductions, whereas a non-biofeedback control group demon-

strated no significant improvement despite hearing and

producing the same number of repetitions of the Danish vowels.

Additional published reports of positive effects of biofeedback

training on L2 production outcomes include Dowd et al.
(1998), Carey (2004), Kocjančičo Antol�ık et al. (2019), and

Kartushina et al. (2016) for spectral characteristics of

vowels; Okuno and Hardison (2016) for vowel length con-

trasts; and Olson (2014) for fricative production. Although

well-controlled comparisons of training with and without

biofeedback remain sparse, studies like the above show

promise for the use of biofeedback technologies in L2

pronunciation training.

Biofeedback for speech training has also been researched

in the context of clinical populations, notably in children

with residual speech errors (i.e., errors that persist beyond the

typical developmental stage) affecting English /�/. Positive

outcomes in this population have been reported in connection

with both visual-acoustic biofeedback (e.g., McAllister

Byun, 2017; McAllister Byun and Campbell, 2016;

McAllister Byun and Hitchcock, 2012) and ultrasound

biofeedback (e.g., Bacsfalvi and Bernhardt, 2011;

Bernhardt et al., 2005; McAllister Byun et al., 2014;

FIG. 1. (Color online) Examples of visual-acoustic biofeedback displays generated with KayPentax Sona-Match software (PENTAX MEDICAL). Incorrect (top)

and correct (bottom) productions of the vowel /y/ contrast in the frequency location of the second formant peak in a Linear Predictive Coding (LPC) spectrum.

FIG. 2. Examples of ultrasound biofeedback displays in which the white line represents the surface of the tongue. Incorrect (left) and correct (right) produc-

tions of /y/ differ in the shape and position of the anterior and posterior tongue.
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Preston et al., 2016; Preston et al., 2018, 2019). Despite

finding generally beneficial effects of biofeedback train-

ing, these clinical studies have also described heterogene-

ity of response across individuals, with most studies

reporting a mix of strong responders and non-responders

(e.g., McAllister Byun et al., 2014; Preston et al., 2014).

For instance, in their study of ultrasound visual biofeed-

back for residual speech errors, Preston et al. (2014)

found that participants differed widely in both the degree

of progress attained and the stage of training during which

improvements became apparent. Likewise, in their study

of ultrasound biofeedback intervention for /r/ misarticula-

tion, McAllister Byun et al. (2014) observed strong gains

in roughly half of the participants and minimal change in

the other half. A high degree of variation between individ-

uals was also reported in Kartushina and colleagues’

(2015) study of visual-acoustic biofeedback training for

L2 vowel production.

Authors of the above studies have posited that

participant-level differences in motor skill, sensory acuity,

or other factors might mediate the observed heterogeneity in

outcomes. This possibility is aligned with research in the

personalized learning framework (Perrachione et al., 2011;

Wong et al., 2017), a line of investigation primarily associ-

ated with the L2 learning literature. Personalized learning

suggests that speech outcomes can be optimized by measur-

ing individual differences in learning performance, identify-

ing factors that are predictive of such differences, and using

these predictors to assign learners to a training paradigm that

is optimally aligned with their ability profile (Wong et al.,
2017). An example of personalized learning in speech comes

from Wong and Perrachione (2007), who found that success-

ful and unsuccessful participants in an L2 tone learning task

differed in their pre-training ability to identify pitch patterns

in a non-linguistic context. Another study (Perrachione

et al., 2011) explored the relationship between pitch percep-

tion acuity and learning outcomes in a non-native lexical

tone identification task in two training paradigms: a high-

variability condition with multiple talkers producing the

phonological contrasts to be learned, and a low-variability

condition with only one talker. Perrachione et al. (2011)

found that participants with high pre-training pitch percep-

tion acuity responded better to high-variability than low-

variability training, while those with lower acuity showed

the reverse pattern. This finding highlights the importance of

considering individual differences when assigning learners

to training paradigms. The present study aimed to identify

characteristics that could be predictive of response or non-

response to L2 production training incorporating different

types of visual biofeedback.

B. Predictors of L2 production ability

Previous research has identified a number of factors that

may play a role in predicting learners’ success in producing

the sounds of an L2. A range of studies have suggested that

individuals with higher musicality or musical training may

be more successful in L2 pronunciation (Christiner and

Reiterer, 2015; Hu et al., 2013; Milovanov et al., 2010;

Slevc and Miyake, 2006). Multiple studies have also sug-

gested that greater success in L2 production may be associ-

ated with greater working memory capacity (Reiterer et al.,
2011; Rota and Reiterer, 2009) and/or phonetic or phonolog-

ical awareness (Hu et al., 2013; Nushi Kochaksaraie and

Makiabadi, 2018). Other factors, such as motivation

(D€ornyei, 1998) and empathy (Hu et al., 2013), have also

been implicated. In the neuroscience literature, which tends

to emphasize the sensorimotor aspects of speech production,

there has been particular focus on sensory processing as a

predictor of L2 production capability. For instance,

Simmonds et al. (2011) found greater activation in auditory

and somatosensory brain regions during L2 production rela-

tive to L1 production and/or rest, while Reiterer et al. (2011)

found greater activation in premotor and sensory regions in

low-skill versus high-skill imitators of an unfamiliar lan-

guage. Building on this line of research, the present study

examined whether behavioral measures of auditory and

somatosensory acuity would predict success in an L2 train-

ing task.

Theoretical models of L2 learning generally assume a

close relationship between speech perception and production

(Flege, 1995). Thus, differences in auditory acuity would

seem to be a plausible candidate to explain individual differ-

ences in response to biofeedback training for L2 speech pro-

duction. On the other hand, previous empirical research

examining relationships between perceptual acuity and pro-

duction accuracy in L2 learning has yielded mixed results

(Bradlow et al., 1997; Flege, 1995; Hanul�ıkov�a et al., 2012;

Hattori and Iverson, 2010; Kartushina et al., 2015; Nagle,

2018; Okuno and Hardison, 2016; Peperkamp and Bouchon,

2011). Some studies report no link between perception and

production in L2 (Kartushina and Frauenfelder, 2014;

Peperkamp and Bouchon, 2011), while other studies report

weak to moderate correlations with large variation between

individuals (Bradlow et al., 1997; Nagle, 2018; Hanul�ıkov�a
et al., 2012). For example, in a widely cited study by Bradlow

et al. (1997), native Japanese learners of English were trained

on perception of the English /�/-/l/ contrast; no production

training was provided. At the group level, there was evidence

of improvement in production, as well as perception, support-

ing a link between the two domains. However, scores reflect-

ing the magnitude of change from pre- to post-training in

perception and production were not correlated across individ-

ual participants. These mixed results suggest that it is overly

simplistic to try to reduce perception-production relations to a

single direct link (Nagle, 2018).

In their study examining perception and production ability

in L1 Spanish speakers learning French as an L2, Kartushina

and Frauenfelder (2014) found that the best predictor of pro-

duction accuracy was not an explicit measure of perceptual

acuity but rather the compactness or stability of a given speak-

er’s acoustic output across multiple repetitions of an L1 vowel.

Specifically, they found that speakers who exhibited lower var-

iability across repeated productions of an L1 vowel also pro-

duced L2 vowels more accurately. A similar result was

reported by Kartushina et al. (2016) in a study of French

speakers’ acquisition of L2 vowels. One possible interpretation

of these findings holds that individuals with less variable
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production should also have more “blank space” between

vowel categories (Kartushina and Frauenfelder, 2014). They

may therefore be better able to form a distinct representation

for producing and perceiving a novel L2 vowel category,

rather than assimilating it to a native vowel. While variability

is not a direct measure of perceptual acuity, studies such as

Perkell et al. (2004a) and Franken et al. (2017) have found sig-

nificant correlations between production variability and per-

ceptual discrimination acuity for L1 vowels. However,

variability in production is also affected by other factors, most

notably articulatory stability (Kartushina and Frauenfelder,

2014). In sum, production variability is a factor related but not

identical to perceptual acuity that may be particularly valuable

in predicting individual differences in L2 phonetic learning.

The notion of links between variability in production

and acuity in perception evokes research in the DIVA theo-

retical framework (Guenther, 1994, 1995, 2016; Guenther

et al., 2006; Guenther et al., 1998).1 Positing that the targets

of speech are time-varying multidimensional regions in sen-

sory space, the DIVA model predicts that speakers who rep-

resent a given speech sound with a narrower region in this

sensory space should also be more precise in their phonetic

realization of the sound in question. Empirical research in

recent decades has accumulated a body of evidence that indi-

vidual variation in speech production does indeed correlate

with individual differences in auditory acuity (Newman,

2003; Perkell et al., 2004a; Villacorta et al., 2007).

However, it is important to consider that in DIVA and

related models, the targets of speech are somatosensory, as

well as auditory, in nature. Empirical research supports the

importance of the somatosensory domain in speech learning

(Borrie and Sch€afer, 2015), including multiple studies that

have replicated a finding of group differences in oral somato-

sensory acuity between adolescents with residual speech

errors and age-matched typical speakers (Fucci, 1972; Fucci

and Robertson, 1971; McNutt, 1977). Acuity in auditory and

somatosensory domains appear to be independent of one

another (Fucci, 1972; Nasir and Ostry, 2008) and, in fact, it

has been specifically argued that speakers may show a

“sensory preference” to compensate for auditory versus

somatosensory perturbations in speech adaptation tasks

(Lametti et al., 2012). Therefore, one possible explanation

for the mixed results in previous studies of perception-

production links in L2 learning is that these studies evalu-

ated sensory acuity only in the auditory domain. Cases of

dissociation could, in principle, be a reflection of relative

strength or weakness in the unmeasured somatosensory

domain.

These theoretical and empirical considerations, along

with neuroimaging findings (e.g., Reiterer et al., 2011), sug-

gest that even among typical adult speakers, differences in

auditory and somatosensory acuity may influence perfor-

mance in speech learning tasks. If a learner has relatively

low sensitivity in the auditory domain, they may have diffi-

culty establishing a distinct target for a novel sound in

auditory-perceptual space. An individual with relatively low

somatosensory ability, meanwhile, would be expected to

have difficulty establishing precise somatosensory targets for

accurate production, which correspond to tactile-kinesthetic

correlates of articulator placement. Thus, even if they hear the

target sound accurately, they may have difficulty determining

what movements of the articulators are needed to achieve a

particular auditory target. In keeping with the personalized

learning framework, such differences could have implications

for the selection of a training paradigm in the context of L2

learning. Specifically, we hypothesize that speakers will derive

the greatest benefit from training if they receive enhanced

feedback in a domain where their intrinsic sensory acuity is

weaker, and they will show less effect of training if the

enhanced feedback is directed at a domain where their acuity

is already strong. In visual-acoustic biofeedback, the real-time

signal tracks directly with the auditory-acoustic aspects of

speech and is only indirectly related to articulator movements.

By contrast, ultrasound biofeedback provides a direct display

of articulator placement that bears only an indirect relation to

auditory-acoustic outcomes. Thus, we hypothesize that learn-

ers with low auditory acuity should derive the greatest benefit

from visual-acoustic biofeedback, which provides a clearly

defined visual display indicating how close the speaker’s

acoustic output is to the target sound. Meanwhile, a learner

with relatively poor somatosensory sensitivity can be hypothe-

sized to benefit most from the visual information about articu-

lator placement provided by ultrasound biofeedback.

We investigated this possibility using a task in which

native English speakers received visual-acoustic or ultrasound

biofeedback training targeting phonetically accurate produc-

tion of two Mandarin vowels, /u/ and /y/. Participants were

randomly assigned to a single biofeedback condition that was

then used to train both vowels. Based on the reasoning laid

out above, we hypothesized that individual differences in

auditory and somatosensory acuity would interact with bio-

feedback modality to predict learning outcomes in this task.

Specifically, we hypothesized that the magnitude of speakers’

response to visual-acoustic biofeedback would be significantly

negatively correlated with a measure of auditory acuity (i.e.,

those speakers with low auditory acuity would derive greater

benefit from visual-acoustic biofeedback training), while the

magnitude of response to ultrasound biofeedback would cor-

relate negatively with a measure of oral somatosensory acuity.

We did not expect a significant correlation between acuity in

a domain and response to biofeedback that targets a different

domain (e.g., auditory acuity and ultrasound biofeedback),

leading us to predict a significant interaction between sensory

acuity and biofeedback type.

Although our primary hypothesis pertains to sensory

acuity as a predictor of response to visual-acoustic and ultra-

sound biofeedback, we measured other properties that could

also play a significant role. In addition to their findings about

pitch perception, Perrachione et al. (2011) reported that indi-

vidual differences in phonological awareness could explain

significant variance in adult learners’ success in acquiring

non-native tones. This led us to measure phonological

awareness as a potential predictor of outcomes in our L2

learning task. We also examined the effect of accuracy in

vowel imitation at baseline, since previous literature has

reported that individuals who produce more accurate imita-

tions of non-native speech sounds prior to training typically

show a smaller magnitude of improvement over the course
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of training than those who began with less accurate produc-

tions (Bradlow et al., 1997; Kartushina et al., 2015). Finally,

like Kartushina and Frauenfelder (2014), we measured

token-to-token variability in baseline production as a poten-

tial predictor of response to training—although we remain

agnostic as to whether this measure reflects auditory acuity,

articulatory stability, or some combination thereof. Unlike

Kartushina and Frauenfelder (2014), we measured variability

in L2 imitation rather than L1 production, reasoning that var-

iability should be correlated across languages.2 Kartushina

and Frauenfelder (2014) did not find a significant correlation

between compactness in L1 and L2, but they did note that

they used different tasks to measure compactness in the two

languages and acknowledged that such a correlation would

be theoretically plausible. Moreover, Kartushina et al.
(2015) found a significant correlation between variability

and accuracy in L2, such that speakers with low variability

in L2 production also produced closer approximations of L2

targets both before and after training.

A final factor to consider when measuring L2 learning

outcomes is the identity of the speech sound(s) being tar-

geted. Participants in the present study were trained to pro-

duce two Mandarin vowels, /u/ and /y/. Phonetically, both

/y/ and /u/ are characterized by a low first formant frequency

(F1), associated with high tongue placement; they contrast in

the frequency of the second formant (F2), which is high in

the front vowel /y/ but low in the back vowel /u/. Both vow-

els are produced with rounding of the lips. Previous literature

has hypothesized that speakers process L2 sounds differently

based on perceptual similarity to established L1 categories.

L2 sounds that are perceived as similar to others in the L1

inventory may be assimilated to the closest native category,

while L2 sounds that have no close match in the L1 inven-

tory may remain “uncategorized” (e.g., Best, 1995; Flege,

1995). Relative to the English vowel inventory, the high

front rounded vowel /y/ does not have a close counterpart

and is thus likely to be treated perceptually as uncategorized

(Chang et al., 2011; Levy and Strange, 2008; but cf. Best

et al., 2003). Mandarin /u/, while phonetically more back

than English /u/ (Chen et al., 2001), is perceptually similar

to English /u/ and thus expected to behave as an

“assimilated” vowel in perception and production. The find-

ing by Kartushina and Frauenfelder (2014) that an assimi-

lated vowel contrast was both perceived and produced more

accurately than an uncategorized contrast suggests that

Mandarin /u/ might be produced with greater accuracy than

/y/. On the other hand, as noted above, the magnitude of

improvement over the course of training may be larger when

productions at baseline are less accurate (Bradlow et al.,
1997; Kartushina et al., 2015). Thus, the identity of the

trained vowel could play a role in determining both baseline

accuracy and learning outcomes.

In summary, the present study aimed to answer the fol-

lowing questions: (1) Do English-speaking adults signifi-

cantly improve their production of the Mandarin vowels /y/

and /u/ over a brief period (30 min per vowel) of training

enhanced with either visual-acoustic or ultrasound biofeed-

back? (2) Do individual profiles of sensory acuity interact

with biofeedback type in determining response to training?

We predicted that learners would, on average, show progress

in production accuracy over the course of training. We fur-

ther hypothesized that individuals with relatively low audi-

tory acuity would show a greater magnitude of response to

visual-acoustic than ultrasound biofeedback, while individu-

als with relatively low somatosensory acuity would show the

reverse pattern.

II. METHODS

A. Participants

This project was approved by the Institutional Review

Board at New York University (protocol IRB-FY2016-583);

all participants signed an informed consent form before start-

ing the study. Sixty-five female English speakers aged

between 18 and 30 years old participated in the study.3 All

participants completed an online questionnaire prior to the

experiment to report their language background and speech-

language history. Participants were included only if they

reported no history of speech and language disorders. They

were also required to report healthy dental status (e.g., no

missing teeth), since it has been suggested that dental status

could affect oral stereognosis (Jacobs et al., 1998). They

were also asked to report all languages to which they were

exposed. All participants were required to be native speakers

of American English. Participants could be bilingual or mul-

tilingual, but individuals who reported exposure to Mandarin

or another language that features a front-back contrast in

high rounded vowels (e.g., French, German, or Swedish)

were excluded. Participants were also required to self-report

normal hearing ability, and they additionally completed a

pure-tone hearing screening (20 dB at 500 Hz, 1000 Hz,

2000 Hz, and 4000 Hz) to confirm normal hearing status. All

participants were asked to complete two sessions on two sep-

arate days and were compensated $20 per session. An addi-

tional four participants were recruited but did not complete

the study for reasons including malfunction of the experi-

mental equipment (n¼ 1), reporting previous knowledge of

French that was not identified at pre-screening (n¼ 1), and

failure to attend the second session (n¼ 2). Data from partic-

ipants who did not complete both sessions were not included

in the analyses reported here. Table I provides a summary of

self-reported linguistic influences (languages spoken; geo-

graphic region judged to have the greatest impact on speech

patterns) for all included participants.4 The questionnaire

used to evaluate participants’ speech and language history is

available at https://osf.io/b6qux/.

B. Session 1: Assessment

Session 1 began with the hearing screening mentioned

previously. Participants then completed tasks assessing audi-

tory and oral somatosensory acuity as well as phonological

awareness. We describe each measure in greater detail below.

1. Auditory acuity

Auditory acuity in the specific context of the Mandarin

/y/-/u/ contrast was assessed with an AXB discrimination

task. A synthesized continuum from /y/ to /u/ was generated
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from a native speaker’s productions of isolated /y/ and /u/

vowels using the speech algorithm STRAIGHT (Speech

Transformation and Representation by Adaptive Interpolation

of weiGHTed spectrogram; Kawahara et al., 2013). The

algorithm created 240 equally spaced steps between the

endpoints of the continuum, adjusting the heights of all for-

mants. In each trial of the AXB task, participants listened to

three stimuli over headphones (Sennheiser HD 429,

Sennheiser, Wedemark, Germany) and were asked to report

which of the first (A) or last (B) stimuli was identical to the

center stimulus (X). A gamified interface, in which partici-

pants received points for correct responses, was used to sup-

port sustained attention over this extended task. Following

Villacorta et al. (2007), an adaptive staircase procedure was

used to determine the just noticeable distance (JND) score

for the detection of a difference in vowel formants. The

procedure used a one-up, two-down protocol to adjust the

stimulus interval following the response to each trial, ini-

tially decreasing the stimulus distance by eight steps after

each correct response and increasing the stimulus distance

by four steps after each incorrect response. Following every

fourth reversal in the direction of stimulus change, the size

of the stimulus adjustment was reduced by half in order to

gain an increasingly precise estimate of the JND. The task

ended after 12 reversals or after a maximum of 80 trials.

The mean distance between the stimuli at the final four

reversals was used as an estimate of participants’ JND

(henceforth, auditory JND), where a smaller JND corre-

sponds with a higher degree of acuity in auditory percep-

tion. Participants completed the AXB task twice, but due to

evidence of task learning effects (i.e., a substantial propor-

tion of participants who achieved ceiling-level performance

in the second run5), only the results from the first run were

used in the analyses reported here.

2. Somatosensory acuity

Oral somatosensory acuity was assessed using a spatial

resolution acuity task (Steele et al., 2014), which required

participants to use their tongue to identify letters embossed

on Teflon (Chemours, Wilmingon, DE) strips. Although it is

a non-speech measure, its potential relevance to speech is

established by previous research reporting group differences

between individuals with and without residual speech errors

in similar oral stereognosis tasks (Fucci, 1972; Fucci and

Robertson, 1971). Materials, which were manufactured per

specifications identical to those used in Steele et al. (2014),

were Teflon strips embossed with capital letters (A, I, J, L,

T, U, and W) of seven different sizes (2.5, 3, 4, 5, 6, 7, and

8 mm). Participants were required to sit in front of the inves-

tigator, wearing sunglasses to avoid seeing the letters. The

investigator delivered each strip to the participant, who then

placed the strip in the mouth with the embossed side facing

down. The participant was instructed to identify the letter by

searching with the tongue tip, and verbally let the investiga-

tor know his/her answer. Stimuli were presented in a stair-

case fashion, starting with a strip with a randomly chosen

letter of medium size (i.e., 5 mm). A correct identification

led to a one-step decrease in size and an incorrect identifica-

tion led to a one-step increase in size on the next attempt.

The task ended after 8 reversals or a maximum of 28 trials.

Following Steele et al. (2014), the outcome measure was the

mean letter size (henceforth, somatosensory MLS) across all

correctly answered trials; a smaller MLS is suggestive of a

higher degree of acuity in somatosensory perception.

Participants completed the task twice, but as in the auditory

ABX task, data from the second run were discarded due to

concerns of a learning effect, since many participants

achieved a perfect score on their second attempt at the task.

Participants’ apparent learning of the task was attributed to

the small number of letters included in the stimulus set; we

return to this task limitation in Sec. IV (Discussion).

3. Phonological awareness

Phonological awareness was assessed using the

Phonological Awareness Composite Score (PACS) derived

from performance across three subtests of the Comprehensive
Test of Phonological Processing—Second Edition (CTOPP-2):
Elision, Blending and Phoneme Isolation (Wagner et al.,
2013). The elision task requires participants to take out seg-

ments from spoken words to form new words, while the blend-

ing task instructs them to combine individual sounds together

to form words, and the phoneme isolation task requires them to

identify a sound at a specific position within a word.

C. Session 2: Vowel production training

1. Stimuli

As described above, our primary task was imitative pro-

duction of the Mandarin vowels /u/ and /y/, elicited both

before and after training. The audio stimuli used in imitative

elicitation and biofeedback training were productions of /y/

and /u/ in isolation, recorded by three female native speakers

of Mandarin who produced six tokens of each vowel.6

TABLE I. Summary of linguistic influences reported by included partici-

pants. Geographic region of origin was elicited with the question “Which

state or region do you think has had the biggest impact on your accent?”.

Number of

participants Detail

Languages spoken

Speak another language

with some fluency

18 Spanish (n ¼ 11),

Korean (n ¼ 5),

Tagalog (n ¼ 1),

Vietnamese (n ¼ 1)

Some exposure to

another language

41 Spanish (n ¼ 38),

Italian (n ¼ 3),

Hebrew (n ¼ 3),

Latin (n ¼ 3),

Japanese (n ¼ 2),

Korean (n ¼ 1)

Speak only English 6

Geographic region of origin

Northeast 30

Pacific West 12

Midwest 9

Southwest 4

Southeast 9

No response 1
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Recordings took place in a sound-attenuated booth on a

Computerized Speech Lab (CSL) system (model 4500,

PENTAX Medical, Montvale, NJ) with a 44 kHz sampling

rate and 16-bit encoding. Speakers produced the target vow-

els into a table-mounted Shure SM48 microphone (Shure,

Niles, IL) with a five-inch mouth-to-microphone distance,

and recordings were saved as uncompressed WAV files.

2. Training

Participants received 30 min of production training for

each of the two vowels, /u/ and /y/. The order in which vow-

els were trained was counterbalanced across participants. As

noted previously, participants were randomly assigned to

receive either visual-acoustic biofeedback or ultrasound bio-

feedback with the same biofeedback modality for both vow-

els. We briefly summarize the methods used below, but the

complete protocol used in each condition can be found at

https://osf.io/b6qux/. The production training approach

adopted in this study was derived from previous work using

biofeedback to elicit target sounds in children with speech

sound disorder (e.g., for visual-acoustic biofeedback,

McAllister Byun, 2017; for ultrasound biofeedback, Preston

et al., 2019).

Prior to biofeedback training, each participant needed to

be matched to a native speaker whose template (either a for-

mant template or a tongue shape template, depending on the

biofeedback modality) would be used as a target during pro-

duction training. This was accomplished by judging which of

the three native speakers of Mandarin was most similar to the

participant in formant frequencies for a non-target sound. For

this purpose, we used the PENTAX Medical Sona-Match real-

time Linear Predictive Coding (LPC) spectrum module on the

CSL system. (Note that the visual-acoustic biofeedback display

was used in the process of selecting a target speaker even for

participants assigned to the ultrasound biofeedback condition.)

Participants were instructed to sustain /i/ vowels while tem-

plates from different control speakers were superimposed, and

the best match was selected as that participant’s target speaker.

The vowel /i/ was used because it has comparable phonetic

properties across English and Mandarin, and it was not a target

vowel in the present study. During template selection (and

practice, for individuals assigned to the visual-acoustic biofeed-

back condition), we used the Sona-Match standard “real-time

LPC window for females” setting (11 025 Hz sampling rate,

12-order LPC in a 3500 Hz view range) for all participants.

After a target speaker was identified, the investigator

familiarized the participant with the biofeedback modality to

be used in training. For participants in the visual-acoustic bio-

feedback condition, the above-described process of matching

an /i/ template to identify a target talker doubled as an initial

familiarization with the biofeedback device, in which partici-

pants learned that different speech sounds have different for-

mant peaks and changes in vocal tract configuration can cause

these peaks to move around. Following this training, all partici-

pants were judged to demonstrate adequate understanding of

the relationship between vocal tract manipulations and changes

in formant frequency. In the ultrasound training condition, a

separate brief training was provided to familiarize the

participant with basics such as the orientation of the tongue on

the screen and the correct way to hold the ultrasound probe.7

The ultrasound imaging system used was a Siemens Acuson

X300 (Siemens, Munich, Germany) with a C8-5 wideband

curved array transducer (frequency range 3.1–8.8 MHz,

25.6 mm footprint, 109 deg field of view; scanning settings

were not adjusted on a per-participant basis for the present

study). The investigator also demonstrated how to use the

ultrasound template, a transparency with a trace of the target

speaker’s tongue shape superimposed on the ultrasound screen.

A tongue shape template for /i/ was used for training purposes.

After this general introduction, participants began train-

ing for the first target vowel, randomly assigned to be /u/ or

/y/. Training began with a few minutes of unstructured prac-

tice in which the participant was encouraged to repeat the

target sound while attempting to make the real-time visual

display of their own production align with the target speak-

er’s template, which represented formant peaks in the visual-

acoustic biofeedback condition and tongue shape in the

ultrasound biofeedback condition. During this process, the

first author (J.J.L.), a native speaker of Mandarin, provided

cues and general encouragement. Specific articulator place-

ment cues (e.g., “try moving your tongue forward more”)

were used in both the visual-acoustic and the ultrasound bio-

feedback conditions. This was intended to keep the verbal

instructions as consistent as possible across conditions, such

that the only difference between conditions was the type of

visual biofeedback provided. Participants then completed

30 min of structured training for the selected vowel. During

this training, participants were instructed to repeat audio

models presented through headphones (isolated vowel

tokens produced by their target talker) while simultaneously

trying to match their visual feedback display with the corre-

sponding visual-acoustic or ultrasound template. The train-

ing consisted of 20 blocks of 6 trials for a total of 120 trials.

Qualitative feedback, including cues for articulator place-

ment as described above, was provided after each block.

Participants then completed another 30 min of training for

the second vowel, following the same procedures described

for the first training session.

3. Probes

Participants’ production of the target vowels was

assessed with an imitative probe task. Audio models from

the matched control speaker, randomized at the token level,

were presented through headphones (Sennheiser HD 429,

Sennheiser, Wedemark, Germany), and the participant

repeated after each token, advancing in an administrator-

paced fashion. Twenty repetitions of each vowel, elicited in

a blocked fashion, were audio-recorded with the same

parameters described above for control speakers. A midpoint

probe measure was collected after training for the first

vowel, and a post-training probe was collected after training

for the second vowel. Both midpoint probes and post-

training probes were identical to the pre-training probe, elic-

iting 20 productions of each vowel in a blocked fashion. In

midpoint and post-training probes, the vowel that was most

recently trained was elicited first.
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D. Measurement

Formant measurements from the midpoint of each vowel

produced by the participants in pre-, mid-, and post-training

probes were extracted using an automated process in Praat

(Boersma and Weenink, 2016). The onset and offset of each

isolated vowel production were automatically detected using a

-25 dB threshold to differentiate silent versus sounding inter-

vals. A Praat script (Lennes, 2003) was then used to extract

measurements of the first three formants from a 0.05s window

around the selected point in each word, although only F1 and

F2 were used in the analyses that follow. Individualized LPC

filter order settings were selected for each speaker, using visual

inspection to optimize agreement between automated formant

tracks and visible areas of energy concentration on the spectro-

gram. J.J.L. and S.A. independently selected an LPC order for

each participant and then compared their selections; cases of

disagreement were resolved by consensus. This resulted in a

total of 39 individuals whose data were analyzed with an order

11 filter, 24 with an order 10 filter, and 2 with an order 9 filter.

F1 and F2 values from the target tokens produced by native

Mandarin speakers were obtained using the same protocol.

After extraction, formant frequencies were transformed into

the psychoacoustic Bark scale using the vowels package in R
(Kendall et al., 2018).

Euclidean distance (ED) from the center of the distribution

of productions by the participant’s target talker was used as our

primary measure of production accuracy.8 A smaller ED value

indicates that the participant’s production is closer to the target

distribution, suggesting higher accuracy. ED was calculated for

each token, and median ED across 20 repetitions was calcu-

lated for each participant and vowel at baseline and immediate

post-training time points.9 Change in ED from baseline to post-

training was also calculated by subtracting baseline median ED

from post-training median ED. A negative value for change in

median ED was considered indicative of improvement over the

course of training. Figure 3 shows the distribution of produc-

tions of /y/ for one sample participant [identification (ID) num-

ber 1026] at pre- and post-training time points, as well as the

center of the distribution of tokens produced by the native

Mandarin speaker who served as the target talker for this par-

ticipant. This participant’s productions were closer to the target

distribution after training, reflected in a decrease in mean ED.

This change over the course of training is also perceptually

apparent in Mm. (1), which includes the target talker’s produc-

tion of /y/ and imitative productions by the participant both

before and after training.

Mm. 1. Productions of /y/ by (a) Mandarin native speaker,

(b) sample participant 1026 before training, and (c)

sample participant 1026 after training. This is a file of

type “wav” (299 KB).

We also calculated the area of an ellipse representing

the 95% confidence interval around the multivariate mean of

the distribution of a subject’s productions for each vowel

and time point. This provides an index of token-to-token var-

iability in a speaker’s productions and was thus treated as

analogous to the compactness measure used by Kartushina

and Frauenfelder (2014).10 The distributions in Fig. 3 also

contrast in the area of the ellipse, with a smaller area reflect-

ing lower variability in production after training.

Here, and throughout the paper, all computations and data

visualization were carried out in the R software environment

(R Core Team, 2015). Data wrangling and plotting were com-

pleted with the packages tidyr (Wickham, 2016), dplyr

(Wickham and Francois, 2015), and ggplot2 (Wickham, 2009).

Complete data and code to reproduce all figures and analyses

in the paper can be found at https://osf.io/9djpm/.

E. Data cleaning

After ED was calculated, the dataset was cleaned for out-

liers. Outlier data points were identified as ED values that fell

at least two median absolute deviations above or below the

median ED for a given individual speaker, vowel, and time

point (pre or post).11 A total of 231 data points (4.5% of the

total) were eliminated in this way. In addition, individual par-

ticipants’ results were compared against measures of central

tendency from the complete group of subjects. A total of 9 sub-

jects were found to have a median ED that fell more than 2

standard deviations (SDs) away from the group mean ED,12

and a total of 12 fell more than 2 SD away from the group

mean area of the ellipse. To be conservative, only the five indi-

viduals who were outliers with regard to both mean ED and

variability (i.e., area of the ellipse) were eliminated from the

data set. The included set of 60 individuals had a mean age of

20.03 years old (SD¼ 1.93 yr; range¼ 18–26 yr).

III. RESULTS

A. Descriptive statistics and preliminary analyses:
Baseline measures

In this section, we report summary statistics for each of

the measures obtained at baseline and also test for correlations

FIG. 3. Distribution of productions of /y/ from one sample participant

(1026) with Bark-transformed F1 on the x axis and Bark-transformed F2 on

the y axis. Circles represent productions before training targeting /y/, and tri-

angles represent productions after training. The mean value for the L1 target

speaker is displayed for comparison (black square).
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between these variables that could affect analyses by introduc-

ing multicollinearity. The baseline measures investigated in

this section include auditory JND, somatosensory MLS, PACS,

and variability (area of the ellipse) for each vowel.

Descriptive statistics for all of the above-listed baseline

measures are reported in Table II. The ranges and SDs sug-

gest that scores for each measure were reasonably dispersed

across participants. However, the results of Shapiro-Wilk tests

for normality reported in Table II indicate that several of the

variables were not normally distributed. Non-normality was

particularly pronounced in the case of auditory JND, which

showed some sign of a ceiling effect. Accordingly, methods

requiring strict parametric assumptions will be avoided for

analyses involving these measures.

Spearman’s rho was used to test for problematic correla-

tions among measures of auditory JND, somatosensory MLS,

and PACS. All correlations were nonsignificant [JND and

MLS, q(58)¼ 0.05, p¼ 0.7; JND and PACS, q(58) ¼ �0.17,

p¼ 0.2; MLS and PACS, q(58)¼ 0.02, p¼ 0.9]. Spearman’s

rho was also used to test for correlations between the auditory,

somatosensory, and PACS measures with variability (area of

the ellipse) at baseline. There were no significant correlations

between variability and auditory JND [q(58)¼ 0.01, p¼ 0.95],

somatosensory MLS [q(59) ¼ �0.01, p¼ 0.96], or PACS

[q(59)¼ 0.12, p¼ 0.37]. These findings did not change when

data from the target vowels /y/ and /u/ were analyzed sepa-

rately. Finally, a series of Wilcoxon tests was carried out to

examine whether the various baseline predictors differed

between the groups of participants randomly assigned to

receive visual-acoustic versus ultrasound biofeedback training.

The groups were not found to differ significantly with respect

to auditory JND (W¼ 476.5, p¼ 0.69), somatosensory MLS

(W¼ 418, p¼ 0.65), PACS (W¼ 484, p¼ 0.61), or variability

(W¼ 361, p¼ 0.19). In summary, the examination of baseline

predictors revealed no problematic correlations between mea-

sures or discrepancies between the groups randomly assigned

to different biofeedback conditions.

B. Descriptive statistics and preliminary analyses:
Change in ED and variability

This section reports summary statistics for measures of

change in ED and variability over the course of training.

Group comparisons are used to assess whether the magnitude

of change differed over various subdivisions of the data,

including target vowel, type of biofeedback, and the order in

which target vowels were trained.

The boxplots in Fig. 4 show the pre- and post-training

distribution of ED values observed for each of the two target

vowels, subdivided to reflect the type of biofeedback pro-

vided (upper panel) and the order in which vowels were tar-

geted (lower panel).

Figure 4 suggests some degree of difference between the

target vowels /y/ and /u/ with respect to baseline ED and change

in ED over the course of training. An exploratory Wilcoxon test

indicated that the difference between vowels was significant for

baseline ED (W¼ 2833, p< 0.001). Contrary to expectations

from previous literature (e.g., Kartushina and Frauenfelder,

2014), baseline accuracy was higher for the uncategorized

vowel /y/ than the assimilated vowel /u/. The vowels did not dif-

fer significantly with respect to the magnitude of change in ED

(W¼ 1692, p¼ 0.57). Both vowels showed a reduction in ED

over the course of training; the effect size of the change was

moderate in magnitude for both /u/ (Cohen’s d ¼ �0.46) and /

y/ (Cohen’s d ¼ �0.43). Expressed as a percentage of baseline

ED, the mean reduction in ED was 19.8% for the vowel /u/ and

23.6% for the vowel /y/. Neither biofeedback type nor vowel

order appears to have had a marked impact on the general pat-

tern observed in Fig. 4. A Wilcoxon test indicated that the

groups randomly assigned to receive ultrasound versus visual-

acoustic biofeedback did not differ with regard to ED at base-

line (W¼ 356, p¼ 0.17). Examination of differences in the

magnitude of change across biofeedback types is deferred until

the regression models reported in Sec. III C. An additional

Wilcoxon test confirmed that the group of participants who

received training targeting /y/ first did not differ from the group

who received training for /u/ first (W¼ 452, p¼ 0.98).

Figure 5 shows the equivalent data for our primary mea-

sure of variability in production, the area of the ellipse. Both

vowels showed a reduction in variability over the course of

the training; the effect size of the change (Cohen’s d) was

�0.21 for /u/ and �0.33 for /y/. Wilcoxon tests revealed that

this difference in the magnitude of change between vowels

was not statistically significant (W¼ 1863, p¼ 0.74), nor did

the vowels differ significantly in baseline variability

(W¼ 1909, p¼ 0.57). The groups randomly assigned to

receive ultrasound versus visual-acoustic biofeedback did not

differ with regard to mean variability at baseline (W¼ 361,

p¼ 0.19). Finally, there was no difference in the change in

variability associated with the order in which vowels were

trained (W¼ 539, p¼ 0.19).

C. Regression models

Linear regression models were used for all inferential

statistics. Linear regressions were favored over mixed effects

models because, with the task and stimuli held constant from

trial to trial, within-subject fluctuations in speech acoustics

are better interpreted as measurement error than meaningful

variation, and therefore each subject was represented by

his/her median ED across trials. Due to the difference in ED

between vowels at baseline and for ease of interpretation of

regression results, data associated with the /u/ and /y/ vowels

were analyzed separately. Two separate models were fit for

each vowel: the first examined predictors of median ED at

baseline, and the second examined predictors of change in

TABLE II. Descriptive statistics for baseline measures.

Measure

Median

(MAD) Range

Shapiro-Wilk

p-value

Auditory JND

(continuum steps)

19.5 (19.6) 2–58 <0.001

Somatosensory

MLS (mm)

4.23 (1.1) 3–7.8 <0.01

PACS (standard score) 105 (10.4) 77–133 0.15

Variability (area of the ellipse,

Bark squared)

1.74 (0.9) 0.29–6.5 <0.001
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median ED over the course of training. Both models included

covariates of auditory JND, somatosensory MLS, PACS, and

variability (area of the ellipse) at baseline. The model examin-

ing change in median ED additionally included covariates of

variability at post-training, biofeedback condition (visual-

acoustic versus ultrasound), and baseline accuracy (median

ED relative to the native speaker distribution). Finally, the

model also included the theoretically predicted interaction

between biofeedback condition and sensory acuity (both audi-

tory JND and somatosensory MLS).

In the first set of models, none of the independent varia-

bles examined were found to be significant predictors of par-

ticipants’ accuracy in imitating each of the non-native vowels

/y/ and /u/ at baseline after controlling for all other variables

in the model. This finding was contrary to our hypothesis that

auditory JND would significantly predict participants’ pre-

training accuracy in imitating /y/ and /u/ vowels. In fact, the

overall regression model was non-significant in each case

[for /u/, F(4,55)¼ 0.28, p¼ 0.89; for /y/, F(4,55)¼ 0.35,

p¼ 0.84], indicating that the models with all variables

included did not account for significantly more variance than

the intercept-only models. This suggests that variance in

baseline accuracy might be influenced by additional factors

that were not measured as part of the present study, a point

we return to in Sec. IV (Discussion). Complete results of

these regressions can be found at https://osf.io/jdz6s/.

FIG. 4. ED before and after training, separated by vowel and biofeedback type (top) and by vowel and order of training (bottom).
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The second set of models examined predictors of change

in ED from pre- to post-training for the two vowels /u/ and /y/.

Recall that an improvement in accuracy corresponds with a

negative number in this context. Results of the model for /u/

yielded a significant main effect of median ED at baseline [b
¼ �0.47, standard error (SE)¼ 0.10, p< 0.001], indicating

that individuals who had a higher median ED prior to training

tended to show a greater reduction in ED. (See Fig. 6.) There

was also a significant effect of PACS score (b ¼ �0.02,

SE¼ 0.0072, p¼ 0.01), indicating that individuals with higher

PACS scores tended to show a greater reduction in median ED

(Fig. 7). For the vowel /y/, there was a significant effect of

median ED at baseline (b ¼ �0.66, SE¼ 0.10, p< 0.001),

again with a negative coefficient (Fig. 6). In addition, for the

/y/ vowel there was a significant main effect of variability

(area of the ellipse) at the post-training time point (b ¼ 0.09,

SE¼ 0.037, p¼ 0.02). The effect of post-training variability

has a positive coefficient, which suggests that a positive

response to training (large reduction in median ED from pre-

to post-training) tended to associate with a low degree of

variability at the post-training time point (Fig. 8). Complete

regression results for /y/ and /u/ are reported at https://osf.io/

jdz6s/.

No significant effect of biofeedback type was found in

either the model for /y/ (b ¼ 0.39, SE¼ 0.44, p¼ 0.38) or /u/

(b ¼ �0.48, SE¼ 0.65, p¼ 0.46). However, this failure to

FIG. 5. Area of the ellipse before and after training, separated by vowel and biofeedback type (top) and by vowel and order of training (bottom).
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reject the null hypothesis of no significant difference

between biofeedback types does not, in itself, warrant the

conclusion that both types are equally effective. We there-

fore conducted a post hoc equivalence test (Lakens, 2017),

which treats non-equivalence between groups as the null

hypothesis; vowels were pooled for the purpose of this

analysis. The equivalence test was non-significant, t(48.94)

¼ �0.52, p¼ 0.30, given equivalence bounds of �0.14 and

0.14 (on a raw scale) and an a of 0.05. Thus, although the

regression did not show a significant difference between bio-

feedback types, the equivalence test did not support a con-

clusion that the magnitude of change was equivalent across

the two conditions.

IV. DISCUSSION

A. Summary of hypotheses

The present study measured the magnitude of learning

when native speakers of English were trained to produce two

Mandarin vowels, /u/ and /y/, using either visual-acoustic or

ultrasound biofeedback. Previous literature has indicated

that individuals’ responses to visual biofeedback training are

highly heterogeneous, but the causes of this variability

remain poorly understood. As suggested by the personalized

learning framework (Wong et al., 2017), identifying individ-

ual factors that are predictive of differences in learning out-

comes could help maximize gains by pairing learners with a

FIG. 6. Association between pre-training median ED and change in median ED over the course of training, partitioned by vowel.

FIG. 7. Association between PACS score and change in median ED over the course of training, partitioned by vowel.
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training condition that fits their individual needs. Therefore,

the present study investigated several factors that could

potentially predict outcomes in a biofeedback-enhanced L2

vowel learning task. Our hypothesized main predictors were

auditory and somatosensory acuity, based on empirical evi-

dence of associations between auditory perception and pro-

duction accuracy in L2 learning (e.g., Flege, 1995; Bradlow

et al., 1997; Nagle, 2018; Hanul�ıkov�a et al., 2012), as well

as theoretical and empirical evidence that speech is guided

by somatosensory as well as auditory targets (Lametti et al.,
2012). Moreover, we hypothesized that the type of biofeed-

back provided—visual-acoustic or ultrasound—would inter-

act with participants’ profiles of acuity across sensory

domains. Visual-acoustic biofeedback was hypothesized to

provide a greater benefit to individuals with relatively low

auditory acuity, since its clearly defined visual representation

of the participant’s acoustic output in relation to the target

for a sound could compensate for less precise auditory per-

ception. On the other hand, ultrasound biofeedback provides

explicit visual information about articulator placement

within the oral cavity, augmenting the tactile-kinesthetic

feedback that is available under ordinary circumstances.

Ultrasound was thus predicted to offer greater relative bene-

fit to typical speakers with lower somatosensory acuity, who

might otherwise have difficulty inferring what manipulations

of the articulators are needed to achieve a particular output.

Besides auditory and somatosensory acuity, we also tested

the significance of other factors that have been found to pre-

dict learning outcomes in L2 production studies; these

included production accuracy at baseline, phonological

awareness, and production variability.

B. Predictors of baseline ED

Contrary to our hypothesis, performance on the AXB

auditory discrimination task did not predict baseline

production accuracy (ED relative to the native speaker tar-

get) for either vowel. Although this finding runs counter to

some previous results (e.g., Bradlow et al., 1997; Nagle,

2018; Hanul�ıkov�a et al., 2012), it aligns with other published

literature that has reported no significant correlation between

perceptual acuity and production accuracy in L2 learning

(e.g., Kartushina and Frauenfelder, 2014; Peperkamp and

Bouchon, 2011). Kartushina et al. (2015) did find a signifi-

cant correlation between production variability and accuracy

both before and after L2 production training, where lower

variability was associated with higher accuracy. Other stud-

ies have suggested that such associations may be mediated

by perceptual acuity (i.e., how narrowly target regions are

specified in auditory-acoustic space), as well as language

experience (Kartushina and Frauenfelder, 2014). However,

in contrast with Kartushina et al. (2015), participants in the

present study showed no significant association between var-

iability and accuracy at baseline. Thus, our findings were

indicative of dissociation between L2 perception and pro-

duction abilities, at least in the early stage of acquisition rep-

resented by pre-training performance at the start of the

present study.

As noted in Sec. III (Results), no individual predictors

were significant in our analysis of baseline ED, and the

regression model as a whole was non-significant, suggesting

that other factors not considered in the present study will

need to be measured to provide an explanation of variance in

baseline accuracy. One notable oversight of the present study

was our failure to collect information about participants’

musicality and/or musical training, which have been found

to predict L2 production accuracy in multiple studies (e.g.,

Christiner and Reiterer, 2015; Hu et al., 2013; Milovanov

et al., 2010; Slevc and Miyake, 2006). Vocal training, in par-

ticular, has been associated with improved skill in imitating

the sounds of an L2 (Christiner and Reiterer, 2015). We do

note, however, that some literature has suggested that the

FIG. 8. Association between post-training variability (area of the ellipse) and change in median ED over the course of training, partitioned by vowel.
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link between musical training and L2 production is indirect

and could be mediated by differences in auditory and/or

somatosensory acuity. For instance, Posedel et al. (2012)

found that pitch perception ability was predictive of L2 pro-

duction skill; musical training was significantly correlated

with pitch perception ability but was not itself a significant

predictor of production. Other literature has suggested that

singing training may lead to enhanced somatosensory proc-

essing (Halwani et al., 2011; Kleber and Zarate, 2014).

Thus, while it will be important for future research to collect

information about musical training as a predictor of L2 pro-

duction, researchers should be aware of the potential for col-

linearity of this factor with direct measures of auditory and/

or somatosensory acuity. In addition to musical training,

future research should consider collecting measures of work-

ing memory (Reiterer et al., 2011; Rota and Reiterer, 2009)

and possibly other factors such as motivation (D€ornyei,

1998).

C. Predictors of change in ED

One of our primary experimental questions was whether

participants would show a significant degree of change in L2

production accuracy after a brief duration (30 min per vowel)

of biofeedback training. Our results showed a general

decrease in ED from pre- to post-probe, demonstrating an

overall learning effect associated with biofeedback training

(Fig. 4). The magnitude of change was comparable to that

reported in previous studies: our participants averaged

19.8%–23.6% change as a percentage of baseline ED, simi-

lar to the finding by Kartushina and colleagues (2016) of an

18%–20% change as a percentage of baseline MD.

Kartushina et al. (2016) emphasized that such gains are par-

ticularly noteworthy when they occur in the context of an L2

target vowel with a close L1 counterpart, as was the case for

Mandarin /u/ in the present study, since such targets are gen-

erally considered more difficult to acquire (Flege, 1995).

Thus, the present findings add to previous literature reporting

that biofeedback-enhanced training can produce measurable

changes in L2 production accuracy even when targets are

challenging and the duration of training is brief (Kartushina

et al., 2015; Gick et al., 2008). Of course, the present design

does not allow us to conclude that the observed changes are

directly attributable to the inclusion of biofeedback in our

training paradigm; a no-biofeedback comparison condition

would be essential for such a claim. In addition, the regres-

sion examining change in ED yielded no significant main

effect of biofeedback type (ultrasound versus visual-acous-

tic), but a follow-up equivalence test failed to reject the null

hypothesis of equivalence across the two conditions. Thus,

additional data collection will be needed to make claims

about the efficacy of the types of biofeedback relative to

non-biofeedback training and to one another. Finally, the

present study examined outcomes for a highly limited task

(imitation of isolated vowels) on a very short time frame.

For this research to translate to clinical or pedagogical appli-

cations, it will be essential to conduct studies evaluating

generalization to more naturalistic targets on a longer time

frame.

For both vowels, accuracy in imitating the L2 target

before training (baseline ED) was a significant predictor of

change in ED from pre- to post-training, such that individu-

als with less accurate pre-training productions tended to

show a greater degree of improvement in production over

the course of training. This converges with other L2 pronun-

ciation training studies that have reported that individuals

who started out with poorer production accuracy made the

greatest gains (Kartushina et al., 2015; Bradlow et al.,
1997). The most straightforward interpretation of this finding

is as a ceiling effect, where speakers who begin training with

poorer productions have more room for improvement than

individuals who begin with a higher degree of accuracy

(Kartushina et al., 2015).

The other two factors that were significantly associated

with change in ED were found to behave asymmetrically across

vowels: phonological awareness was a significant predictor of

learning gains for /u/ but not /y/, while post-training variability

was significantly associated with training outcomes for /y/

only. These asymmetries may relate to the distinction between

Mandarin /u/ as an assimilated vowel with a close counterpart

in the English vowel space (Flege, 1987) and Mandarin /y/ as

an uncategorized vowel that lacks such a counterpart.

For the /u/ vowel only, phonological awareness (PACS)

was a significant predictor of change in ED from pre- to

post-training, with individuals with higher PACS scores

tending to make greater progress over the course of training.

This significant effect of phonological awareness agrees

with previously reported results. Perrachione et al. (2011)

found that, along with pre-training pitch perception ability,

phonological awareness was a significant predictor of suc-

cess in learning to perceive unfamiliar lexical tone contrasts.

Although several other previous studies have also identified

phonological awareness as a predictor of success in L2 learn-

ing (Hu, 2010; Hu, 2003; Hummel, 2009), only a few have

examined the specific domain of L2 production accuracy

(Nushi Kochaksaraie and Makiabadi, 2018; Hu et al., 2013).

Moreover, it remains somewhat unclear how phonological

awareness has its impact on L2 learning, and this question is

particularly understudied in the context of L2 production.

Previous research has established that phonological aware-

ness is related but not identical to perceptual acuity

(McBride-Chang, 1996; Watson and Miller, 1993).

However, in the present study, perceptual acuity was not a

significant predictor of learning outcomes, and phonological

awareness and perceptual acuity were not correlated. An

alternative possibility is that learners with higher phonologi-

cal awareness could be more attentive to small phonetic dif-

ferences across languages (Mora et al., 2014). Drawing on

Schmidt’s noticing hypothesis (Schmidt, 1993, 1990) which

holds that awareness of an L2 exists along a continuum from

unconsciously perceiving to consciously noticing to explic-

itly understanding, Mora et al. (2014) argued that awareness

at least as high as the noticing level is needed for L2 phono-

logical learning to occur. Applying these concepts to the pre-

sent study, it is possible that individuals with higher

phonological awareness, without necessarily differing in raw

perceptual acuity, might be better able to notice and respond

to the subtle acoustic cues that differentiate two similar
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targets like /u/ in Mandarin and English. The absence of an

association between phonological awareness and success in

acquiring Mandarin /y/ is consistent with the fact that this

vowel is unlikely to assimilate to an English vowel category,

regardless of speakers’ phonological awareness levels.

Last, for the /y/ vowel only, post-training production

variability had a significant positive association with change

in production accuracy—that is, speakers who were less var-

iable at the post-training time point tended to have made

greater progress over the course of training. This aligns with

previous findings. Kartushina and Frauenfelder (2014) found

that lower variability (in L1, as well as L2, production) was

associated with higher accuracy in L2 production, and

Kartushina et al. (2015) found that improvement over the

course of training of non-native speech sounds was

associated with a reduction in production variability. Low

post-training production variability may be interpreted as an

indication that speakers established a new speech sound cat-

egory that they could use to consistently and accurately pro-

duce the non-native target (Kartushina et al., 2016).

In contrast with the uncategorized vowel /y/, for /u/ there

was no significant association between change in ED and pro-

duction variability, either before or after training. This result

differs from the findings of Kartushina and Frauenfelder

(2014), who reported that the association between variability

and accuracy in L2 production was stronger for assimilated

than for uncategorized vowels in L2. However, our findings

may be partially explained by another study conducted by

Kartushina and colleagues (2016), which measured the effects

of production training on accuracy and variability for two L2

vowels, one similar and one dissimilar to participants’ L1

(French) categories. They found that the change in variability

over the course of training was greater for the uncategorized

L2 vowel than for the similar sound. On one interpretation,

this smaller magnitude of change in variability could reflect

the fact that some speakers had low variability prior to train-

ing because they were simply falling back on their motor plan

for the similar L1 target, which they produce with high stabil-

ity. In this view, the present finding that variability was not

predictive of learning outcomes for the assimilated /u/ vowel

may reflect the fact that speakers who showed low variability

in producing /u/ can be subdivided into successful learners

(who achieved a stable L2 target) and unsuccessful learners

(who simply reused their pre-established articulatory pattern

for English /u/ throughout the study).

Of course, some of the most noteworthy results of our

analysis of change in ED pertain to the hypothesized predic-

tors that were not found to be significant. Our measures of

auditory and somatosensory acuity were not significantly

associated with response to training, and we did not observe

the hypothesized interaction between sensory acuity and bio-

feedback type. Possible explanations and interpretations are

discussed in Sec. IV D.

D. Limitations and future directions

1. Limitations of our auditory acuity measure

Our analyses revealed that auditory acuity as measured

in an AXB task was not predictive of either ED at baseline

or change in ED, nor did we observe the hypothesized inter-

action between auditory acuity and biofeedback condition.

However, as discussed above, we did find a significant asso-

ciation between token-to-token variability at the post-

training time point and improvement over the course of

training for the /y/ vowel, a result that aligns with a number

of findings in previously published literature on perceptual

acuity. Most notably, Kartushina and Frauenfelder (2014)

found that production accuracy was not significantly associ-

ated with performance on a task explicitly measuring

auditory acuity, but it did correlate significantly with token-

to-token variability in production of both L1 and L2 vowels.

Kartushina and Frauenfelder (2014) suggested that the

observed association between variability and production

accuracy could be explained by the fact that speakers with

more compact vowel categories have more room in acoustic

space to insert new nonnative categories. This is evocative

of the DIVA framework and empirical work showing that

individuals with more narrowly specified auditory targets

tend to produce phonemic contrasts with lower variability

and/or greater separation (Franken et al., 2017; Perkell et al.,
2004a). This raises the possibility that production variability

is simply a better index of perceptual acuity than explicit

measures like the AXB discrimination task used in the

present study. However, studies acknowledge that token-to-

token variability also has a component of motor stability,

which could, in principle, correlate with somatosensory acu-

ity (Franken et al., 2017; Kartushina et al., 2016). In our

data, we found no correlation between baseline variability

and either auditory or somatosensory acuity.

In total, the present findings suggest that further research

is warranted to better understand the factors that drive indi-

vidual differences in production variability and the impact of

these differences on learning outcomes. In future research

we intend to obtain more comprehensive measures of pro-

duction variability, including both L1 and L2 productions. In

addition, our variability measure is somewhat limited in that

we examined variability only at the midpoint of the vowel,

while some participants showed fluctuating formant frequen-

cies from the beginning to the end of their vowel produc-

tions. A recent body of work by Niziolek and colleagues

(e.g., Niziolek et al., 2013) has emphasized the dynamic

nature of variability over the course of individual utterances,

with productions that start out furthest from a speaker’s aver-

age formant frequencies for a given sound tending to exhibit

“centering” by mid-vowel. Follow-up analyses that examine

variability at onset and change in variability from onset to

mid-vowel could help elucidate the relationship between

production variability and L2 pronunciation skill.

An additional limitation of the auditory perceptual task

we used pertains to the fact that we had to choose to focus

on a specific part of the synthetic continuum in order to cal-

culate JND; that is, we had to choose to start either at the /y/

end, the /u/ end, or at the boundary between the phonemes.

We decided that starting from an endpoint was more consis-

tent with the categorical nature of speech perception in nor-

mal circumstances, and we arbitrarily opted to start from the

/y/ end. As a consequence, though, our auditory acuity mea-

sure was more relevant to the vowel /y/ than /u/. Since the
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assimilated /u/ vowel turned out to be more challenging to

acquire than uncategorized /y/, a more nuanced measure of

perception at the /u/ end of the continuum could prove illu-

minating. In the future, running the AXB task from both

ends of the continuum and calculating an average JND might

represent the most effective strategy.

2. Limitations of our somatosensory acuity measure

Contrary to hypothesis, somatosensory acuity was not

found to interact with biofeedback type in predicting change

in ED. However, there are major limitations to our somato-

sensory measure in the context of the vowel-learning task

that formed the focus of the current study. Previous studies

that utilized a spatial resolution task to measure somatosen-

sory acuity (Ghosh et al., 2010; Perkell et al., 2004b) mea-

sured participants’ production of the consonants /s/ and /S/

rather than vowels. The tighter constriction of the vocal tract

results in stronger oral-tactile feedback for consonants than

vowels, and somatosensory targets may play a correspond-

ingly greater role (Ghosh et al., 2010; Guenther, 2016). In

addition, our stereognosis task measured the tactile acuity of

the tongue tip, which is potentially relevant for coronal con-

sonants like /s/ and /S/ but less applicable to vowels, where

the tongue dorsum is the active articulator. We used the oral

stereognosis task in spite of these limitations for two primary

reasons. First, previous research has reported group differ-

ences in similar oral stereognosis tasks between individuals

with and without misarticulation of sounds that do not neces-

sarily involve tactile feedback to the tongue tip, notably /�/

(Fucci, 1972; Fucci and Robertson, 1971; McNutt, 1977).

Second, the existing literature offers very few options for

somatosensory measurement targeted to the properties of

vowels. One exception is Zandipour et al. (2006), who

piloted a task in which speakers were asked to produce vow-

els while compensating for a somatosensory perturbation (a

bite block) in the context of simultaneous auditory masking.

Without auditory feedback, speakers must rely on oral soma-

tosensation to adapt their speech to the presence of the bite

block. It remains possible that, by using a somatosensory

measure more directly relevant to the phoneme targets of

interest, we might find evidence for the hypothesized interac-

tion between somatosensory acuity and response to different

types of biofeedback.

A final limitation of the somatosensory acuity task used

here pertains to the fact that, following the protocol from

Steele et al. (2014), the same 7 letters were used for each

step in the adaptive staircase; this contrasts with previous

studies of oral stereognosis, which have used as many as 20

different forms (Fucci and Robertson, 1971). Although we

did not see clear evidence of ceiling-level performance on

participants’ first attempts, numerous participants achieved

perfect performance on the second run, suggesting that they

may have developed heuristics pertaining to the limited set

of possible responses. In sum, even if our experimental

learning task involved more relevant targets like coronal

consonants, it may still be desirable to use a more challeng-

ing task than that from Steele et al. (2014).

3. Sensory asymmetry versus sensory acuity

Last, in our initial framing of the hypothesized interac-

tion between biofeedback type and sensory acuity in audi-

tory and somatosensory domains, we were implicitly

assuming some degree of asymmetry across domains. That

is, our hypotheses specifically apply to individuals with low

acuity in one domain and intact sensation in the other

domain. For instance, we posited that an individual with low

somatosensory acuity in the context of typical auditory acu-

ity would show a greater response to ultrasound than visual-

acoustic biofeedback. This reasoning does not generate a

prediction for a preferred form of biofeedback for individu-

als who are either strong or weak in both domains.

Therefore, it is possible that it would be better to frame our

predictions in terms of sensory asymmetry rather than raw

sensory acuity. In an exploratory follow-up analysis, we

found no difference in outcomes when we examined the

interaction between biofeedback type and difference in nor-

malized sensory acuity (somatosensory - auditory) instead of

individual acuity scores. However, there was a numerical

trend in the predicted direction. Among individuals with

asymmetric acuity favoring the somatosensory domain,

those who received visual-acoustic biofeedback tended to

show a greater change in ED than those who received ultra-

sound biofeedback. Among individuals with an asymmetry in

the other direction, change in ED was greater for those who

received ultrasound than those who received visual-acoustic

biofeedback. In addition, more than half of the participants in

the present sample had less than one unit of difference

between standardized acuity scores in auditory and somato-

sensory domains. It remains possible that significant differ-

ences in response to different biofeedback types could emerge

if we were to use a sample specifically selected to feature a

high degree of sensory asymmetry. In future research, it could

be particularly illuminating to conduct within-subject compar-

isons of visual-acoustic and ultrasound biofeedback in indi-

viduals hand-selected for asymmetric acuity across auditory

and somatosensory domains.

V. CONCLUSION

This study investigated possible predictors of response

to ultrasound and visual-acoustic biofeedback training in an

L2 learning task in which native English speakers were

taught to produce the Mandarin vowels /u/ and /y/. On aver-

age, participants improved their production, as indicated by

a decrease in ED relative to a native-speaker target, with

moderate effect size across both vowels and biofeedback

conditions. The data reported here did not provide evidence

supporting our hypothesis of an interaction between sensory

acuity and biofeedback type, such that learners with lower

acuity in a given sensory domain would show a greater mag-

nitude of response to the biofeedback modality that targets

that domain. Future research should test if refined measures

of auditory and somatosensory acuity, or measures that spe-

cifically quantify asymmetry between these domains, might

more directly predict response to different types of biofeed-

back training. Despite the null result in our primary question

of interest, the present study yielded several findings that can
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inform future research and clinical or pedagogical practice.

First, we extended a small existing literature with our finding

that higher phonological awareness was associated with

improved learning outcomes for production of an L2 vowel

target with a close counterpart in L1. Such results have the

potential to inform pedagogical practice, suggesting that lan-

guage teachers may wish to make phonological awareness

an explicit part of L2 pronunciation training, particularly

when dealing with speech sounds that have similar counter-

parts in the learners’ other language(s). Second, we found

that better learning outcomes were associated with reduced

production variability at the post-training time point, a result

that was again mediated by vowel. This adds to a growing

body of literature suggesting that variability across repeated

productions may be an important measure for understanding

sensorimotor control of speech. Although considerable work

remains to be done, findings from this line of research could

ultimately inform pedagogical and clinical decisions when

selecting the optimal training paradigm for a given learner,

with the long-term goal of maximizing learning in speech

production training tasks.
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1Other current models, such as the Perception for Action Control Theory

(Schwartz et al., 2012) or the Hierarchical State Feedback Control Model

(Hickok, 2012), could provide an equally suitable theoretical framework

for our approach; however, we focus on the DIVA model given that it has

been computationally implemented.
2This hypothesis was substantiated by measuring token-to-token variability

across repeated productions of English /u/, as well as Mandarin /u/, in a

subset of 16 participants from the present study. After excluding one sub-

ject whose measure of area of the ellipse for English /u/ was an extreme

outlier, there was a significant correlation of moderate magnitude between

variability in English and Mandarin, r(13) ¼ 0.66, p < 0.01. We do not

have this measure for all participants because, unfortunately, we only real-

ized the importance of obtaining this information after data collection was

already underway.
3The decision to include only female speakers was intended to minimize

variability in vocal tract size, which is relevant in a task of matching for-

mants or vocal tract configurations. However, this experimental choice

raises the possibility that results from this study may only be generalizable

to female speakers.
4Regional dialect and language background data are not being reported at

the individual subject level because such information can, in some cases,

be individually identifying.
5Several participants who achieved ceiling-level accuracy on the second

run of the task mentioned that they had become attuned to a slight artifact

that differentiated the standard stimulus (X in the AXB task) from the

other stimuli in the continuum. This supports the idea that their ceiling-

level performance was attributable to learning of the task rather than an

improvement in perceptual acuity from the first to the second task run.
6The Mandarin speakers were selected to represent different heights

(>170 cm, 150–170 cm, and <150 cm, denoted as “tall,” “medium,” and

“short,” respectively, in the data file control_data.csv, located at https://

osf.io/9djpm/), since height correlates with vocal tract length and, thus,

with average formant frequencies (Fitch, 1997; Fitch and Giedd, 1999).

The speakers came from different regions of origin (Taiyuan, Guilin, and

Wuhan, respectively), but there were no discernable dialectal influences

on their productions of the vowels in question.
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used, but the experimenter helped the participant re-position the probe if it

was observed to move away from the midline.
8We additionally examined Mahalanobis distance (MD) as an index of pro-

duction accuracy. MD, which has been used in similar previous research

(Kartushina et al., 2015), quantifies how many standard deviations (SDs)

away from the target sound distribution in F1-F2 space a production falls,

where SDs are multidimensional and defined by the principal axes of the

target distribution. However, visual inspection of individually plotted data
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distribution. To avoid this incongruity between terminology and compu-

tation, we favor the term “variability” over compactness in the present

paper.
11Nonparametric measures were used because not all participants’ produc-

tions were normally distributed.
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