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Background: Substance use disorder (SUD) exacts enormous societal costs in the United States,
and it is important to detect high-risk youths for prevention. Machine learning (ML) is the method
to find patterns and make prediction from data. We hypothesized that ML identifies the health,
psychological, psychiatric, and contextual features to predict SUD, and the identified features
predict high-risk individuals to develop SUD.

Method: Male (N= 494) and female (N=206) participants and their informant parents were
administered a battery of questionnaires across five waves of assessment conducted at 10-12, 12—
14, 16, 19, and 22 years of age. Characteristics most strongly associated with SUD were identified
using the random forest (RF)algorithm from approximately 1,000 variables measured at each
assessment. Next, the complement of features was validated, and the best models were selected for
predicting SUD using seven ML algorithms. Lastly, area under the receiver operating
characteristic curve (AUROC) evaluated accuracy of detecting individuals who develop SUD+/-
up to thirty years of age.

Results: Approximately thirty variables strongly predict SUD. The predictors shift from
psychological dysregulation and poor health behavior in late childhood to non-normative
socialization in mid to late adolescence. In 10-12-year-old youths, the features predict SUD+/-
with 74% accuracy, increasing to 86% at 22 years of age. The RF algorithm optimally detects
individuals between 10-22 years of age who develop SUD compared to other ML algorithms.

Conclusion: These findings inform the items required for inclusion in instruments to accurately
identify high risk youths and young adults requiring SUD prevention.

Keywords

Substance Use Disorder; Random Forest; Substance Abuse Prevention; Big Data; Screening
Addiction Risk

Introduction

Hazardous substance use and substance use disorder (SUD) exact enormous societal cost,
estimated in the United States to annually exceed seven hundred billion dollars (NIDA,
2017). Considering that consumption of addictive substances usually begins during
adolescence, and SUD prevalence declines after thirty years of age (SAMHSA, 2018), it is
important to detect high-risk youths and young adults requiring prevention. Toward this
goal, the first task requires delineating the characteristics comprising SUD vulnerability.

Externalizing behaviors and psychiatric disorders, particularly attention deficit hyperactivity
disorder and conduct disorder, amplify risk for SUD (lacono et al., 1999; King et al., 2004;
Verdejo-Garcia et al., 2008). In addition, anxiety and depression may also elevate SUD risk
(Achenbach, 1995; Grant et al., 2004). In effect, numerous vulnerability characteristics have
been described that are consistent with etiological theories of SUD emphasizing
disinhibitory behavior and stress relief (i.e., self-medication). Notably, however,
externalizing and internalizing propensities are correlated (Winters et al., 2008) and
frequently co-occur (Colder et al., 2013), suggesting that SUD is associated with suboptimal
psychological self-regulation cardinally featured by behavior under-control which is
congruent with deficient modulation of emotions (Tarter et al., 2003).
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Research into SUD etiology also focuses on parsing the sources of vulnerability
characteristics. For example, informed by genetic research, the nuclear family affords the
opportunity to clarify the sources of SUD vulnerability, namely vertical transmission (parent
to child), horizontal transmission (sibling to sibling), or extrafamilial influences sources
(neighborhood, school, etc.). This line of research has yielded, for example, an interval
scale, termed the transmissible liability index (Vanyukov et al., 2009). Whether research into
SUD etiology is guided by theory or directed at partitioning the sources of variance (e.g.
genetic/non-genetic), the array of vulnerability characteristics remains to be delineated.

A main reason for incomplete understanding of the characteristics comprising SUD
vulnerability is the dearth of longitudinal studies containing a) a large set of variables, b)
multiple assessment waves, and ¢) documented SUD outcome. These criteria are satisfied in
the dataset consisting of approximately 1,000 variables in each of five assessments spanning
childhood to adulthood accrued by the Center for Education and Drug Abuse Research
(CEDAR) at the University of Pittsburgh. This resource provides, therefore, a unique
opportunity to apply Machine learning (ML) for analyzing the vulnerability characteristics
of SUD from a data-driven perspective.

ML is a class of algorithms that learn to perform certain tasks by finding patterns from data.
As a data-driven method, ML represents a powerful alternative to hypothesis-driven models
for detecting SUD vulnerability (Obermeyer and Emanuel, 2016). It focuses on relating
input characteristics (e.g., psychological, health, environment variables) termed features
with an outcome variable (e.g., SUD) termed class label (Bishop, 2006). ML methodology
can be thus free of investigator biases or assumptions. Whereas ML has been extensively
utilized in medical research (Chen and Asch, 2017; Jing et al., 2018; Wernick et al., 2010),
its application in SUD has been limited to detecting peripheral biomarkers (Bough and
Pollock, 2018) and predictors of treatment outcome (Acion et al., 2017). Two hypotheses are
advanced: 1) a small complement of features can be detected from the large pool of variables
spanning health, psychological, psychiatric, and contextual/environmental (family, school,
schoolwork, neighborhood) characteristics that predict SUD, and, 2) these variables
accurately identify youths who develop SUD up to thirty years of age. Confirming these
hypotheses provides the empirical foundation for developing age-specific, scalable and
efficient screening tools to quantify and temporally monitor SUD risk.

Material and Methods

2.1 Participants

Men who were qualified for either lifetime diagnosis of SUD consequent to using an illegal
drug, had a non-SUD psychiatric disorder or had no adult-onset psychiatric disorder, and
had a 10-12-year-old son (N=494) or daughter (N=260) were identified via advertisement,
public service announcements, random digit telephone calls, and posters displayed in public
locations. Recruitment was conducted under aegis of the NIDA-funded Center for Education
and Drug Abuse Research (CEDAR) (Vanyukov et al., 2009). The children were enrolled in
a longitudinal investigation aimed at elucidating the etiology of SUD within a developmental
framework. Follow-up evaluations were conducted at 12-14, 16, 19, and 22 years of age.
SUD outcome was assessed at each assessment wave and lastly at thirty years of age.
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Ethnicity of the sample was 75.6% European-American and 21.2% African-American. The
remaining 3.2% self-identified their ethnicity as “other”. Potential participants were
excluded from the study if they had a history of neurological disorder, schizophrenia,
uncorrectable sensory incapacity, head injury requiring hospitalization, 1Q < 70, or chronic
physical disability. Informed consent and written assent approved by the University of
Pittsburgh IRB were respectively obtained from the parents and their children prior to data
collection. At eighteen years of age and thereafter the participants signed informed consent
forms.

2.2 Measures and Variables

At each visit, an age-specific battery of questionnaires and interviews (Table 1) containing
approximately 1,000 items were administered to the participants and their informant parents
to document health, psychological, psychiatric and multiple social environments (family,
school, peers, neighborhood, work, etc.) characteristics. The outcome variable, termed class
label in ML, was the development of any DSM-I11 category of SUD (Spitzer et al., 1992).
Diagnosis was formulated by a clinical committee based on results of the Structured Clinical
Interview for DSM-III in conjunction with information obtained from other aspects of the
research protocol and, where available, medical, school and legal records.

2.3 Data Analysis

At the outset, features (i.e., items) were eliminated if (1) the percent of missing responses
was 70% or higher; (2) the variable had a variance of <0.1; or (3) the item directly queried
substance use.

2.3.1 Missing Data Imputation.—Imputation of missing data was performed using the
k-nearest-neighbors algorithm (KNN) (Beretta and Santaniello, 2016). The rationale
underlying the KNN algorithm is that the missing value of a characteristic for one participant
can be substituted with values of “closest” cases (neighbors) within the entire sample. In this
study, the “closest” three neighbors (k = 3) for each participant were used. The proximity
between any two participants was calculated using the equation:

— 1 n 2
S = \/HZk = I[Wk(vik - ij)] .

where n is the number of features without missing data for subjects i and j, wy is the weight
of feature k, vix, and vj are the normalized values of feature k. The following two criteria
needed to be satisfied during the difference score calculations: (1) n must be no smaller than
40% of total features, and, (2) a feature is disqualified if the missing data are greater than
30%. If the k-th feature of subject i, vii, is missing, three subjects whose profiles are most
similar to subject i are first identified, that is, their difference score S;; is the smallest. Lastly,
the mean of the three vjx values is assigned to vik.

2.3.2 Features (Items) Selection.—Selection of features in ML enables deriving the
most parsimonious model by removing from prediction the items that are either irrelevant or
redundant (Guyon and Elisseeff, 2003; Liu and Zhao, 2012). We adopted the random forest
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(RF) method for features selection because it is widely used to analyze diverse types of
high-dimensional data (Genuer et al., 2010). In RF-based feature selection, each feature can
be denoted an importance score that is calculated based on the concept of information
entropy (Shannon, 1948), and this score represents the feature’s contribution to prediction
accuracy. Next, all features are ranked according to their importance scores, followed by
their sequential entry into the model until reaching the maximum accuracy for predicting
SUD+/-. Pearson’s x 2 test was also performed to assess the relationship between each
feature and outcome class (presence/absence of SUD).

2.3.3 Model Construction Using ML Algorithms.—ML models were developed for
predicting the risk of developing SUD by age 30 for young at each assessment wave (10-12,
12-14, 16, 19, and 22 years of age) based on the selected features. Seven algorithms were
used: 1) logistic regression (Kleinbaum et al., 2002), 2) RF (Breiman, 2001), 3) adaptive
boosting (AdaBoost) (Ma et al., 2011; Solomatine and Shrestha, 2004), 4) naive Bayes
(Murphy, 2006), 5) support vector machine (SVM) (Steinwart and Christmann, 2008), 6)
KNN (Altman, 1992) and 7) deep neural network (DNN) (Myint et al., 2012; Schmidhuber,
2015). The Scikit-learn Python package (Pedregosa et al., 2011) was utilized to develop the
models. Lastly, for comparison, models developed from the entire set of features before
feature selection (N approx. 1,000) were compared for all seven ML algorithms.

2.3.4 Model Evaluation Using Cross-Validation.—We performed 10-fold cross-
validation by resampling the dataset to evaluate forecasting accuracy of the seven models
(Kohavi, 1995). This validation procedure is less biased than other methods (e.g., simple
train/test split). The entire dataset was randomly divided into ten subsets having
approximately equal size. A single fold was used as the validation set, and the remaining
nine folds were combined and used as the training set. This procedure was repeated ten
times until every single fold serves as the test set. This repeating ensures that every
observation from the original dataset has the chance of appearing in training and test set, and
the overall accuracy of the model is the mean of accuracies derived from the 10 rounds.

2.3.5 Receiver Operating Characteristics (ROC) Analysis.—ROC analysis was
applied to evaluate model performance (Hanley and McNeil, 1982). The ROC is a curve
which is plotted with false negative rate (1-specificity) against true positive rate (sensitivity)
of a classification model at all classification thresholds. The two-dimensional area under the
curve (AUC) under the entire ROC curve represents the degree or measure of separability.
This AUC (also called AUROC) ranging from 0.5 to 1 specifies accuracy of the model for
classifying the individual according to presence/absence of current or future SUD.

3. Results

3.1 Selected Features for Predicting SUD Individuals

As illustrated in Figure 1, accuracy at all five visits reached a plateau when the number of
the features (items) used for building models was approximately thirty. These features were
selected, therefore, to generate models for predicting SUD in each assessment. Table 2 lists
the top 30 features selected for model at 10-12 years of age. Almost half (N=14) were
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ratings provided by the parent. This finding concurs with the observation that young children
are not the best informants about themselves. At subsequent visits (Supplementary Table
S1-S4%*), all of the best features were responses provided by the participants. Overall, the
best features at 10-12 years of age are indicators of psychological self-regulation spanning
behavior control, emotion modulation, daily routine, and mental concentration. In
subsequent follow-ups social maladjustment and interpersonal interaction problems had
more prominence. These results, considered from the ontogenetic perspective, indicate that
the most prognostic features of SUD shift from psychological dysregulation during
childhood and early adolescence to non-normative socialization in late adolescence and
thereafter.

3.2 Model Performance, Selection and Validation

Performance of the different ML algorithms for predicting SUD at different ages is
illustrated in Figure 2. As can be seen, the models using the top 30 features (black bar) are
generally superior to the models using the entire dataset (striped bar). However, regardless of
the method, used to construct the predictive model, forecasting accuracy unsurprisingly
increases with chronological age. Although only a modest difference between the seven ML
models is observed, the Naive Bayes, SVM and RF models perform similarly and somewhat
better than the other four ML methods. From among these latter three equally performing
ML algorithms, the RF model is preferred (Pranckevicius and Marcinkevicius, 2017)
because it is tree-based and therefore can be utilized to assist “if-then” decision making
(Chen et al., 2018). As shown in Figure 3, accuracy of the RF model for predicting SUD
across chronological age rises from 0.74 at age 10-12 to 0.86 at age 22.

4. Discussion

The results of this prospective study demonstrate that the RF algorithm detects important
psychological, health, and environment features in childhood and early adolescence, and
subsequently non-normative socialization features in late adolescence onward, that predict
SUD up to thirty years of age. At 10-12 years of age, the features detect youths who develop
SUD with 74% accuracy. This level of accuracy compares favorably with 65% for
neurobehavior disinhibition (Kirisci et al., 2006) and 68% for transmissible risk (Vanyukov
et al., 2009). The results also reveal that the strongest indicator of SUD risk is swearing,
followed by poor play behavior and irritability. This finding underscores the salience of
affective dysregulation and social interaction problems during late childhood on risk for
SUD. Moreover, daily health behavior routines are suboptimal (e.g., eating and sleeping),
raising the prospect that irregular circadian rhythms also constitute an important dimension
of SUD vulnerability (Logan et al., 2014).

The findings in this study additionally highlight two important issues pertinent to SUD
etiology research. First, both individual phenotypic characteristics and environmental factors
rank among the best features predicting SUD. Whereas most researches into SUD etiology
distinguish and separate variables according to either characterizing the individual or the

*Supplementary material can be found by accessing the online version of this paper at http://dx.doi.org and by entering doi: https:/
doi.org/10.1016/j.drugalcdep.2019.107605
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environment, ML methodology joins both etiological dimensions and quantifies their
salience for SUD prediction. This latter attribute of ML directly forms prioritization of
prevention tactics. And second, the selected best features (Tables S2—-S5) in later visits (ages
16, 19, and 22) include facets of non-normative socialization. In effect, as SUD liability
unfolds during adolescent development the strongest predictors of SUD shift in emphasis
from psychological dysregulation and health problems to social maladjustment. These
findings demonstrate the heuristic utility of ML for comprehensively characterizing the
ontogenetic patterning of SUD liability.

Several limitations in this study are noted. Because the high-risk paradigm was used (i.e.,
oversampling children having affected parents) the results may not generalize to the broader
population. Accordingly, testing model performance in a random sample is warranted. It is
also noteworthy that the standard deviations of the accuracy (AUROC) across the 10-fold
cross-validation are large, indicating that while the models are adequate their prediction
accuracy can be potentially improved by using a larger dataset with a more balanced
distribution. Finally, the ML prediction of the SUD outcome based on the vulnerability traits
cannot be interpreted as causal effects, and it offers little insight into the longitudinal
development of SUD during adolescence through the prodrome phase. This topic will be
addressed in the companion paper (Hu et al.).

Notwithstanding these limitations, the findings point to the feasibility of using ML
algorithms to comprehensively delineate the psychological, health and environmental
characteristics associated with the vulnerability for SUD. Once the optimum complement of
robust features is delineated it is feasible to derive and psychometrically validate accurate
age-specific assessments to quantify and monitor SUD risk.

5. Conclusions

The RF algorithm identified thirty psychological, health, environmental and social behavior
features that predict SUD in each of five assessments conducted at 10-12, 12-14, 16, 19,
and 22 years of age. The complement of features accurately detects youth and young adults
who are at high risk for SUD. It is thus concluded that ML methodology is heuristic for
deriving scalable unobtrusive screening tools tailored to the respondent’s age to quantify risk
for SUD.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Highlights

. We identified behavioral and health characteristics at five ages spanning
childhood to adulthood that are prognostic of substance use disorder using
machine learning methodology.

. We derived a model that accurately detects youths who develop substance use
disorder.
. We found that the salience of SUD risk characteristics shifts from

psychological dysregulation in childhood to non-normative socialization
during adolescence and thereafter.
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Number of features V.S Model accuracy
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Figure 1.
Relationship between number of features and predictive power of the model using the RF

algorithm in all visits. Predictive power was scaled using AUROC in the 10-fold cross
validation.
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Figure 2 (B) Model performance on 10-fold cross validation - Age 12-14
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Figure 2 (D) Model performance on 10-fold cross validation - Age 19 Figure 2 (E) Model performance on 10-fold cross validation - Age 22
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Figure 2.
Comparing performance of seven SUD prediction algorithms at the four follow-up visits

according to thirty selected features and entire dataset. Abbreviations: RF, random forest;
SVM, support vector machine; Bayesian, naive Bayes; AdaBoost, adaptive boost; MLP,
multilayer perceptron; AUROC, area under the receiver operating characteristic curve; HS,
high severity.
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Figure 3.
Random forest (RF) prediction before and after features selection. Top figures depict models

generated using all the features in the dataset. Bottom figures depict the performances of
models using the selected (n=30) features. In each chart, the blue line shows the average
ROC curve in the 10-fold cross validation and the gray areas shows the standard deviation.
ROC curves. The other colors show the detailed performances of the models in the cross
validation.
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Table 1.
Questionnaires summary for different visits.

Questionnaires Name Age 10-12 | Age 12-14 | Age16 | Age 19 | Age 22
Antisocial Personality Disorder Interview No No No Yes Yes
Andrew’s Scale of Severity and History of Offenses | No No No Yes Yes
Dysregulation Inventory Yes Yes Yes No No
Conner’s Behavioral Rating Scale Yes Yes Yes No No
Irritability Scale No Yes No No No
TC Child Behavior Checklist Yes Yes Yes No No
Constructive Thinking Inventory No No Yes No No
Disruptive Behavior Disorder Scale Yes No No No No
Diagnostic Instrument (K-SADS-E) Yes Yes Yes Yes Yes
Dimensions of Temperament Survey Yes No Yes No No
Drug Use Screening Questionnaire No Yes Yes Yes Yes
Emotional Susceptibility Scale No Yes No No No
Hostility Guilt Inventory No Yes No No No
Health Problem Checklist No No No Yes No
Multidimensional Personality Questionnaire No No Yes Yes Yes
Sensation Seeking Scale No No No No Yes
Tarter Childhood Questionnaire Yes No No No No
Child Health and IlIness Profile (Chip-AE) No No No No Yes
Young Adult Self Report No No No No Yes
Youth Self-Report No No Yes No Yes
Number of Overall Questionnaires 7 8 9 6 9
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Table 2.

Top 30 Items for predicting high substance use risk at age 10-12.

Page 15

Questions Feature Importance chi2 p-value
Importance rank

Do you often swear or use bad language? 0.0069 1 42.3804 | 0.0000

Do you have difficulty playing quietly? 0.0055 2 39.0885 | 0.0000

My child eats about the same amount at breakfast from day to day (Parents) 0.0047 3 10.9055 | 0.0010

Are you touchy or easily annoyed by others? 0.0043 4 26.8952 | 0.0000

About how many times a week does your child do things with any friends 0.0042 5 4.7421 0.0294

outside of regular school hours? (Parents)

Do you have difficulty staying in line in the supermarket or waiting for your 0.0042 6 38.1248 | 0.0000

turn while you were playing with other children?

Do you deliberately refuse adults, or do you refuse to do your chores at home 0.0041 7 34.7887 | 0.0000

or disobey rules a lot?

Do you often argue with adults? 0.0038 8 30.2260 | 0.0000

How many jobs, chores do your child has? (Parents) 0.0036 9 3.6153 0.0573

Is your child hard to be distracted? (Parents) 0.0033 10 7.8940 0.0050

Does your child get very restless If he/she has to stay in one place for a long 0.0032 11 11.0743 | 0.0009

time? (Parents)

Does your child get hungry about the same time each day? (Parents) 0.0031 12 5.4537 0.0195

Do you get very fidgety after a few minutes if you’re supposed to sit still? 0.0029 13 14.0798 | 0.0002

Does your child get very fidgety after a few minutes Een when he/she is 0.0028 14 9.3343 0.0022

supposed to be still? (Parents)

How many organizations, clubs, teams or groups does your child belongs to? 0.0028 15 9.0944 0.0026

(Parents)

Within the past 6 months, does your child, hangs around with other who get in 0.0027 16 19.4536 | 0.0000

troubles? (Parents)

Compared to others of his/her age, how well does your child play and work 0.0027 17 3.2823 0.0700

alone? (Parents)

No matter when your child goes to sleep, does he/she wake up at the same time | 0.0027 18 8.0267 0.0046

the next morning? (Parents)

Does your child have difficulty following through on instructions from others 0.0027 19 42.7693 | 0.0000

(not due to oppositional behavior or failure of comprehension), e.qg., fails to

finish chores? (Parents)

Does failure at a task or in school make your work harder? 0.0026 20 3.7005 0.0544

Can you read a book for half an hour before you get restless? 0.0026 21 6.6266 0.0100

Do you get into trouble because you would do things without thinking about 0.0025 22 29.7495 | 0.0000

them first, for example running into the street without looking?

Do you get very restless when you have to stay in one place for a long time? 0.0025 23 8.9215 0.0028

Does your child wake up the same time each day when he/she is away from 0.0024 24 8.0571 0.0045

home? (Parents)

Do your heart beats fast for a long time when you get stirred up? 0.0023 25 4.4068 0.0358

Do you have so much energy that you just can’t stop moving? 0.0023 26 8.2014 0.0042

Do you get so excited that | remain very excited for a long time after watching 0.0023 27 6.5546 0.0105

an action show?

Avre you easily distracted? 0.0023 28 6.9223 0.0085
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Questions Feature Importance chi2 p-value
Importance rank
Compared to others of the same age, about how much time does your child 0.0023 29 0.6293 0.4276
spend in hobbies, activities and games other than sports? (Parents)
Do you develop a plan for all your important goals? 0.0022 30 3.3211 0.0684
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