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Abstract

Cortical networks receive a highly variable stream of inputs from internal and external influences, 

and must flexibly adapt their operations on a short timescale. Recent work has highlighted this 

state-dependent functional flexibility of cortical circuits and provided initial insights into 

underlying circuit-level mechanisms. Transitions from quiescent to aroused or task-engaged 

behavioral states are associated with common motifs of network activity, including changes in 

correlations and enhanced sensory encoding. Evidence points to a key role for selective activation 

of specific GABAergic interneuron populations in mediating mode-switching in cortical networks. 

Finally, inhibitory interneurons may function as a critical target for convergent state-dependent 

neuromodulatory sculpting of cortical circuits.

Introduction

A mammalian brain made up of specialized circuits to accommodate each possible 

environment, sensory context, and behavioral state the organism might experience over its 

lifetime would be enormous and untenable. Instead, neural circuits in the cerebral cortex, 

which performs sensory and cognitive functions, are generalist computational units whose 

operations can adjust rapidly to adapt to changes in externally or internally generated inputs. 

External inputs from the outside world can change on a millisecond timescale, providing an 

ever-changing regime of input. Similarly, internally generated states, such as attention, 

affect, and arousal, vary rapidly. Even though the structural components of the physical 

circuit, the neurons and synaptic connections, do not change very rapidly, the functional 

circuit, those cells that are actively participating in computational operations, may change on 

a moment-to-moment basis to support functional flexibility. Indeed, this type of flexibility is 

not specific to mammalian circuits but rather a core property of neural circuits originally 

identified in invertebrates, where pattern generation is precise but different modes of circuit 

operation can be selected from the same circuit by external influences [1].
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If functional flexibility is a core element of cortical circuit operation, it should be observed 

at several levels. To support rapid adaptation to changing cognitive and sensory processing 

demands, cortical circuits should exhibit rapid mode switching and changes in 

computational operations, such as sensory encoding, on a fast timescale. In addition, 

flexibility in the functional circuit may be detectable in the activity of cellular populations 

whose contributions to the circuit vary with behavioral state and cognitive demands. Finally, 

this flexibility may extend beyond cell assemblies to the level of large-scale cortical 

networks. Recent work has provided evidence for cortical functional flexibility at multiple 

scales and highlighted the contributions of GABAergic interneurons and neuromodulatory 

systems in the online functional sculpting of cortical circuits.

State-dependent circuit performance

Cortical network state fluctuates rapidly during wakefulness with changes in behavioral 

state, such as quiescence, motor activity, and focused attention. The statistics of cortical 

spiking are modulated in association with these fluctuations. In turn, behavioral state-

dependent changes in cortical activity are correlated with predictable changes in sensory 

encoding [2–4] (Fig. 1). Recent studies in rodents have identified that arousal, as measured 

by pupil dilation and motor activity, causes changes in the activity of both excitatory and 

inhibitory cortical neurons at both the local [3,4] and global [5–7] scales.

Increased arousal is correlated at the level of individual neurons with depolarization and 

changes in membrane potential fluctuations, indicating that the statistics of network synaptic 

input to single neurons are altered in a state-dependent manner [3,8–10]. Pairwise 

correlations in the activity of cortical neurons decrease during periods of arousal and task 

engagement [4,11]. These changes in cortical circuit activity vary across cortical areas, with 

locomotion causing an increase in both excitatory and inhibitory synaptic activity in primary 

visual cortex [10] but a scaled decrease in primary auditory cortex [12]. Changes in neural 

activity with changes in waking behavioral states, such as attentional modulation, may also 

affect neural circuits differently across cortical layers [13*]. One caveat to interpreting 

results across species and experimental paradigms is that not all instances of behavioral state 

transition are equivalent. For instance, in mouse primary visual cortex (V1), arousal, as 

measured by pupil dilation, and motor activity, as measured by locomotion, cause distinct 

changes in the statistics of cortical activity at the single-neuron, local circuit, and population 

levels [4].

These state-dependent fluctuations in cortical network activity are associated with alterations 

in the mode of cortical operations, such as sensory stimulus encoding. Periods of high 

arousal, as measured by pupil dilation or locomotion, are correlated with enhanced cortical 

stimulus representation in both excitatory and inhibitory neurons [3,4]. Individual spikes 

generated by cortical neurons encode more information during running than during 

quiescent periods [14], and neural activity during locomotion provides better decoding of 

stimulus presence than that during quiescence [15]. In comparison, locomotion is associated 

with suppression, rather than enhancement, of auditory responses in A1 cortex [12,16].
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Changes observed at the level of cortical circuits as animals toggle between wakeful states 

are associated with distinct functional outcomes at the level of behavior. Mice perform better 

at perceptual tasks during periods of arousal than during quiescence [10], although very high 

arousal levels may ultimately impair performance [8]. State-dependent fluctuations in rodent 

V1 cortex activity, as measured by changes in excitatory neuron firing rates and local field 

potential oscillations across cortical layers, are strongly associated with trial-by-trial 

fluctuations in visual detection performance [17]. In A1 cortex, behavioral engagement via 

self-initiation enhances both auditory representations and behavioral performance on 

auditory tasks, partially by changing spontaneous activity and partially by enhancing evoked 

responses [18]. State fluctuations observed in primate cortex are likewise associated with 

modulation of perceptual performance [2,19*]. Together, these findings suggest a common 

motif of state-dependent changes in cortical circuit activity patterns, with arousal potentially 

predisposing the cortex towards enhanced encoding and promoting perceptual performance.

State-dependent regulation of stimulus encoding may allow the cortex to switch between 

modes optimized for detection of prominent stimuli, as when an animal is resting but needs 

to detect predators, and discrimination between stimuli, as when an animal is foraging and 

needs to evaluate complex scenes for food, social, or environmental cues. Alternatively, 

arousal may signal the onset of a new context for decision making and facilitate the 

discarding of prior information that is no longer useful in guiding behavior [20].

State- and context-dependent cortical ensembles

In addition to overall regulation of cortical activity, recent work has suggested that selective 

ensembles of cortical neurons may be recruited at specific times in a context-dependent 

manner. In secondary motor cortex, the occurrence of two distinct modes of ensemble 

activity is correlated with behavioral shifts between two variants of an auditory-motor task 

[21]. In superficial retrosplenial cortex, ensembles of neurons that encode spatial 

information are activated sequentially, firing in sequences during movement [22]. 

Interestingly, flexible representation of information by cortical ensembles may be regulated 

by parvalbumin-expressing (PV) interneurons, suggesting that inhibition may play a key role 

in the engagement of ensemble activity by environmental stimuli [23]. Such state-dependent 

ensemble representations are not restricted to neurons whose firing rates are modulated by 

stimulus presentation, as neurons carrying information in the relative timing or pattern of 

spikes also contribute to ensemble encoding of relevant information during task performance 

[24].

The state-dependent sculpting of functional cortical interactions may occur across multiple 

spatial scales. Small numbers of spikes from single neurons can restructure the information 

encoded by surrounding neurons in the local circuit, highlighting the power of very local 

circuit interactions in shaping population encoding [25]*. State-dependent changes in 

functional connectivity also occur at the level of large-scale networks across cortical areas. 

During locomotion as compared to quiescence, large-scale cortico-cortical network 

interactions are substantially reweighted, increasing the strength of functional interactions 

between V1 neurons and those in higher-order sensory and motor areas [26]*.
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Inhibitory control of cortical circuit mode

One current theory for how cortical circuits can switch efficiently between different 

functional modes on a short timescale is that the diversity of GABAergic inhibitory 

interneurons promotes flexible function. Because cortical GABAergic cell types comprise 

several groups with distinct intrinsic and biophysical properties, morphology, synaptic 

targeting, and even neuromodulatory receptor expression, different sources of synaptic 

inhibition could be recruited into ongoing cortical ensemble activity at different times to 

promote distinct computational operations. Inhibitory interneurons are reciprocally 

connected with each other and with pyramidal neurons, making them prominent regulators 

of nearby networks [27]. Indeed, recent work found that context-dependent activation of 

specific inhibitory interneuron populations promotes context-dependent behavioral 

switching in an auditory task [28]*. Although most computational models of circuit function 

do not include different inhibitory or excitatory cell types, studies incorporating 

contributions from realistically connected distinct populations of inhibitory interneurons 

support the idea that distinct sources of inhibition can differentially regulate network 

statistics, encoding, and feature selectivity [28**,29].

Recent work has pointed to GABAergic interneurons that express vasoactive intestinal 

peptide (VIP) as a powerful regulator of cortical mode, despite their low numbers. VIP 

interneurons in mouse V1 cortex are largely quiet when animals are quiescent, but highly 

active during locomotion periods (Fig. 2). In turn, loss of VIP interneurons causes loss of the 

increased sensory response gain in local pyramidal neurons during running [30]. Together, 

these data suggest that VIP interneurons may play a key regulatory role, at very specific 

time-points, in setting the mode of cortical computational operations.

In addition to locomotion, VIP cells are also activated by stimuli of negative valence, such as 

punishment. They suppress both somatostatin-expressing (SST) and a subset of PV 

interneurons [31], leading to disinhibition of pyramidal neurons and enhancement of their 

sensory responses [32]. Activation of VIP cells improves perceptual performance for 

contrast detection, whereas PV and SST interneuron stimulation impairs performance [33]. 

Intriguingly, VIP cells may selectively innervate superficial, but not deep, layer SST cells, 

suggesting separate subnetworks in layers 2/3 and 5 that are differentially sculpted by 

behavioral state and local inhibition [34].

Together, these experimental data suggest that state-dependent recruitment of VIP 

interneurons selectively suppresses other inhibitory populations, potentially changing the 

distribution of dendrite- and soma-targeting synaptic inhibition received by pyramidal 

neurons (Fig. 2B). This shift in inhibitory interneuron activity patterns is associated with 

disinhibition of pyramidal neurons and a change in feature selectivity and sensory encoding, 

along with perceptual performance. Further work using computational models of cortical 

circuits suggests that VIP interneurons may play a key role in mode-switching in V1 cortex, 

promoting feature-specific enhancement of visual encoding by principal neurons [35,36]. 

One potential caveat is that VIP interneurons also directly inhibit pyramidal neuron 

dendrites [37], potentially making the impact of VIP activation on the pyramidal neurons a 
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complex mix of disinhibition and direct inhibition. Indeed, the disinhibition model of VIP 

cell action does not hold for all stimulus conditions [38].

A second example of inhibitory sculpting comes from work on gamma oscillations in V1 

cortex. Interactions between PV interneurons and pyramidal neurons generate the classic 

gamma rhythm (30–80Hz), but SST interneuron activation and the influence of SST 

interneurons on PV interneurons can shift the ongoing mode of temporal patterning to lower 

frequencies [27,39,40]*. The relative degree of recruitment of different inhibitory 

populations into ongoing network activity could thus allow frequency switching and 

potentially provide a mechanism for selecting channels of communication to downstream 

target structures.

Neuromodulatory circuit sculpting

Neuromodulatory influences may be a key mechanistic link between behavioral state and 

GABAergic interneurons in the cortex. The combined influence of several neuromodulatory 

systems may contribute to functional sculpting of the online cortical circuit. Indeed, changes 

in neuromodulatory tone are associated with behavioral state transitions during wakefulness. 

Recent work found that fluctuations in noradrenergic activity were correlated with phasic 

changes in pupil diameter, whereas cholinergic fluctuations were correlated with locomotion 

and tonic pupil dilation [41]. Cholinergic axon activity in primary somatosensory cortex in 

rodents is correlated with whisking, and cholinergic release shifts cortical network synaptic 

activity from a mode dominated by slow activity to a mode dominated by fast activity [42]. 

The relationship between neuromodulatory inputs and behavioral state is likely complex, as 

cholinergic neurons are activated during motor activity, such as running and licking, as well 

as in response to punishment [43,44]. In addition, neuromodulatory activity changes both the 

spatiotemporal structure and information content of cortical activity. Cholinergic signaling 

regulates neuronal correlation structure, reducing noise correlations [45,46]. Increased 

cholinergic release also enhances the signal:noise of evoked responses, leading to changes in 

sensory encoding [45,46].

Several lines of recent evidence have pointed to inhibitory interneurons as a critical 

intersection point between neuromodulatory inputs and local cortical circuits. One notable 

example is the VIP interneurons, which receive cholinergic input and are depolarized by 

activation of nicotinic acetylcholine receptors, leading to increased inhibition of SST 

interneurons [30,47]. However, desynchronization of cortical activity by cholinergic action 

requires SST interneuron activity and can be mimicked by SST stimulation [45], suggesting 

a complex relationship between neuromodulators and the reciprocally inhibitory local 

GABAergic populations in the cortex. There is some evidence for cholinergic activation of 

all three major IN types in sensory cortex, and these effects may drive inhibition-dependent 

changes in circuit activity during behavior [28]. Finally, neuromodulatory sculpting may 

occur even within a nominal population. Recent work highlighted two functional 

subpopulations of PV interneurons in sensory cortex, one group that increased activity with 

arousal in association with noradrenergic input and one group that was suppressed during 

locomotion in association with cholinergic input [48]. These findings suggest key links 

between behavioral state and neuromodulatory activity and highlight a potential role for 
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interneurons as intermediaries, but the precise combination of neuromodulatory cellular 

mechanisms underlying these effects remain poorly understood.

Conclusions and open questions

Together, the recent studies highlighted above have examined state-dependent flexible 

function in cortical circuits in unprecedented detail. However, several important questions 

remain to be fully addressed. As shown by recent work using large-scale recording and 

imaging techniques, not all cortical areas are modulated the same way during state 

transitions [26,49], suggesting simultaneous enhancement or suppression of different 

functions in different circuits. These observations raise intriguing possibilities that primary 

sensory and high-order cortical circuits may be differentially flexible in response to ongoing 

behavioral and cognitive demands. One potential issue in comparing such data across 

findings is that the experimental paradigms and methods for identifying state transitions or 

different modes of cortical activity may vary across groups. Likewise, criteria for 

identification of cortical ensembles also vary, posing a challenge to interpretation.

Cortical networks incorporate extensive recursive connectivity, and reciprocal interactions 

between inhibitory populations make it unlikely that activation of any individual cell type 

will have only one action on the local network. It remains unclear how or whether different 

functional connections within the local network, such as the ‘disinhibition circuit’ mediated 

by VIP interneurons, are selectively activated without engaging competing mechanisms. 

These issues may be further resolved by future efforts to use locally targeted perturbations of 

small numbers of neurons in vivo.

Finally, most methods used in vivo capture only spiking activity and infer functional 

connections through correlations. However, much of the online sculpting of the functional 

cortical circuit from the physical circuit probably occurs at the level of short-term synaptic 

dynamics, such as synaptic depression following repeated spiking. This level of circuit 

interaction largely remains to be fully investigated in active circuits in vivo.
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Highlights

• Cortical circuits exhibit flexible activity patterns and encoding of sensory 

stimuli.

• Inhibitory interneurons may mediate cortical mode transitions.

• Neuromodulatory inputs sculpt the functional cortical circuit.
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Figure 1. 
Cortical function is flexibly modulated by behavioral state. Changes in behavioral state 

during wakefulness, such as increased arousal or attention, are associated with increased 

release of acetylcholine (ACh) and norepinephrine (NE). These neuromodulators have many 

effects in the cortex, including depolarization of inhibitory interneurons, such as the VIP and 

SST cells, and regulation of cortico-cortical synapses among excitatory (E) and inhibitory (I) 

cells as well as thalamocortical synapses. These cellular effects lead to altered circuit 

activity, including modulation of pairwise temporal correlations between neurons and 

enhancement of sensory encoding. Together, state-dependent modulation of cellular and 

circuit interactions leads to enhanced performance of perceptual and cognitive tasks.
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Figure 2. 
Online sculpting of the functional cortical circuit. A. Activity of GCamp6-expressing VIP 

interneurons in primary visual cortex of an awake behaving mouse around the time of 

locomotion onset (L-on) as compared to a preceding quiescent period, quantified as a 

modulation index. The majority of VIP cells exhibit increased activity during locomotion, 

and some cells also show anticipatory activity preceding motor output. Adapted from [50]. 

B. Schematic of a local cortical circuit with PV (orange), SST (blue), and VIP (purple) -

expressing interneurons and a pyramidal neuron (green). Under quiescent conditions, VIP 

interneurons may be minimally participatory in the local circuit. Upon arousal, VIP cells are 

robustly recruited into the functional local circuit, potentially altering the balance of 

dendrite- and soma-targeting inhibition and increasing pyramidal neuron output.
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