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a b s t r a c t

Near-infrared spectroscopy (NIRS) is a new and increasingly widespread brain imaging
technique, particularly suitable for young infants. The laboratories of the McDonnell Con-
sortium have contributed to the technological development and research applications of
ccepted 16 July 2010
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this technique for nearly a decade. The present paper provides a general introduction to
the technique as well as a detailed report of the methodological innovations developed by
the Consortium. The basic principles of NIRS and some of the existing developmental stud-
ies are reviewed. Issues concerning technological improvements, parameter optimization,
possible experimental designs and data analysis techniques are discussed and illustrated
nfants by novel empirical data.
© 2010 Elsevier Ltd. All rights reserved.
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range, corresponding roughly to the length of a syllable
(Telkemeyer et al., 2009). At the same time, NIRS has also
shown that this initial lateralization to speech notwith-
standing, the processing of some language-specific cues

1 Consortium grant #220020096 entitled “Program grant to develop
near-infrared spectroscopy in combination with ERPs and fMRI to assess
cognitive development in human infants and young children” to Richard
N. Aslin as PI and Jacques Mehler as co-PI. The participating laborato-
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1. Introduction

One of the greatest advances in the recent history
of cognitive neuroscience has been the refinement and
increasingly more versatile application of brain imaging
techniques. Different methods measuring the electrophys-
iological (e.g. electroencephalography (EEG), magnetic
encephalography (MEG)) or metabolic (e.g. magnetic reso-
nance imaging (MRI), positron emission tomography (PET))
aspects of neural activity have been used with a wide
range of healthy and clinical populations to explore brain
organization and function non-invasively in behaving par-
ticipants.

As a result of this progress, in the last 10–15 years
it has become possible to use brain imaging techniques
with developmental populations. However, not all imag-
ing tools are equally well suited for infants and children
for a number of different reasons, including safety con-
cerns, the necessity to stay motionless for extended time
periods, and for infants in particular, the need to initi-
ate a motor response and understand verbal instructions.
The present paper describes a brain imaging technique
known as near-infrared spectroscopy (NIRS) or optical
topography (OT), which has proven particularly useful in
studying the brain mechanisms of the youngest devel-

opmental populations from birth to the toddler years.
We provide a general introduction to the NIRS technique
as well as a synopsis of nearly a decade of research
and technological development conducted in five devel-
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

opmental laboratories supported by the J.S. McDonnell
Foundation.1

Why is NIRS of particular interest for the cognitive
developmental neuroscientist or psychologist? Beyond its
practical advantages like low operating costs, ease of appli-
cation, or tolerance of movement, NIRS has proven its
usefulness through the already significant empirical con-
tributions it has made to our understanding of cognitive
and neural development from birth through infancy and
early childhood.

NIRS has allowed us to clarify the origins of the left lat-
eralization of language processing in the brain, revealing
lateralization to the native language at birth (Peña et al.,
2003; Gervain et al., 2008) and a readiness of the left hemi-
sphere to preferentially process stimuli in the 25–160 ms
ries are the following: Language, Cognition and Development Lab (SISSA,
Trieste, Italy), the Rochester Baby Lab (University of Rochester, USA),
the Laboratories of Cognitive Neuroscience (Children’s Hospital/Harvard
Medical School, Boston, USA), the Centre for Brain and Cognitive Develop-
ment (Birkbeck, University of London, UK) and the Infant Studies Centre
(University of British Columbia, Vancouver, Canada).
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nd patterns take several months to lateralize (Minagawa-
awai et al., 2007; Sato et al., 2009), uncovering the neural
asis of the process of perceptual attunement to the native

anguage. In the domain of social cognition, the develop-
ent of face perception has been documented in great

etail and its neural correlates have been identified. At 4
onths, infants already respond differently to faces com-

ared to visual noise stimuli (Csibra et al., 2004; Blasi et
l., 2007). Between 5 and 8 months, they start to show
ncreased activation to upright vs. inverted faces in the
ight temporal areas (Otsuka et al., 2007), and at 8 months
hey start recognizing the same faces seen from different
ngles (Nakato et al., 2009). In parallel with this develop-
ent, starting at around 4 months, preferential responses

o dynamic social cues such as eye gaze, eye, and mouth
ovement, has also been found in the bilateral temporal

nd inferior frontal regions of the brain (Lloyd-Fox et al.,
009; Grossmann et al., 2008). NIRS also holds promise
s a measure of multisensory processing. Several studies
ave successfully documented the combined as well as the
odality-specific effects of joint auditory and visual stim-

lation in infants (Bortfeld et al., 2007, 2009; Taga and
sakawa, 2007; Shukla et al., 2009). NIRS is also sensi-

ive to pathological brain activity in infants (Chen et al.,
002). Since perinatal complications often affect the blood
ow and oxygenation of the brain, exploring brain func-
ion in premature newborns and in infants with hypoxia
ill greatly advance our understanding of how these early

raumas impact cognitive development.
Given this brief background, we first describe the basic

rinciples and different technological implementations of
ear-infrared optical imaging (Section 1). We then provide
brief comparison with other brain imaging modalities, as
ell as an overview of the NIRS literature, focusing mostly

n developmental work (Section 2). Next, technical issues
elating to the practical application of NIRS will be dis-
ussed and some of the main points will be illustrated
sing data collected in our laboratories (Section 3). This
ill be followed by a discussion of possible experimental
esigns that can be used for NIRS studies (Section 4), the
asic principles and most important algorithms for analyz-

ng NIRS data (Section 5), and empirical data from other
maging and behavioral techniques that validate and com-
lement NIRS (Section 6). Finally, we conclude by outlining
ome of the remaining challenges and possible directions
or future research using this promising technique (Section
).

.1. Optical imaging: a general introduction

Optical changes accompanying physiological states and
unctions in the body are well known: increased blood
irculation during exercise renders the cheeks rosy, and
ecreased circulation from low temperatures can turn
he fingernails bluish. Neural activity is similarly accom-
anied by changes in blood oxygenation, which can be

etected by near-infrared light. Optical imaging is thus an

ndirect measure of neural activity, like fMRI, but unlike
ore direct electrophysiological measures such as EEG and
EG. In addition to the optical imaging technique that

etects the relatively slow changes in oxygenated (oxyHb)
e Neuroscience 1 (2011) 22–46

and deoxygenated (deoxyHb) hemoglobin concentrations
related to neural activity, another optical imaging tech-
nique measures the transient optical properties of the
neurons themselves as they discharge (see Section 1.1.4).

The physical and physiological principles underlying
optical imaging have been introduced and discussed in
great detail in different studies (Aslin and Mehler, 2005;
Chance et al., 1992; Ferrari et al., 2004; Hiraoka et al., 1993;
Jobsis, 1977; Meek, 2002; Minagawa-Kawai et al., 2008;
Okada and Delpy, 2003a,b; Villringer and Chance, 1997).
Below, we provide a brief overview of the basic principles
behind the most commonly used techniques.

1.1.1. Continuous light optical imaging
The most common technique in developmental

research uses continuous wave (CW), monochromatic
near-infrared light to monitor in vivo the changes in the
concentration of certain chromophores such as oxyHb,
deoxyHb or cytochrome c oxidase in biological tissue,
related to neural activity.

When monochromatic light travels through a medium,
some of it is absorbed in the medium, some of it is scattered
and some of it is transmitted, i.e. continues its trajectory
unaffected by the medium. Exactly what proportions of
the light are absorbed, scattered and transmitted depend
on the properties of the medium (e.g. absorption coeffi-
cient, concentration etc.) and the light (wavelength etc.).
In ideal cases, the scatter is negligible, so most of the light
is absorbed or transmitted. This situation can be described
by the Beer–Lambert law:

A = − log
(

I

I0

)
= c × ε� × l (1)

where A is the absorbance, I is the intensity of the transmit-
ted light, i.e. the light after the medium, I0 is the intensity of
the incident light, i.e. the light before the medium, c is the
concentration or density of the medium, ε� is the molar
extinction coefficient characteristic of the medium for a
light of wavelength �, and l is the distance that the light
travels in the medium, which, in this ideal case, is equal to
the length of the medium in the relevant dimension.

From this equation, the concentration of the medium
can be obtained by measuring the intensity of the light that
leaves the medium (assuming that the original light inten-
sity, the length of the medium and the molar extinction
coefficient are known).

Since the concentrations of oxyHb and deoxyHb in brain
tissue are indicators of neural activity, we can use the above
relationship to calculate these concentrations by shining
light of an appropriate wavelength on the head and mea-
suring the intensity of the exiting light. However, biological
tissues like the skin, the skull and the brain are highly scat-
tering media, so the above equation needs to be modified to
take into account the scatter and the fact that light does not
travel through these media in a straight line. The modified
Beer–Lambert law thus states the following:
− log
(

I

I0

)
= (c × ε� × l × DPF) + G (2)

where DPF is the differential pathlength factor that
accounts for the non-linear trajectory of light in biological



J. Gervain et al. / Developmental Cognitive Neuroscience 1 (2011) 22–46 25

using complex mathematical algorithms. This technique
is mostly used in clinical applications with newborns
(Hebden et al., 2002; Hebden et al., 2004), as head size and
tissue thickness attenuate light too much in children and
Fig. 1. The molar extinction coefficients of oxyHb and deoxyHb for dif-
ferent wavelength. The spectrum of visible light is overlaid on the x-axis.
The black square indicates the region of the spectrum that is relevant for
NIRS with the isosbestic point of oxyHb and deoxyHb.

media and G is the scatter. Using CW techniques, these two
factors cannot be measured directly (although satisfactory
estimates of the DPF exist). As a consequence, absolute val-
ues for the concentrations of oxyHb and deoxyHb cannot
be obtained. However, the scatter is constant and can thus
be eliminated when changes in the concentration of oxyHb
and deoxyHb are calculated:

�A = ((�coxy × ε�oxy ) + (�cdeoxy × ε�deoxy
)) × l × DPF (3)

If two wavelengths are used, yielding two equations,
then the relative concentrations of oxyHb and deoxyHb
(�coxy and �cdeoxy, respectively) can be calculated from
the change in absorbance (�A). The molar extinction coef-
ficients of oxyHb and deoxyHb are shown in Fig. 1.

The red and near-infrared range of the spectrum, encir-
cled in Fig. 1, contains the most adequate wavelengths for
the optical imaging of biological media, because interven-
ing tissues (e.g. skin, bone) are transparent to light at these
wavelengths. This can easily be observed when light shines
through one’s fingertips or earlobes: the tissue becomes
transparent, with an orange glow, and the larger blood ves-
sels are clearly visible. At lower wavelengths, hemoglobin,
and at higher wavelengths, water, absorb too much light
for tissues to be transparent. However, finding the two
wavelengths that provide the strongest signal is challeng-
ing even within the near-infrared (NIR) range. We discuss
some related technical issues and the search for optimal
wavelengths conducted at various McDonnell labs in Sec-
tion 3.

Another important factor in the equation for relative
change (3) is the distance that the light travels in the
medium. As mentioned before, the CW technique cannot
directly measure the DPF, although estimates exist for the
newborn and infant brain (Duncan et al., 1996; Wyatt et al.,

1990). In addition, the distance that the light travels in the
brain depends on l, which, in the case of NIRS applied to the
human brain, corresponds to the separation between the
light source and the light detector locations on the surface
of the scalp. Before the 1990s, NIRS systems usually applied
Fig. 2. The trajectory of NIR light in the human brain at different
source–detector separations in optical topography systems.

one source and one detector, or optode, pair constituting
one measurement channel. Since then, multichannel sys-
tems have appeared using several sources and detectors,
which are positioned at equal distances in some systems
and at different distances in others.

The availability of multiple channels has given rise
to two distinct types of techniques: optical topography
and optical tomography. The former provides a two-
dimensional sampling from the surface of the cortex,
whereas the latter allows a three-dimensional reconstruc-
tion of the hemodynamic signals from the brain.

In topography systems, the coupled sources and detec-
tors forming channels are located at a distance of a few
centimeters from one another and the light travels through
a banana-shaped trajectory from the source to the detec-
tor (Fig. 2), penetrating the surface of the cortex. The
source–detector separation is an important parameter of
NIRS systems, as it determines the depth of penetration, as
well as the spatial resolution. Larger separations sample
from areas deeper in the cortex (the arc of the banana-
shape samples from is larger), providing more information
about neural activity, but at the same time, they decrease
the spatial resolution of the measurements.2 In newborns,
whose surface tissues are thin, NIR light typically pene-
trates about 30 mm deep into the head (measured from
the scalp surface), thus 10–15 mm into the cortex at a
source–detector separation of 3 cm, whereas in adults, the
penetration into the cortex is only about 3–5 mm deep
with the same separation (see our Consortium’s extensive
empirical research on the optimal source–detector separa-
tion in Section 3).

In tomography systems, a dense array of sources and
detectors is placed around the whole head in order to
generate a cross-sectional, 3D reconstruction of the brain
2 In principle, one could interleave pairs of optodes to increase spatial
resolution, but in practice this is not feasible with CW systems because the
emitter whose light is intended for a detector 3 cm away would saturate
the nearby detector that was paired with another more distant emitter.
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Fig. 3. A typical hemodynamic response function (HRF) in adults. Stim-
ulation is delivered at time zero. The response often starts with a small
increase in deoxyHb, followed by an increase in oxyHb and a decrease
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time. However, the reliability and strength of this fast opti-
n deoxyHb concentrations (measured here in arbitrary units). The sig-
als peak several seconds after stimulus onset and then slowly return to
aseline, with possible under- and overshoots.

dults. Other practical issues that prevent the routine use
f optical tomography in empirical research include long
ata acquisition and image reconstruction times, high cost
nd low spatial resolution.

CW systems use changes in oxyHb and deoxyHb con-
entrations as an indirect measure of brain activity. This
s possible because there is a relationship between focal
rain activity and regional cerebral blood volume and flow.
his neurovascular coupling means that increased activity,
equiring additional metabolic supplies, e.g. oxygen and
lucose, is accompanied by local vasodilation, increased
lood flow and oxygenation. Crucially, the increase in blood
ow and oxygen exceeds the demands, resulting in a local
nd transient excess of oxygen. This metabolic response,
nown as the hemodynamic response function (HRF), fol-
ows local neural activity by several seconds and the exact
hysiological mechanisms relating the HRF to neural fir-

ng are not fully understood (Logothetis et al., 2001). While
he shape of the HRF for adults is well described (Boden
t al., 2007; Fox and Raichle, 1986; Obrig et al., 2000; Roy
nd Sherrington, 1890; Fig. 3), more research is required
o characterize it in developmental populations. Existing
esults suggest that the infant HRF might be delayed, slower
o peak and/or slower to return to baseline in infants than
n adults (for a summary, see Meek, 2002).

Just as with fMRI, the low temporal frequency of the HRF
eeds to be taken into account when designing NIRS exper-

ments. Some mathematical algorithms to analyze faster,
vent-related NIRS signals have recently been proposed
Plichta et al., 2006, 2007; Schroeter et al., 2004), mostly
n the basis of analysis methods used in fMRI, but longer
timulation periods and block designs are more typically
mployed in the existing developmental literature. We will

iscuss experimental design considerations in Section 3.

Measuring relative oxyHb and deoxyHb concentrations
s usually sufficient for research-related applications of
IRS. However, in some cases, for instance in clinical
e Neuroscience 1 (2011) 22–46

practice, it might be relevant to obtain absolute concen-
tration values. The CW technique, as we have seen, cannot
provide this, but several methods have been developed
to estimate the path length and/or the scatter, allowing
absolute concentrations to be calculated from the mod-
ified Beer–Lambert law (2). We now briefly summarize
two of these NIRS methods: the intensity-modulated or
frequency-resolved technique and the time-of-flight or
time-resolved technique.

1.1.2. Frequency-resolved optical imaging
In frequency-resolved NIRS, the intensity of the light is

modulated at a certain frequency. While travelling through
tissues, the intensity is attenuated and the phase of the
modulation is shifted due to scattering. By measuring the
attenuation and the phase-shift, the pathlength and the
scatter can be determined, allowing the calculation of
absolute oxyHb and deoxyHb concentration values. This
technique was first introduced and experimentally tested
by Chance et al. (1990) and now there are commercially
available systems based on this approach (for an overview
of commercially available systems, see Lloyd-Fox et al.,
2010; Wolf et al., 2007). However, they typically have
lower sampling rates and higher costs than the CW sys-
tems, so they are less commonly used in developmental
research.

1.1.3. Time-resolved optical imaging
Another approach for determining the pathlength of

light in biological tissue is to use single light pulses instead
of continuous light. When a very short pulse of light is sent
through tissues, the time distribution of individual pho-
tons that leave the head can be registered by a detector or
photon-camera. The average time-of-flight of the photons
is then multiplied by the speed of light to determine the
mean pathlength. This technique was proposed by Delpy et
al. (1988) and several systems have been developed since
then (Lloyd-Fox et al., 2010; Torricelli et al., 2008; Wolf et
al., 2007). The slow acquisition time makes this technique
less well suited for developmental populations than CW
systems.

1.1.4. Fast optical imaging
Unlike the previous three techniques, which measure

the metabolic correlates of brain activity, fast optical imag-
ing (also known as event-related optical signal, EROS)
detects the changes in the optical properties of neurons
and surrounding tissue during firing (Gratton et al., 1995;
Gratton and Fabiani, 1998, 2003). As this measure is a corre-
late of the electrophysiological activity of neurons and not
of metabolism, it is a much faster signal, with a latency in
the millisecond range, comparable to that of electrophysio-
logical techniques. This fast signal and the slow, metabolic
response can be detected using the same equipment, which
could provide an ideal method to characterize neural activ-
ity with high temporal and spatial resolution at the same
cal signal as measured non-invasively in behaving adult
subjects may be limited, at least with the currently avail-
able technologies (Steinbrink et al., 2005). Nevertheless,
EROS has been validated against fMRI and ERP in adults (Tse
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et al., 2007). No systematic methodological study has yet
evaluated this technique with developmental populations.

1.1.5. The NIRS systems used by the laboratories of the
McDonnell Consortium

The laboratories of the McDonnell Consortium, with the
exception of the Birkbeck-UCL lab (see below), use the
Hitachi ETG-4000 system. This CW machine uses light at
690 nm and 830 nm wavelengths and samples each chan-
nel at 10 Hz. It has 20 frequency-modulated light sources3

and 16 detectors, which can be configured to form up
to 52 channels, although studies with the youngest age
groups, e.g. newborns, often use fewer channels (typically
24). The optical fibers are arranged into probes or caps
with different channel configurations, typically using 3 cm
source–detector separations. Probes with different shapes
and spatial configurations exist for different age ranges.
Adults and older infants are tested using square-shaped
probe holder matrices (3 × 3 arrays) or cap-shaped probe
sets covering the whole head, whereas chevron- or square-
shaped silicone pads are used with newborns and younger
infants (Gervain et al., 2008; Peña et al., 2003). Some of
the technical issues concerning probes as well as the most
recent probe development projects will be discussed in
Section 3.

Unlike the other four labs of the McDonnell Consor-
tium, the Birkbeck-UCL laboratory uses an in-house system
developed at UCL called NTS2 (Everdell et al., 2005). This
CW optical topography system uses multiple light sources
and detectors, up to a maximum of 32 laser diode sources
(16 at 770 nm and 16 at 850 nm; for a discussion of the
different wavelength pairs used by the two systems, see
Section 3.2) and 16 avalanche photodiode detectors. The
multiple source signals, which are each modulated at a dif-
ferent frequency in the range 2–4 kHz, are decoded using a
Fourier transform, with a data acquisition rate of approxi-
mately 10 Hz. The source diodes, along with the detectors,
are coupled to the array with optical fibers and config-
ured to form up to 45 channels. Each detector records
the amount of light coming from a subset of neighboring
sources, which can be arranged into different configu-
rations according to the research question and age of
participants. The configurations can be changed to measure
whichever source–detector separation is required, which
for infants ranges from 2 cm to 4.5 cm. The probes typically
house multiple source–detector separations so that the
hemodynamic response from the brain can be investigated
at several depths simultaneously. A range of headgear has
been developed to hold these probes, which are used with
infants at different ages (Blasi et al., 2007; Lloyd-Fox et al.,
2009).

Using two different systems within the Consortium

allowed us to explore different options for optimizing the
NIRS technique. Necessarily, the choices made were often
specific to each system. However, and more importantly,
the optimization process very often resulted in converg-

3 Each emitter is frequency-modulated at a slightly different rate so that
each detector can identify from which emitter the light originates, thereby
eliminating cross-talk between channels.
e Neuroscience 1 (2011) 22–46 27

ing solutions across machines and setups at Birkbeck-UCL
and the other four laboratories, strengthening our method-
ological choices and theoretical conclusions. In our review,
we thus report results from both systems, highlighting
differences and similarities, to allow for a more robust com-
parison.

2. Optical imaging in developmental populations

NIRS is ideally suited to perform brain imaging in devel-
opmental populations as it presents several advantages
over other methods. We first discuss these advantages and
then go on to review the developmental NIRS literature
to illustrate the kinds of theoretical and methodological
questions that can be addressed in infants using NIRS.

2.1. The advantages and disadvantages of NIRS over
other techniques

When the hemodynamic response of the brain is mea-
sured non-invasively through the head, light has to traverse
several layers of biological tissue (skin, skull, cerebrospinal
fluid etc.) before reaching the cortex. Therefore, tissue
thickness is an important parameter in determining the
depth of penetration into the cortex, the brain areas that
can be reached, and the magnitude of the obtained sig-
nal. Newborns and young infants have significantly thinner
skin and skull than adults, resulting in a threefold increase
in penetration from 3–5 mm to 10–15 mm into the cortex.
(This results from a light penetration of about 25–30 mm
into the head, measured from the surface of the scalp in
both populations.) Young infants also have less hair than
adults, which reduces the noise and the artifacts in the sig-
nal by allowing better contact between the head and the
optodes and by reducing light scatter.

When compared to other techniques, NIRS has several
clear advantages for use with infants. Unlike the magnetic
gradients used in MRI, NIRS is completely silent, providing
a non-intrusive environment and allowing for an easy pre-
sentation of auditory stimuli. No strong magnetic field or
radio frequency (RF) pulses are involved, alleviating safety
concerns. In terms of the obtained signal, NIRS has the
advantage of measuring both oxyHb and deoxyHb changes,
providing a physiologically plausible measure of blood flow
and volume, while the BOLD response in fMRI is related to
deoxyHb only, thereby creating potential confounds with
blood flow. The costs of NIRS are also considerably lower
than those of MRI.

As compared to EEG, NIRS provides better spatial local-
ization, as most topographic implementations of NIRS are
not subject to the inverse problem associated with source
localization of electrical potentials from the scalp. NIRS is
also less sensitive to motion artifacts than both MRI and
EEG, requiring less rigid stabilization of the head and body.
While the time resolution of NIRS is lower than that of EEG,
the sampling rate of most CW machines is around 10 Hz

compared to 0.5 Hz in fMRI, allowing for an improvement
in temporal resolution, once mathematical algorithms are
in place to adequately analyze event-related data and the
infant HRF. PET, SPECT and other nuclear imaging tech-
niques are rarely used with infants for research purposes
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ue to safety issues. NIRS, by contrast, does not require a
racer or carrier substance to be injected into the blood
tream.

The key limitation of NIRS is that it only probes the sur-
ace layers of the cortex. Consequently, brain structures
hat lie deeper in the cortex or below it are not visible by
W topography NIRS techniques. In addition, the temporal
esolution of NIRS is lower than that of EEG, rendering the
etection of fast responses to single events more challeng-

ng (see the relevant discussion about experimental designs
n Section 4). Similarly, the spatial resolution of NIRS is
nferior to that of MRI.

.2. A brief overview of developmental NIRS research

Given the abovementioned advantages, it is not sur-
rising that the last decade has witnessed a considerable

ncrease in the use of NIRS with infants since the first
ublished studies (Meek et al., 1998). We now briefly sum-
arize some of the existing developmental research.

.2.1. Broad localization of perceptual abilities
The first studies used NIRS as a new brain imaging

ethod for developmental populations to establish broad
patial localizations for simple perceptual stimulation. In
ne of the earliest studies with newborns, Sakatani et
l. (1999) registered increased activation in the bilateral
rontal lobes while participants were listening to music.
his response manifested itself in increased oxyHb and
otalHb concentrations in almost all participants, but, inter-
stingly, deoxyHb concentrations increased in two-thirds
f the infants and decreased in one-third. This paper con-
titutes one of the first reports on the variability of the NIRS
ignal in young infants, an issue we will take up in Section
.

NIRS has also proven useful to register orbitofrontal
rain activation in newborns during olfactory stimulation
Bartocci et al., 2000). Newborns between 6 h and 8 days
ld showed increased response to a vanilla scent as well
s to the odor of their mother’s colostrum as compared to
ater. The intensity of the response to colostrum attenu-

ted with postnatal age, demonstrating the sensitivity of
IRS to detect a graded response.

Probing visual perception, Kusaka et al. (2004) tested
nfants’ response to photostimulation during sleep in the
isual cortex, and obtained an ‘inverted’ response, i.e. a
ecrease in oxyHb and totalHb concentrations and an

ncrease in deoxyHb concentrations. The authors attributed
he inversion to maturational factors, e.g. the immaturity of
he retina in young infants. Sleep might be another possible
xplanation.

Looking at awake visual perception, Taga et al. (2003)
ound an increased response in the occipital areas of
–4-month old infants while the infants were watching
heckerboard pattern reversals.

When measuring infants’ responses to multiple sensory

timulation, Bortfeld et al. (2007) and subsequently Taga
nd Asakawa (2007) found that NIRS is sensitive enough
o detect brain responses specific to auditory stimulation
hile a simultaneous visual stimulus is also present, sug-

esting that NIRS has sufficient selectivity to localize neural
e Neuroscience 1 (2011) 22–46

activity triggered by different perceptual modalities. Sim-
ilar results were later obtained by Bortfeld et al. (2009),
who showed that the response to speech, even when pre-
sented together with visual stimulation, was left lateralized
in 6–9-month old infants.

2.2.2. Early lateralization and functional specialization
for language

The origin and developmental trajectory of the left lat-
eralization of language, found in most right-handed adults
(Kimura, 1967), is another functional-localizational ques-
tion that has been addressed using NIRS. Peña et al. (2003)
compared newborns’ responses to three blocks of stim-
uli: (i) normal, forward-going, infant-directed speech in the
native language, (ii) the same stimuli played backwards and
(iii) silence. Newborns showed increased activation in the
left temporal area in response to forward speech, but not to
backward speech or silence. Similar results were obtained
in an fMRI study with 3-month old infants, using the same
design (Dehaene-Lambertz et al., 2002). This suggests that
the native language is left lateralized very early on, at least
when it is presented in its full acoustic complexity.

Individual acoustic/phonological properties, language-
specific contrasts and other single features, however, might
take longer to lateralize, mirroring the behavioral tran-
sition in language perception during the first year of life
from general, broad-based abilities towards enhanced sen-
sitivity to the specifics of the native language (perceptual
attunement). A recent study by Minagawa-Kawai et al.
(2007) illustrates this attunement using the short–long
vowel contrast in Japanese. Infants show a U-shaped dis-
crimination curve, distinguishing the two categories at
around 6–7 months and after 13–14 months, but not at
around 10–11 months. That is, an increased totalHb acti-
vation was obtained in the young and the old ages, but
not in the middle age group, to blocks containing stim-
uli whose difference in duration crossed the category
boundary as compared to stimulation blocks containing
within-category durational differences. Importantly, left
lateralization in response to these stimuli, which is the typ-
ical adult pattern (Minagawa-Kawai et al., 2002), appears
only at around 13–14 months and approximates the exact
adult spatial distribution after 25–28 months. These results
suggest that left lateralization for the short–long vowel
contrast emerges as the perception of the contrast is fine-
tuned, shifting from a simple acoustic difference to a
language-relevant phonological property.

Another example of lateralization comes from work by
Sato et al. (2009), who investigated the development of
the behavioral and neural response to pitch accent pat-
terns that are used by speakers of Japanese and their pure
tone equivalents that served as a non-linguistic control.
Behaviorally, both 4- and 10-month old infants could dis-
criminate the different pitch accent patterns (High–Low
vs. Low–High). However, at 4 months, infants did not
show different NIRS responses to real Japanese words and

their pure tone equivalents, suggesting that processing is
acoustic/non-linguistic at this age. At 10 months, by con-
trast, infants showed greater activation to a change in word
pitch accent patterns than to a change in the correspond-
ing pure tone patterns, and this differential response was
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Fig. 4. (A) Probe placement and regions of interest from Gervain et al. (200
and regions of interest from the follow-up experiment using 2.0 cm optod

localized in the left hemisphere, indicating that processing
is linguistic in nature.

A similar trend was found for the perception of prosody
(the melodic property of speech that includes variations
in pitch and duration). Results with newborns (Saito et al.,
2007a) indicate that they show increased frontal response
to infant-directed speech as compared to adult-directed
speech (both were produced by each infant’s mother),
allowing infants to tune into speech addressed to them
early on. A key difference between the two speech registers
is the highly variable, exaggerated prosody in infant-
directed speech, which might explain the more prominent
activation found for this stimulus. Indeed, the same authors
(Saito et al., 2007b) showed that newborns can discrimi-
nate between normally intonated prosody and monotone
speech with flat prosody, as they show increased acti-
vation in the bilateral frontal areas to the former, but
not to the latter. While the frontal areas do not show
lateralization at this early stage, Homae et al. (2006,
2007) found that at 3 months, infants show greater acti-
vation in the right temporoparietal areas to normally
intonated speech as compared to speech with flattened
prosody. At 10 months, infants showed a more complex
pattern of differential activation, involving the right tem-
poral and temporoparietal regions, as well as the bilateral
prefrontal regions. Interestingly, these regions exhibited
greater activation to flattened than to normal speech.
The authors took the results to indicate that prosody
is initially processed acoustically, hence the increased
activation to the more informative normal prosody at 3
months. Over development, prosodic processing becomes
linguistic in nature and needs to be integrated with other
aspects of speech processing. Since flat prosody is atypi-

cal in natural language, attempts to integrate it into the
linguistic system are effortful, giving rise to increased acti-
vation in different language-related areas at 10 months.
Wartenburger et al. (2007) further elucidated the devel-
he results of Experiment 1 from Gervain et al. (2008). (C) Probe placement
ations. (D) The results of the follow-up experiment.

opment of prosodic processing and provided converging
evidence for a hemispheric specialization to different
aspects of speech processing. Testing 4-year old children,
they found that when prosody is presented devoid of lin-
guistic content, triggering non-linguistic processing, the
right frontotemporal areas are involved, whereas present-
ing the same prosody together with the corresponding
linguistic content engages the left hemisphere. Interest-
ingly, the authors also recorded EEG together with the
NIRS data, although they did not report the results of the
former measure. For co-recording, they used an Omniat
ISS NIRS system, the optical fibers of which were embed-
ded in a commercially available EasyCap EEG cap. More
recently, the same group of authors used this headgear to
co-register EEGs and NIRS in newborn infants (Telkemeyer
et al., 2009), and obtained converging EEG and NIRS results
indicating that the left lateralization of speech perception
might originate from the preferential processing of audi-
tory stimuli modulated within the 25–160 ms range (i.e.
typical phoneme and syllable durations) by the left hemi-
sphere.

Investigating when the ability to process the struc-
tural properties of language begin, Gervain et al. (2008)
found increased neural activity in the bilateral temporal
and left frontal areas of newborns (Fig. 4B) when they
listened to speech that followed a structural rule (ABB:
e.g. “mubaba”) as compared to unstructured speech (ABC:
“mubage”). The activation was more pronounced in the
left than in the right temporal area, reproducing previ-
ous lateralization results. In addition, the results suggest
that newborns are already capable of extracting simple
regularities from speech, based on immediate repetitions.
The same differential response was not found when non-

adjacent repetitions (ABA) were compared to the random
ABC sequences. These results have been expanded by
Gervain et al. (in preparation), who investigated the per-
ception of sequence-initial vs. sequence-final immediate
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epetitions (AAB vs. ABB) and found that they were dis-
riminated by the newborn brain.

.2.3. Cognitive development
Neural signatures for non-linguistic cognitive functions

ave also been explored using NIRS. Two main directions
ave been explored: how infants represent the physical
orld and how they process the social world.

One of the first studies (Baird et al., 2002) investigated
he neural correlates of object permanence in a longitudi-
al study with 5–12-month old infants. Infants were tested
ehaviorally for the presence of object permanence while
eural activity in their frontal cortex was recorded using
IRS. NIRS data from the session where the infant first

howed object permanence behaviorally was compared to
IRS data from the session preceding this developmen-

al onset. Increased activation was observed in the object
ermanence sessions as compared to the pre-permanence
nes. Object processing was also assessed by NIRS (Wilcox
t al., 2005, 2008, 2009). Infants were presented with
hysically possible and impossible events involving object
ovement and identity. In Wilcox et al. (2005), infants

howed significantly greater activation in two brain areas
nown to be involved in object processing, the primary
isual and inferior temporal areas, in response to the possi-
le event as compared to a zero baseline. The possible event

nvolved two different objects emerging from either side
f a wide occluder, whereas the impossible event involved
he same two objects emerging from behind an occluder
hat was too narrow to hide both objects. In Wilcox et al.
2008, 2009), a similar paradigm was used, but now the
eatural differences between the objects were systemati-
ally manipulated. The objects either differed in multiple
eatures, or only shape or color, or they were identical. In
he occipital areas, all four conditions gave rise to simi-
ar activations, while in the inferior temporal areas, only
he multi-featural and shape change conditions evoked
ncreased responses.

In the social domain, one of the first steps was to explore
he neural correlates of face perception in infants. In an ini-
ial study, Csibra et al. (2004) found a difference between
eural activation in the occipital cortex in response to

aces and visual noise stimuli with adults and 4-month
ld infants. Interestingly, though, while adults showed
n increase in oxyHb concentration and a concomitant
ecrease in deoxyHb concentration when watching the
ace stimuli as compared to the visual noise, infants exhib-
ted a decrease in oxyHb concentration for the faces and
n increase for the visual noise stimuli. The authors pro-
ided two possible explanations for this difference. First,
kull locations where data were obtained from might have
een slightly different in the two populations due to pos-
ible anatomical changes in development (see Section 3.6
or a discussion). Second, similar inverted responses to
ace stimuli have also been observed in fMRI studies with
nfants, suggesting that this pattern of response might be

elated to the development of face perception and/or the
ccipital cortex. A second study (Blasi et al., 2007), which
epeated this paradigm, but used a multiple channel array
rather than a dual channel array), allowed a wider cortical
egion to be investigated. This study replicated the results
e Neuroscience 1 (2011) 22–46

of the adult study, finding significant increases in oxyHb
concentration to the face stimuli and not to visual noise,
and did not find significant decreases. Therefore, perhaps
the single recording channel used in the previous study
may have not been positioned over the optimal cortical
region for face processing, an issue which reinforces the
importance of multiple channel arrays. A later study by
Otsuka et al. (2007) found a brain signature for the face
inversion effect, i.e. the fact that while upright faces are
special, preferred stimuli, processed by a dedicated brain
area from a very young age, inverted faces are not privi-
leged. The authors compared activation in the left and right
temporal areas while 5–8-month old infants were watch-
ing upright faces, inverted faces or objects. They found
increased activation in the right temporal areas in response
to upright, but not to inverted faces. The same group of
authors (Nakato et al., 2009) also explored the neural mech-
anisms underlying the development of view-invariance in
face perception. They found that 5-month olds showed
increased activation in the previously identified right tem-
poral areas for front views of faces only, not for profile
views, but by 8 months, increased activation emerges for
the latter type of stimuli as well, indicating the emergence
of view-invariance between these two ages.

In another line of research within the social domain,
Shimada and Hiraki (2006) used NIRS to show that 6–7-
month old infants respond differently to live and televised
action. The authors found significantly larger activation in
infants’ motor areas when the infants were observing a real
person manipulating an object as compared to the same
object moving freely. They interpreted these results as sug-
gestive of a mechanism similar to the mirror neuron system
that has been observed in monkey cortex. This difference
was not observed for televised actions.

Recently, another component of social perception,
namely the perception of dynamic visual social cues, has
been investigated using NIRS. Lloyd-Fox et al. (2009) found
that 5-month olds showed increased cortical activation in
response to dynamic social stimuli (such as ‘Peek-a-boo’,
eye and mouth movements) in the bilateral superior tem-
poral and inferior frontal regions of the cortex. Further
this response was not found to dynamic non-social stim-
uli (such as mechanical toys, cogs and pistons), suggesting
that the response was to the social component and not
simply the dynamic nature of these cues. Further, a study
investigating eye gaze perception with an accompanying
smile cue in 4-month olds found larger activation in infants’
prefrontal cortex and right superior temporal region in
response to a gaze shift toward (but not away from) the
infant (Grossmann et al., 2008).

2.2.4. Clinical applications
NIRS is also commonly used in clinical pediatric prac-

tice, providing a useful tool for the measurement of
cerebral oxygenation and the functional assessment of
babies in the perinatal period. An early example of

such work comes from Chen et al.’s (2002) study, who
compared healthy newborns’ brain response to audi-
tory stimulation with that of newborns suffering from
hypoxic–ischemic encephalopathy (HIE). Normal new-
borns showed increased oxyHb and totalHb concentrations
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in the frontal areas during stimulation, whereas about two-
thirds of the newborns with HIE exhibited a decrease in
oxyHb and totalHb concentrations, the extent of which
negatively correlated with the severity of HIE. These results
indicate that regional cerebral blood flow is decreased in
newborns with HIE during functional activation.

2.2.5. Other general reviews
The interested reader may wish to consult other reviews

describing the general principles and the use of NIRS
with developmental populations. Greisen (2006) and Meek
(2002) provide a good introduction to the clinical use of
optical imaging, e.g. in premature newborns or for assess-
ing perinatal brain trauma etc. Aslin and Mehler (2005)
focus on some of the methodological aspects of NIRS, com-
paring it to other techniques. Minagawa-Kawai et al. (2008)
provide an overview of the developmental literature with
a particular emphasis on language and speech perception
studies. Lloyd-Fox et al. (2010) give a detailed comparison
of existing developmental NIRS studies, reporting several
methodological aspects of each study, such as number of
infants tested, attrition rate, general procedure, NIRS sys-
tem, statistical analysis used etc. They also review the
technological and methodological advances that have been
made in study design, optical probe development, and
interpretation and analyses of the hemodynamic response
in NIRS work with infants. Wolf et al. (2007) provides a
systematic comparison of commercially available NIRS sys-
tems.

3. Optimizing the technical parameters of NIRS
measurements

As the review of the developmental literature suggests,
NIRS is a valuable tool for the investigation of cognitive
functions and brain organization in infants. However, some
methodological and technical challenges remain. In this
section, we review the most important technical issues that
affect the quality of the NIRS signal. Our labs have explored
different NIRS setups and parameters in order to optimize
the sensitivity and robustness of this technique for use with
infants.

3.1. Source–detector separation

The distance between emitters (sources) and detectors
has a considerable impact on the depth of penetration
into the cortex. A detector further away from the source
gathers light that has traveled a greater (vertical) distance
in the cortex, thus it samples from deeper cortical areas.
Deeper penetration means that the neural response con-
tributes more to the signal (as compared to blood flow
changes in the skin etc.) and more of the structures that
lie deeper under the surface of the cortex can be explored.
Source–detector separations large enough to ensure suffi-
cient penetration are thus necessary. However, increasing

the separation decreases the spatial resolution of the mea-
surement, allowing fewer channels to be placed on the
head, and decreases the signal-to-noise ratio, which could
mask the effect of the experimental stimulus. Further,
it must be noted that the optimal separation may vary
e Neuroscience 1 (2011) 22–46 31

depending on the intensity of the source lights (which must
fall within safety guidelines), the age of the infant, and
the area of the cortex under investigation. The trade-off
between depth of penetration and spatial resolution thus
requires the optimal separation to be determined as a func-
tion of factors like the age group being tested, the brain
areas involved etc.

Our laboratories conducted extensive testing to deter-
mine the optimal source–detector separations at different
ages using different optode configurations. Some of these
studies have been reported elsewhere in detail (Blasi et al.,
2007; Maki et al., 2000); others are published here for the
first time.

3.1.1. Early Hitachi results
The collaboration leading to the creation of the cur-

rent consortium was initiated by the pioneering work of
Jacques Mehler, Atsushi Maki and Marcela Peña at the
Laboratoire de Sciences Cognitives et Psycholinguistique
(CNRS-EHESS-ENS, Paris, France). The Mehler laboratory
(in Paris between 1998 and 2000 and later in Trieste from
2001) initially used a Hitachi ETG-100 system. Optimal
source–detector separations for measuring NIRS responses
in newborns to auditory stimuli were explored using
custom-built probes with a single light source coupled with
detectors at distances of 2.0 cm, 2.5 cm, and 3.0 cm. Reliable
signals were obtained only with the two larger distances,
but not with the 2.0 cm separation (Maki et al., 2000).

Other technical parameters were also optimized as a
result of these initial explorations. The ETG-100 is a CW
system with light sources at 780 nm and 830 nm. These
wavelengths proved to be suboptimal for the measurement
of deoxyHb. As a result, in subsequent Hitachi systems such
as the ETG-4000, the lower wavelength was replaced by
690 nm to remedy the problem (see Section 3.2).

Because the Maki et al. (2000) study used one set of
stimulus conditions and an array of optodes over a limited
part of the cortex, two follow-up studies were conducted to
further examine the issue of source–detector separations.

3.1.2. Comparing the 2 cm and 3 cm newborn probe sets
at UBC

The experiment by Gervain et al. (2008), summarized
in Section 2.2.2, used the Hitachi ETG-4000 system with
3 cm source–detector separations and was conducted at
SISSA’s newborn lab (Santa Maria della Misericordia Hospi-
tal, Udine, Italy). Here we provide previously unpublished
data from UBC’s newborn lab (BC Women’s Hospital, Van-
couver, Canada) using a smaller, 2 cm separation probe set
to determine whether this smaller separation is neverthe-
less sufficient to replicate the main findings of Gervain et
al.’s (2008) Experiment 1. The study procedures, the stim-
uli and the NIRS machines used were identical across the
two studies, providing for an ideal comparison between the
two different separations.
Twenty-nine healthy, full term newborns (16 females;
mean age: 1.5 days; age range: 0–3 days) were tested. Nine
(4 females) were excluded from data analysis because they
were fussy, had movement artifacts, or their hair interfered
with the NIRS signals.
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locations. We repeated a previously published protocol
of eye gaze and social communication (Grossmann et al.,
2008). To summarize the procedure briefly, the infants
2 J. Gervain et al. / Developmental

To summarize the procedure briefly, newborns were
xposed to trisyllabic sequences (‘words’) generated
y two artificial grammars: a repetition-grammar ABB
“mubaba”, “penana” etc.) and a random control gram-

ar ABC (“mubage”, “penaku” etc.). The A and B categories
ere implemented using 20 consonant–vowel syllables

hat appeared in each position with equal frequency. The
ounds were synthesized with a monotonous pitch of
00 Hz and a syllable duration of 270 s. The two artifi-
ial languages were presented in 28 randomly intermixed
locks (14 blocks per condition), separated by silences of
ariable duration (25–35 s). A block consisted of 10 words
rom the same grammar. All 280 words were different and
ppeared in the experiment only once. The optical probes
ere placed on newborns’ head as indicated in Fig. 4C.

The light attenuation values were converted into rel-
tive concentrations of oxyHb and deoxyHb using the
odified Beer–Lambert law. The data were filtered and

etrended using a 0.01–0.7 Hz band pass filter, and
ovement artifacts were removed. OxyHb and deoxyHb

oncentrations were averaged across trials for each con-
ition in each channel. Two areas of interest (AOI) were
efined (Fig. 4C): temporal (channels 3, 6, 17, 19) and
rontal (channels 2, 5, 13, 15).

The results are shown in Fig. 4D, using the same plot-
ing conventions as in the original experiment (Fig. 4B). The
eneral pattern of results is, in part, comparable across the
wo studies. Both find increased activation in response to
he stimuli in the auditory areas (channels 3, 6, 17, 19 and,
o a lesser extent, the neighboring channels) as compared
o the rest of the brain, suggesting that the babies perceived
he stimuli. Indeed, in a three-way ANOVA with factors
rammar (ABB/ABC), Hemisphere (LH/RH) and Area of

nterest (AOI; temporal/frontal), we obtained a significant
ain effect of AOI using oxyHb as the dependent vari-

ble (F(1,19) = 4.802, p = 0.041).4 This was due to greater
ctivation in the temporal than in the frontal AOI in both
emispheres.

However, the 2 cm replication failed to reproduce two
rucial aspects of the original study. First, no difference
as observed between the two conditions (in the above
NOVA, the main effect of Grammar was not significant,
(1,19) = 0.708, ns). Second, no response was recorded in
he frontal channels (2, 5, 13, 15), as the significant main
ffect of AOI indicates. While the latter null result might be
ue to the fact that the 2 cm probes are smaller and thus
over a smaller region of the head, possibly missing some
f the frontal areas, the absence of any differences between
he two conditions is not attributable to the size of the
robes. It is also important to note that using a 3 cm separa-
ion probe set, all the original effects have been replicated
t UBC. The absence of results in the 2 cm replication can-
ot, therefore, be attributed to simple equipment failure or

inor differences between the original and the replication

etups.
The 2 cm separation probes thus seem to capture the

ost robust overall effect, i.e. the general auditory acti-

4 The same result was obtained when totalHb was used as the depen-
ant variable (F(1,19) = 4.539, p = 0.046).
e Neuroscience 1 (2011) 22–46

vation, but fail to register the more subtle results. This
is problematic for studies that focus precisely on subtle
discriminations, e.g. a minimal difference between two
artificial grammars, two phonemic categories etc. Inter-
estingly, adult studies investigating subtle phonological
differences also often use 3 cm source–distance separations
(e.g. Chen et al., 2008).

3.1.3. Comparing channel separations in the
Birkbeck-UCL probes

One advantage of the NTS2 system at Birkbeck-UCL is
that the optical fibers can be rearranged to form whichever
probe configuration and channel separation is required.
The work of the Birkbeck-UCL laboratory focuses on the
investigation of social perception in young infants from the
age of 4–7 months. Over the last 5 years many different
source and detector configurations have been used over
the frontal, temporal and occipital cortices, with channel
separations varying from 1.47 cm to 4.5 cm.

The first infant study with the NTS2 system utilized
an 8 cm2 occipital probe containing 8 source pairs and 8
detectors in a 30-channel configuration (Blasi et al., 2007).
The channels overlaid one another with three separations
(1.43 cm, 1.78 cm and 2.2 cm) to allow interrogation at
three different depths within the infant head.5 The results
revealed activation to face stimuli at all three depths, but
the conclusions that we could draw were limited by the
early design of the probe and accompanying level of data
rejection.

In light of the continuing debate about optimal
source–detector distances for infant NIRS studies, the
Birkbeck-UCL lab undertook an investigation of optimal
channel separation over the frontal cortex of 5-month old
infants. The frontal cortex is of particular concern for devel-
opmental researchers as often there is a greater distance
between the skin surface and underlying cortex here than
over the temporal cortex in young infants, which may affect
measurements of underlying cortical activity. The meth-
ods and results of this previously unpublished study are
described below.

Eleven healthy infants (6 female; mean age: 151 days;
age range: 140–167 days) were tested. A further seven
infants were excluded from data analysis as they did not
provide a sufficient number of frontal channels with valid
data following artifact detection.

As shown in Fig. 5, a multi-separation probe measured
cortical responses from two locations. Three channels mea-
sured data over each of these locations, with separations
of 2 cm, 2.5 cm and 3 cm, thereby providing a direct com-
parison of activations at three depths over the same scalp
wore a NIRS headgear with two temporal arrays and a cus-

5 One advantage of using a probe with several depths is that we can
reconstruct a linear 3D tomographic image of the oxyHb and deoxyHb
concentration data using a software package known as TOAST (Arridge et
al., 2000). This approach has advantages over 2D mapping as it incorpo-
rates a full light transport model for tissue and shows a 3D section of the
tissue.
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Fig. 5. The multi-separation probes developed at Birkbeck-UCL to be used
with the UCL in-house machine.

tomized frontal array. While they sat on their parent’s lap,
the infants watched videos of computer-animated humans,
on a 117 cm plasma screen with a viewing distance of
approximately 100 cm, who acted out socially commu-
nicative scenes. The figure either moved their eye gaze
to provide mutual eye contact with the infant and smiled
(experimental condition 1), or to provide no eye contact
(experimental condition 2). A baseline condition consist-
ing of swirling patterns of animated cars was presented
between each experimental trial. This allowed us to com-
pare the effects from the published study with the new
findings to determine whether an optimal separation could
be identified, and to ensure replication of the previous find-
ings.

The recorded NIR attenuation measurements were con-
verted into relative changes in oxyHb and deoxyHb using
the modified Beer–Lambert law, and low-pass filtered at
1.8 Hz. Trials and channels were assessed using movement
artifact detection algorithms.

For each infant, we compared significant changes in
oxyHb and deoxyHb concentration within each channel
separation over each measuring point. The results from
the bilateral temporal arrays were in line with the results
from the previous study (Grossmann et al., 2008). For the
multi-separation frontal array, there was no overall effect
of channel separation, but rather a high level of individ-
ual differences. While the 3 cm channel yielded the highest
significant effects and replicated the findings of the pre-
vious study in some infants, for other infants the effects
were strongest in the 2 cm or 2.5 cm channels. These results
suggest that all of these channel separations may be appro-
priate for infants of this age group when recording from
the frontal cortex. Moreover, the use of a multi-distance
array could help to accommodate individual differences in
physiology and anatomy.
More recent work from the Birkbeck-UCL lab has used a
pair of temporal probes to investigate the superior tempo-
ral and inferior frontal region of the cortex. The temporal
probes house 2 cm and 4.5 cm channels. The first two stud-
ies with these probes (Grossmann et al., 2008; Lloyd-Fox
e Neuroscience 1 (2011) 22–46 33

et al., 2009) only used data from the 2 cm channels, as the
signal intensity picked up by the detectors at the 4.5 cm
separation was too low (and therefore noisy) to reveal
any stimulus effects. However, when the NTS2 system was
upgraded to use glass optical fibers (which do not attenu-
ate as much light as the original plastic fibers), recordings
in the 4.5 cm channels were achievable. Two recently com-
pleted studies using these glass fibers (Lloyd-Fox et al.,
submitted for publication, in preparation) have obtained
robust effects in the 4.5 cm channels. The effects were par-
ticularly strong in a study using auditory stimuli, where
interrogation of a greater depth into the brain to reach the
auditory cortex may be more appropriate. Further, there
was great individual variability in the 4.5 cm data – for
some infants, the 4.5 cm channels did not yield any sig-
nificant effects, and were often excluded after the use of
artifact detection algorithms. This suggests that anatomi-
cal (i.e. amount of hair, melanin in the skin, skull thickness
and CSF) and physiological differences (i.e. differing vascu-
lature) or differences in the location and pattern of brain
responses between individuals hinder the definition of an
optimal channel separation.

In summary, the results using the Hitachi system sug-
gest an optimal source–detector separation of 2.5–3 cm,
whereas the Birkbeck-UCL findings support the use of
2–3 cm separations. These findings may show system-
specific differences or they may be the result of factors
such as the age of interest, individual anatomical differ-
ences, differences in brain function, and region of cortical
interest. In some cases smaller or larger separations may be
effective, suggesting that systems employing two or more
separations in the same probe set could be more efficient.

3.2. Wavelength and laser power

In addition to the source–detector separation, wave-
length and laser power also contribute to the quality of
the NIRS signals. An optimal pair of wavelengths should
take into account cross-talk (contamination of oxyHb and
deoxyHb signals by one another) and separability (differ-
ential systemic and physical noise effects on the signal
at different wavelengths) for assessing the deoxyHb and
oxyHb signals (for more discussion, see Lloyd-Fox et al.,
2010).

The early Hitachi systems (ETG-100) used CW at 780 nm
and 830 nm. Initial work in the Mehler laboratory revealed
that while 830 nm was optimal for oxyHb, 780 nm provided
a relatively noisy signal for detecting deoxyHb concen-
trations. The Hitachi Medical Corporation (HMC) thus
undertook experiments to determine the most suitable
lower wavelength for their system. The lower wavelengths
tested were chosen to be below the isosbestic point of
oxyHb and deoxyHb (i.e. the point where the extinction
coefficients of the two chromophores are equal, see Fig. 1).
This practice, common to most CW NIRS systems, ensures
that one wavelength is sensitive to deoxyHb, the other

to oxyHb. Accordingly, the HMC study (Sato et al., 2004)
tested four different lower wavelengths together with
830 nm: 678 nm, 692 nm, 750 nm and 782 nm. Measure-
ment points were placed over all four lobes. The authors
observed a less noisy signal with the three lower wave-
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engths than with 782 nm. The highest signal-to-noise ratio
as obtained for 692 nm, which is the wavelength that

ubsequent Hitachi machines adopted. Other NIRS systems
Boas et al., 2004) also converged on wavelengths around
r below 760–770 nm for a more optimal measurement
f the deoxyHb signal. A theoretical study by Uludağ et
l. (2004) used model-based estimates of cross-talk and
eparability to assess all combinations of two wavelengths
etween 610 nm and 920 nm. They concluded that cross-
alk is low and separability is high if one wavelength is
etween 650 nm and 720 nm or 750 nm and 770 nm and
he other between 730 nm and 920 nm.

In this regard, it is important to mention that the two
ystems used by the McDonnell Consortium have two dif-
erent wavelength pairs. The NTS2 system at Birkbeck-UCL
ses 770 nm and 850 nm, while the Hitachi ETG-4000 sys-
em, used in the other four labs, employs 690 nm and
30 nm. There is thus a difference in the lower wavelengths
hosen. Given the previous empirical findings (Sato et al.,
004; Boas et al., 2004) as well as the modeling results
Uludağ et al., 2004), both wavelength pairs nevertheless
eem optimal choices to minimize cross-talk and maximize
eparability.

Laser power is another parameter contributing to the
ignal-to-noise ratio of NIRS measurements. Light inten-
ities up to 2–5 mW (even up to 10 mW in adults) are
onsidered safe (Koizumi et al., 2003). It is, therefore,
empting to increase power to obtain a stronger signal.
owever, noise also increases as a function of light inten-

ity. The best signal-to-noise ratio thus results from a
rade-off between the increase in signal strength and noise
t different light intensities. In infants, whose tissues are
hin, good signal quality can already be obtained at low
ntensities (most cited studies use laser power between
.5 mW and 1.5 mW), ensuring maximal safety even for the
oungest babies.

.3. OxyHb and deoxyHb: two sides of the same coin?

One advantage of NIRS over fMRI is that it measures
oth oxyHb and deoxyHb concentration changes, provid-

ng physiologically more relevant data about the metabolic
orrelates of brain activity, as the sum of oxyHb and
eoxyHb corresponds to the regional cerebral blood vol-
me (rCBV).

However, the richness of the NIRS signal raises certain
hallenges. Different machines and experimental setups do
ot always provide equally good assessments of the two
emoglobin species. Wavelength and the material of the
ptical fibers are two of the factors that can affect the
uality of the NIRS signal and produce different signal-
o-noise ratios for oxyHb and deoxyHb. Depending on the
echnical parameters of the systems used, different stud-
es variably report oxyHb, deoxyHb and/or totalHb. This
nconsistency may be problematic, because it renders com-
arisons between studies difficult. The best practice is,

herefore, to report and conduct statistical analyses on both
pecies of hemoglobin.

Setting technical difficulties aside, many studies obtain
significant result only for one of the hemoglobin species.

ndeed, infant studies often find more significant or more
e Neuroscience 1 (2011) 22–46

robust effects with oxyHb than with deoxyHb (Hoshi et al.,
2001; Meek, 2002; Shimada and Hiraki, 2006), although
stronger deoxyHb results are also sometimes reported
(Schroeter et al., 2004). In typical, healthy adult and infant
participants, oxyHb and deoxyHb are usually correlated
and show the same effects (with an increase in oxyHb and a
decrease in deoxyHb). However, in the youngest age groups
as well as in clinical populations, oxyHb and deoxyHb
sometimes appear uncoupled and/or the direction of the
change is inverted (i.e. decrease in oxyHb and increase
in deoxyHb; Chen et al., 2002; Meek, 2002; Sakatani et
al., 1999). Currently, no physiological explanation exists
to account for such patterns of results. According to one
hypothesis, infants might show atypical hemodynamic
responses under certain circumstances because their vas-
culature, and consequently the neurovascular coupling, is
not fully mature. More work is needed to understand the
possible physiological significance, if any, of these atypical
responses.

In this respect, comparison with other imaging modal-
ities, especially fMRI, can be particularly instructive. The
fMRI BOLD signal has been proposed to originate from the
paramagnetic properties of deoxyHb (Buxton et al., 1998;
Ogawa et al., 1993). Accordingly, it is assumed to correlate
with the deoxyHb signal of NIRS. However, the findings of
existing NIRS–fMRI co-registration studies are not always
completely clear (for an excellent review, see Steinbrink et
al., 2006). While most studies do find a temporal and/or
spatial correlation between deoxyHb and the BOLD signal
(e.g. Boas et al., 2003; Kleinschmidt et al., 1996; Toronov
et al., 2001), others observe equal correlation between the
two hemoglobin species and BOLD (e.g. Okamoto et al.,
2004) or find the strongest correlation between totalHb
and the BOLD signal (e.g. Hess et al., 2000; Strangman et
al., 2002; Vignal et al., 2008). As these studies differ in the
experimental tasks used (visual, motor etc.), the partici-
pants tested (animal models, human subjects etc.), as well
as the technical specifications of the NIRS machines uti-
lized, such divergence is not surprising and indicates that
the relationship between fMRI and NIRS measures might
be complex. Further research is necessary, therefore, to
elucidate these issues.

3.4. Probe designs and placement

In optical imaging systems for measuring cerebral
hemodynamics, NIR light is delivered to and collected from
the participant through fiber optic bundles. The ends of
each bundle are embedded into plastic probes (optodes),
which are then secured to the scalp of the participant. These
probes have to be designed to balance the need for com-
fort against the demand to keep them from moving against
the scalp while making good contact with the scalp and
preventing channel cross-talk.

Designing NIRS probes provides significant challenges
due to different constraints and demands in different sub-

ject populations. For example, while soft, flat probes might
be ideal for newborns, who typically have very little hair,
they do not allow much light to penetrate through the
denser mat of hair typically encountered with adults. In
contrast, the narrow plastic tips at the ends of the optical
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fibers in the adult probes, while allowing the researcher
some maneuverability past the hair on the adult scalp, are
ill-suited to the infant’s scalp. Further, motion artifacts play
a different role in different populations. While adults can be
instructed to keep still, infant probes must be designed to
maintain their positions relative to the scalp despite small
head movements, while still being comfortable for the
infants. Studies of sleeping newborns are largely immune
from motion artifacts that can be substantial in older awake
infants.

Given the increased mobility of infants older than 2–3
months of age, probe design has proven to be particularly
challenging for awake infants in the 2–12-month old age
range, which comprises the vast majority of all infant stud-
ies. In experimenting with various designs, our labs have
discovered two key features that contribute to the stabil-
ity of the optodes and the quality of the NIRS signal. The
first is to make the optodes as flat as possible, so the fiber-
glass bundles lay as close to the scalp as possible. This can
be achieved by having short, squat optode tips that are
perpendicular to the optic fibers, for example by using a
prism to bend the light through 90◦. The mass of fibers
from all the optodes, lying along the scalp and traveling
to the back of the infant’s head, helps to maintain the
optodes close to the scalp, and the weight of these fibers
is counterbalanced with chin straps attached to the matrix
in which the optodes are embedded. The second feature,
developed at the Birkbeck-UCL lab, is to have the probe
tips slightly recessed into silicone. The silicone provides a
safe and fairly non-slippery surface that gently adheres to
the scalp of infants and significantly reduces lateral move-
ment. The recessed optode tip helps to localize the NIR light
and prevents channel cross-contamination.

In contrast to the fMRI scanner bore or the MEG dewar,
NIRS probes can be moved to various locations on the scalp,
similar to EEG/ERP electrodes. However, as noted in Sec-
tion 1.1.1, the distance between the optodes is crucial.
Therefore, NIRS probes cannot be placed using a propor-
tional (variable inter-optode distance) placement system
like the 10/20 system used in placing EEG/ERP electrodes.
This raises several difficulties. The first is that, in order to
maintain fixed inter-optode distances, the optodes must
themselves be in a rigid plane or mesh, and this rigid
structure must then be embedded in a suitable, stretchy
matrix that can accommodate variations in head sizes.
If the optodes are fixed into a rigid pad, they cannot be
re-configured to suit different experiments. Indeed, the
Hitachi ETG system is limited in that the software can-
not handle arbitrary source–detector configurations, but
can only handle rigid deformations of a few basic lay-
outs. For example, a 3 × 3 array of sources and detectors
(where the corners and the central position are sources)
is limited to the same relative configuration, e.g. as a
square or as a chevron, and cannot be re-configured (e.g.
into two rows of alternating sources and detectors, as
in the Birkbeck-UCL system). In more recent versions,

developed in collaboration with the Rochester lab, Hitachi
Medical Corporation has modified the probes so that the
individual fibers can snap into a light grid of probe hold-
ers, similar to the probes used with the TechEN system
(http://www.nirsoptix.com/).
e Neuroscience 1 (2011) 22–46 35

A second, potentially more serious problem with the
requirement of fixed inter-optode distances is that, for
heads of different sizes, the individual channels will sam-
ple slightly different anatomical areas. However, given the
poorer spatial resolution of current NIRS systems (esti-
mated voxel dimension is 15 mm compared to 4 mm in
fMRI, for instance), the effect of sampling from slightly dif-
ferent anatomical areas in across participant averages may
not be a serious problem, although it remains an empirical
issue. Analytic techniques that can be used with individual
participants (like pattern classification, see Section 5.2) or
aggregating responses across multiple channels may pro-
vide more robust between-participant results.

Finally, because optode placement is typically guided
solely by external, skull landmarks, their relation to under-
lying cortex is not validated for individual infants. In order
to understand the relation between the spatial layout of
optodes on the scalp and where in cortex the hemodynamic
signals arise, the Rochester lab has gathered data from a set
of six adult participants who saw identical visual stimuli
while cortical activity was monitored by NIRS and fMRI (in
separate sessions). The visual stimuli consisted of flickering
checkerboards that either rotated or alternated between
left and right hemifields. These stimuli are known to acti-
vate the occipital cortex with a periodicity matching the
periodicity of rotations or alternations (see related work
by White and Culver, 2010). Crucially, the placement of the
optodes on the scalp of each participant and the alignment
of the fMRI runs were both registered to the participant’s
own (T1-weighted) structural images. In order to align the
probe locations with the structural images, a commercial
system called Brainsight (www.rogue-research.com) was
used. Brainsight is a “frameless stereotaxy” system that
uses stereo cameras to detect the location of custom “point-
ers” in 3D space. These pointers are used to mark external
landmarks on the participant’s skull that are also clearly
visible on the structural MR image, like the nose tip or the
tragus of the ear. The software then computes the corre-
spondence between the location of the pointer in 3D space
and the underlying brain tissue. By “pointing” to each of
the optodes, their precise location can be specified in MR
space prior to gathering NIRS data from each participant.
Of course, co-registration of NIRS would require a struc-
tural MRI for each infant, which is not feasible for most
studies. However, average structural MRIs may prove use-
ful if external landmarks are also gathered across infant age
groups (see Section 3.6).

3.5. States of alertness and motion artifacts

One central issue for NIRS data acquisition is the reduc-
tion of movement artifacts. Motion artifacts are usually
characterized by abrupt changes in the signal occurring
simultaneously in several channels, which are quite dis-
tinctive from the usual slow and smooth hemodynamic
response. NIRS is less sensitive to such movement-induced

distortions of the signal than EEG or MRI measurements,
but it is not entirely exempt from this problem. The issue is
particularly relevant for awake infants who cannot follow
verbal instructions and have a tendency to move during
testing.

http://www.nirsoptix.com/
http://www.rogue-research.com/
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Fig. 6. Changes in brain

Several solutions have been developed to reduce move-
ent artifacts in these age groups. The design of the

eadgear (see Section 3.4) and the engaging quality of the
timuli (e.g. interesting visual stimuli, see Section 4) play a
ritical role. Movement artifacts can also be captured and
liminated a posteriori during data analysis (see Section 5).

An alternative paradigm is to test newborns and very
oung infants in a state of sleep or quiet rest (e.g. Gervain
t al., 2008; Peña et al., 2003). This method considerably
educes or even completely eliminates movement artifacts.
dditionally, it allows for extended measurement periods

up to 30 min or even longer), which increases the num-
er of trials and thus the quality of the averaged signal. It,
evertheless, has certain disadvantages. First, it only suits
ertain stimulus modalities. Auditory processing is robust
ven during sleep in young infants, but visual stimuli,
or instance, cannot be presented to sleeping participants
other than very simple light–darkness contrasts that may
e perceived even with the eyes closed).

Another question that arises is whether brain responses
o the same stimuli are similar in different states of alert-
ess. No systematic NIRS study has yet explored this
uestion and the answer will probably vary as a function of
he stimuli, task types, brain areas, and age ranges involved.
o differences between awake (but quietly resting) and

leeping newborns have been observed in the studies our
aboratories have conducted with this age group (Gervain
t al., 2008; Peña et al., 2003). It needs to be noted, however,
hat these studies were not specifically designed to test
or such a difference, as sleep states were not monitored
y EEG and typically too few infants were unambiguously

wake to allow for a statistical comparison. In older infants,
ne fMRI study did find a statistically significant difference
etween awake and sleeping babies’ responses to speech
timuli (Dehaene-Lambertz et al., 2002). In this study,
y across development.

awake 3-month olds showed activation to normal, forward
(but not to backwards, reversed speech) in the right dorso-
lateral prefrontal cortex, whereas sleeping babies did not.
Nevertheless, both groups showed activation in response
to forward speech in left lateral brain areas. These findings
suggest that auditory brain responses might be relatively
unaffected by sleep, while other, possibly more attention-
related areas, e.g. the prefrontal cortex, are only activated
in wakeful states. Again, however, the primary aim of this
study was not to evaluate the effects of sleep states on audi-
tory perception, and as a result, only a small number of
infants were included in the statistical analyses to evaluate
the effects of sleep. Clearly, more methodological studies
are needed to gain a full understanding of the effects of
different states of alertness on the NIRS signal.

3.6. Brain anatomy and function across development

As discussed earlier, NIRS is ideally suited to the study
of infants and young children in part because the skull is
thinner, thereby permitting a more transparent view of
the cortical surface. As children age and the skull thickens,
there is a corresponding reduction in the field of view of
the cortex. However, these are minor considerations com-
pared to underlying changes in brain development across
the first years of life. For example, the overall gyral pattern
that exists in the adult is nearly in place in full term new-
borns, although sulci are shallower. In the preterm infant,
however, the gyral pattern is far from developed, particu-
larly as one moves to the study of infants born 2–3 months

early. This is illustrated in Fig. 6. Because of the depth NIRS
can penetrate, it is possible to examine activity generated
in a sulcus early in life, but not later in life, as this same
sulcus deepens and the skull thickens (thereby moving the
sulcus further away from the optode).
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Currently, a multi-site, structural MRI project, funded by
the National Institutes of Health (“NIH MRI Study of Normal
Brain Development”) is under way, providing an MRI scan
library of typically developing brains across development
from a few days after birth up to 18 years of age. Qualified
researchers may obtain brain scans from the Consortium’s
web site (http://www.bic.mni.mcgill.ca/nihpd/info/) after
registration. A list of related publications (e.g. Almli et
al., 2007; Sanchez et al., in press) can also be found
at the website. John Richards’ laboratory also provides
structural brain scans of the developing brain for pro-
fessional researchers following authorization (http://
jerlab.psych.sc.edu/NeurodevelopmentalMRI/index.html,
Richards, 2010). A recent publication by Hill et al. (2010)
has quantified the individual anatomic variation of the
cortex in full term newborns using structural brain scans,
and found that the amount of variability found in these
infants is comparable to that of adults.

Other developmental considerations include changes in
the vascular system and the tendency of a tesselated sur-
face structure to stretch such that certain gyri begin to shift
in location, moving them out of the line of sight of nearby
optodes. An example here might be the difficulty in imaging
the fusiform gyrus, which over time moves to a more dorsal
position, making it impossible to image. In contrast, most
gyri sitting on the lateral cortical surface probably remain
viable candidates for imaging.

A last consideration has more to do with the functional
neuroanatomy of the brain. Given the constraint that NIRS
can only visualize the cortical surface, it is not a method
that lends itself to asking questions about structures that lie
deep in the cortex or out of the line of sight of the optodes.
Thus, studies of memory and emotion (subserved by struc-
tures that lie in the medial temporal areas) are impossible
with NIRS. Similarly, complex, higher-level phenomena
that depend on elaborate cortical circuitry may be difficult
to image because a distributed network is involved, with
some nodes lying deep in the brain (e.g. projections from
the amygdala to the orbitofrontal cortex). In this context it
is imperative for investigators to generate well-defined and
biologically plausible hypotheses. An example of the latter
are investigators who argue that their EEG measures reflect
amygdala function, when in fact EEG currents are gener-
ated by pyramidal cells and the amygdala does not contain
pyramidal cells. So it is with NIRS: unless the function being
targeted is subserved by regions that lie in close proximity
to the optodes, NIRS is not an appropriate measure.

4. Experimental designs

The signal measured by NIRS, the hemodynamic
response function (HRF), is a metabolic, and thus indirect
and slow correlate of brain activity. As discussed before,
peak response latencies are in the order of several seconds

following stimulus onset, with a plateau of several seconds
(depending on stimulus duration), and a slow return to
baseline over 5–10 s or longer. The relatively slow temporal
dynamics of the HRF needs to be taken into account when
designing NIRS experiments.
e Neuroscience 1 (2011) 22–46 37

4.1. Block designs

The classical and most commonly used type of exper-
imental design in NIRS studies is the block design. In this
experimental design, the different stimulus types, i.e. dif-
ferent experimental conditions, are presented separately,
in relatively long epochs (blocks) of stimulation. Within
a block, tokens of the same stimulus type are presented
repeatedly. An experiment might contain a single, rela-
tively long block of each experimental condition (e.g. Peña
et al., 2003) or several blocks per condition, in which case
the different blocks may be randomly intermixed (e.g.
Gervain et al., 2008) or may alternate regularly (e.g. Sato
et al., 2009). Blocks are separated by suitably long periods
of rest or silence to allow for the HRF to return to base-
line. These periods are usually filled with silence (Gervain
et al., 2008; Peña et al., 2003; Wilcox et al., 2005), especially
when participants are asleep or at rest. However, with older
infants, who are typically awake during test, it is often use-
ful to maintain some kind of stimulation even during the
rest period (e.g. a silent video etc.) to reduce movement
artifacts and keep infants engaged in the task (e.g. Otsuka
et al., 2007; Shimada and Hiraki, 2006). The rest stimulus
needs to be chosen carefully in order to draw appropri-
ate conclusions about which aspect of the experimental
stimuli is reflected in the differential activation above the
resting period baseline. In addition, the inter-block inter-
val should be varied to reduce expectation (entrainment)
effects or phase-locked brain oscillations unrelated to the
experimental stimulus.

One major advantage of the block design is the robust-
ness and strength of the obtained signal. As each block
consists of repeated presentations of a given stimulus type,
the HRF measured for the entire block is obtained as a
superposition of the individual HRFs to each stimulus. This
increases the strength of the signal. Averaging across blocks
in the same condition further enhances signal reliability.

Nevertheless, this design is not without its flaws.
Because the response is measured for entire blocks of stim-
ulation, the effects of individual stimulus tokens cannot
be captured. In addition, responses to entire blocks might
include sustained attention- or task-related effects, which
do not, strictly speaking, result from the processing of the
stimuli.

4.2. Event-related paradigms

As mathematical techniques for data analysis advance
and methods are borrowed from the fMRI literature, event-
related designs, exempt from some of the inconveniences
of block designs, are gaining popularity. In an event-related
design, single, short stimuli are presented at randomly dis-
tributed time intervals. If interstimulus intervals (ISIs) are
chosen to be long enough to allow the HRF to return to
baseline (or at least to partially return so the response is
not saturated), the total number of data acquisition events

can be substantially greater than in a block design. To avoid
extended data acquisition time, which is not ideal for infant
populations, ISIs can be shortened to a few seconds, and
data analysis methods can be used to deconvolve the HRFs
(given certain assumptions about the linear superposition

http://www.bic.mni.mcgill.ca/nihpd/info/
http://jerlab.psych.sc.edu/NeurodevelopmentalMRI/index.html
http://jerlab.psych.sc.edu/NeurodevelopmentalMRI/index.html
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f HRFs) from the stimulus event, like in fMRI studies (e.g.
ee Amaro and Barker, 2006 for a review).

The event-related design has the advantage of captur-
ng single hemodynamic responses to individual stimuli,
ivorcing task- or attention-related, sustained responses
rom activation triggered by the different stimuli. In infant
esearch, few studies have used this technique so far (see
lichta et al., 2006, 2007; Chen et al., 2008 for a discussion
nd illustration of event-related NIRS in adults), mostly due
o the relative weakness of the obtained signal. However,
he use of event-related paradigms will not only provide
aluable information about cognitive functions, but will
lso help to characterize the HRF in infants.

.3. Mixed designs

In an attempt to combine the advantages of event-
elated and block designs, mixed stimulus presentation
esigns can also be used. In these studies, individual stim-
li are presented repeatedly, with relatively short ISIs.
hese stimulation periods are intermixed with the pre-
entation of the control condition. One application of this
esign is to study what in the fMRI literature is called rep-
tition suppression (Grill-Spector et al., 2006), similar to
esponse habituation in the infant looking-time literature
see review and comparison by Turk-Browne et al., 2008).
ilot studies from the Rochester lab have documented
obust repetition suppression effects from temporal cor-
ex in adults listening to musical stimuli, and repetition
uppression as well as recovery to novelty effects have
een reported in 3-month old infants with speech stimuli
Nakano et al., 2009). By contrast, repetition enhance-

ent effects were found in newborns for linguistic stimuli
Gervain et al., 2008), but not for piano tone equivalents
Gervain et al., in preparation). More infant studies are
eeded to explore repetition effects and the use of mixed
esigns in infants.

. Data analysis and interpretation

Different stimulus presentation designs require differ-
nt analysis techniques. In this section, we will review the
ajor approaches to the analysis of NIRS data, introducing

he main steps and techniques, reviewing some of the avail-
ble software packages, and drawing attention to some of
he pitfalls that researchers might face when interpreting
IRS findings.

.1. Analysis: towards a standard method

Since NIRS is a relatively new brain imaging technique,
nalyzing NIRS data is only now beginning to be standard-
zed. Analysis methods reported in the literature range
rom time series averaging techniques (e.g. Gervain et
l., 2008; Otsuka et al., 2007; Peña et al., 2003; Shibata

t al., 2007) through statistical parametric mapping bor-
owed from fMRI research (e.g. Shimada and Hiraki, 2006;
elkemeyer et al., 2009; Wartenburger et al., 2007) to more
ophisticated data mining and pattern recognition tech-
iques (see Section 5.2).
e Neuroscience 1 (2011) 22–46

In time series analysis techniques, the NIRS signal is typ-
ically averaged over the trials (blocks/epochs) of the same
condition to obtain a mean time course for each condition.
For statistical purposes, the average (or peak) concentra-
tion change within a relevant window of the time series
is calculated. To compare the significance of the change to
a pre-stimulation baseline, t-tests are used, whereas anal-
yses of variance are conducted to compare signal change
across conditions, hemispheres, channels or groups of par-
ticipants. The time window within which the concentration
change is averaged varies across studies, but it typically
includes the stimulation period and sometimes, especially
for short stimuli, a period of a few seconds after stimulation
(before the HRF begins to return to baseline). This analysis
is particularly well suited for studies using block designs
and/or long ISIs, allowing the HRF to return to baseline
before the presentation of a new stimulus.

Inspired by fMRI research (Friston et al., 1999; Worsley
et al., 1995, 1997; Zarahn et al., 1997), an increasing num-
ber of studies use the general linear model (GLM) and
statistical parametric mapping (SPM) approaches (Plichta
et al., 2007; Schroeter et al., 2004). When using these
techniques, the measured NIRS data are correlated with
a predictor, obtained by convolving a boxcar function
for the stimulus design with the typical HRF (and with
other regressors, if necessary). As mentioned before, the
exact shape of the HRFs for infants of different ages (and
for different brain areas, tasks etc.) has not been fully
described. Consequently, many developmental studies use
the adult HRF or some variant thereof. It would be desir-
able to have better estimates of infant HRFs in the future.
According to the GLM, NIRS data (Y) can be modeled as
Y = ˇ1X1 + ˇ2X2 + ˇ3X3 + . . . + ε, where ˇ1. . .n are coefficients
measuring the contribution of each predictor to explaining
Y, X1. . .n are the predictors and ε is an error term. The values
of ˇ can be used for statistical purposes (t-tests, ANOVAs
etc.). These techniques offer an appropriate way to ana-
lyze event-related designs or studies where ISIs between
stimuli are short, as they are able to take into account the
superposition of consecutive HRFs.

Different software packages are now available on-
line (as freeware), implementing the different analysis
methods. The most commonly used ones include HomER
(Huppert et al., 2009), fOSA (Koh et al., 2007) and NIRS-SPM
(Ye et al., 2009).

NIRS data are often pre-processed before analysis to
improve the quality of the signal. Data processing typically
includes denoising/filtering, detrending and movement
artifact removal (Huppert et al., 2009). High frequency
noise in the data results from instrumental or other noise
as well as from physiological signals not related to stimu-
lation, such as heart beat, breathing, sucking on a pacifier
etc. To reduce these sources of noise, some form of filter-
ing, typically a low-pass filter at a value between 0.5 Hz
and 1 Hz, is used. Low-frequency oscillations originate from
slower changes in systemic cardiovascular properties, e.g.

blood pressure. These are usually eliminated using high-
pass filters at values around 0.01–0.05 Hz. As the frequency
of these oscillations can fall within the frequency range of
the targeted brain response itself, care has to be taken when
choosing the filter value to avoid removing the signal. To
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eliminate systematic, but stimulus-unrelated noise (of both
low and high frequency), auto-regression analyses can also
be used, as this type of noise is typically present in several
channels.

One option to retrospectively deal with movement arti-
fact is to use thresholding algorithms to remove sections
of the data containing these abrupt changes. However,
thresholds must be defined carefully in order to preserve
the changes that truly result from activation. Steps in
motion artifact rejection include: the detection of unrea-
sonably large changes in concentration within individual
trials (Lloyd-Fox et al., 2009), the detection of channels
which contain data with a high level of variation outside
of the median range (Blasi et al., 2007), and filtering tech-
niques such as principal components analysis (PCA; Wilcox
et al., 2005).

5.2. Multi-voxel (channel) pattern analysis

Traditionally, fMRI analyses have looked for significant
changes in the BOLD signal, derived from an ‘expected’
hemodynamic response, over a contiguous set of vox-
els (a region-of-interest, ROI). The rationale for averaging
across clusters of voxels is to increase statistical power over
noisy voxels. However, this method assumes that the vox-
els relevant to a particular cognitive process are spatially
clustered rather than spatially distributed. There are clear
cases where this assumption is incorrect (e.g. orientation
columns in primary visual cortex). The rationale for so-
called pattern classification methods is that the pattern of
activation may carry information about the stimulus type,
even if the overall activation within an ROI cannot dis-
criminate between them. Accordingly, several recent fMRI
studies have examined how information about the stimu-
lus might be carried by the activity pattern across a set of
voxels (see Norman et al., 2006 for a review).

This same idea, called multi-voxel pattern classification,
can be applied to the analysis of NIRS signals from an array
of channels. That is, while activity in a single channel, or
aggregated across multiple channels, might not have the
spatial resolution to differentiate between two sets of stim-
uli, the pattern of activity across all the channels might
uncover differences. Moreover, because different channels
might show different patterns of activation, a variety of pat-
tern recognition algorithms provide an alternative way of
analyzing differential brain activation to different stimuli.
The basic analysis paradigm is to present two types of stim-
uli to a single participant across a series of trials, to train
a computational model with half of the data to determine
which weights to assign to each voxel so that the pattern of
voxels best fits that training set, and then to test that model
fit with the other half of the data on a trial-by-trial basis.

The Rochester lab has collected pilot data from adults
using a block design during which the participant either
heard speech or viewed a series of faces. NIRS data were
collected with a 24-channel ETG-4000 system with 12

channels placed over the occipital cortex along the midline
and 12 channels placed over the left temporal areas. Impor-
tantly, reliable results were obtained from single adult
participants. First, a traditional ROI analysis showed that
occipital channels had a greater increase in oxyHb concen-
e Neuroscience 1 (2011) 22–46 39

tration for faces, while left temporal channels had a greater
increase for speech.

Second, we used the Sparse Logistic Regression Toolbox
(v. 1.2.1alpha, Yamashita et al., 2008) for Matlab to ana-
lyze the data across all 24 channels. We trained the data on
half the trials for the two conditions (faces vs. speech) and
tested the resultant pattern classifier on the remaining half
of the trials. We used a bootstrap procedure to estimate the
reliability of finding a classifier that could correctly classify
the withheld half of the trials, by repeating the train–test
procedure 1000 times. On average, the pattern classifier
obtained with the training set was able to correctly assign
the remaining trials as face or speech trials with an accuracy
of 70.6% (99% limits: 69.4–71.7%) on the test set.

In summary, pattern classification techniques can be
fruitful complements to more traditional “waveform” or
ROI analyses, which are based on simple comparisons
between stimulus conditions for each channel.

5.3. The dos and don’ts of interpreting optical data

Perhaps the greatest challenge facing a researcher who
has conducted a NIRS study is not the myriad method-
ological pitfalls, but rather how to draw inferences about
underlying cognitive processes from NIRS data. Given
optode arrays with 12–48 channels, covering multiple cor-
tical areas, the prior probability of obtaining statistically
significant differences across channels for two-stimulus
conditions is rather high. But what do these differences
mean? As in BOLD imaging with fMRI, where a 4 mm3 voxel
samples activity from 100,000 or more neurons, a NIRS
channel samples an even larger pool of neurons (perhaps
3–5 times larger), and those neurons come from multiple
cortical depths, in contrast to fMRI slices whose 3D coor-
dinates are well specified. Moreover, optodes are almost
always positioned on the scalp using external landmarks
rather than brain anatomy, an ambiguity that is not present
in fMRI because of co-registration with structural MRI.
Thus, there is considerable heterogeneity in the NIRS signal
from any channel, including (a) differences in the relation-
ship between neural and hemodynamic responses, (b) the
relative proportion of excitatory and inhibitory pools of
neurons, (c) the distance of cortical sulci and gyri from the
surface of the scalp, and (d) the precise positioning of the
optodes over relevant brain anatomy.

5.3.1. Linking hypotheses
Although there are ambiguities about how neural,

hemodynamic, and anatomical variables contribute to NIRS
signals, these signals must nevertheless be linked to an
underlying cognitive process, if they are to contribute to
our understanding of brain function and organization in
infants. Unfortunately, most linking hypotheses are either
unstated or rather naïve. For example, it is often assumed
that greater activation, as indexed by larger NIRS signal
amplitudes in a particular cortical area (e.g. the frontal

cortex), implies that this cortical area is “the” area medi-
ating a cognitive process (e.g. recognition memory). But
of course any stimulus condition leads to the activation
of a diverse set of brain areas, many of which cannot be
detected by NIRS because it is limited to surface cortical
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reas. Moreover, NIRS signals are neural correlates of a stim-
lus condition. These NIRS signals can only be confirmed as
causal mechanism if they are shown to be necessary for

he cognitive process. It is quite possible, especially if only
limited number of channels (and cortical areas) are sam-
led by the optodes, that some unsampled brain area (a
o-called “third” variable) is the causal agent in mediating
he neural activation to the stimulus of interest. That is, a
arge number of cortical areas may be activated by a given
timulus, but only one of these areas may be necessary (i.e.
ausal) in a network of neural areas.

As an example, given the known anatomy of the visual
ystem, we would expect the primary visual cortex to
e activated by any suprathreshold visual stimulus, with

nformation from this initial analysis of the visual stimu-
us passed on to higher-level visual processing areas (e.g.
orsal and ventral streams). If optodes are located over
emporal or frontal cortical areas, then activations from
hese NIRS channels could indicate (a) further analysis
f the visual information (e.g. extraction of more com-
lex features), (b) activations that “compare” the current
isual information with stored visual or auditory infor-
ation based on past experience (e.g. memories of what

ounds were present with a visual object), or (c) expec-
ations about what stimulus is most likely to come next
e.g. habituation or sensitization effects), as well as many
ther possible interpretations. In the domain of learning,
t is typically assumed that the growth of activation over
ime (or exposure) is indicative of greater learning, but it is
qually plausible that greater learning leads to decreasing
ctivation because the pool of neurons required to learn (or
ecognize) the stimulus is smaller. Moreover, large pools
f neurons may be involved in the attempt to learn, even
hough no learning has taken place (e.g. if the learning task
s too difficult). The foregoing interpretive challenges are

erely a sampling of the complexities involved in precisely
pecifying the linking hypothesis between neural activa-
ions and underlying cognitive processes.

.3.2. Two-stimulus vs. continuous-dimension designs
Another interpretive dilemma faced by neuroimaging

tudies, including NIRS, is the over-reliance on two-
timulus designs. The logic of such designs is that greater
ctivation to stimulus A than to stimulus B, when these
timuli differ in their category membership (e.g. only stim-
lus A is a member of category X), implies that category
is “encoded” by any NIRS channel that shows a statisti-

ally significant difference in activation to stimulus A vs.
timulus B (e.g. faces vs. non-faces). But this same pattern
f results could be obtained if there is a featural difference
etween stimulus A and stimulus B that is correlated with
ategory X (e.g. presence vs. absence of two eyes) but fails to
eet the defining characteristics of category X (e.g. having

o more than 2 eyes). And the absence of a difference in acti-
ation to stimulus A vs. stimulus B could occur if activation
n the pool of neurons sampled by a given NIRS channel suf-

ers from either a floor or a ceiling effect to both stimuli (i.e.
reventing the activation from going any lower or higher
ecause of a compressive or a saturating non-linearity).

A design that mitigates these interpretive errors
nvolves the rather simple addition of a third stimulus
e Neuroscience 1 (2011) 22–46

that varies along a dimension that defines category X (see
discussion in Aslin and Fiser, 2005). If this third stimulus
extends the range of stimulus A (no eyes) and stimulus
B (two eyes) to stimulus C (three eyes), then the pool of
neurons that responds to category X should be greater to
stimulus B than to stimulus A and greater to stimulus B
than to stimulus C (an inverted U-shaped function along
the dimension “number of eyes”). This is a much more
convincing demonstration that NIRS channels are respond-
ing selectively to category X than any pair of stimulus
conditions. The same logic applies to the problem of a com-
pressive or saturating non-linearity. If a NIRS channel is
interpreted as responding to dimension Y (e.g. the number
of elements in a visual array), and there is no difference in
activation to stimulus A vs. stimulus B (e.g. 6 vs. 12 ele-
ments), then it is seductive to conclude that the absence of
a difference indicates dimension Y (e.g. numerosity) is not
encoded in that NIRS channel. But this interpretation pre-
sumes that the pool of neurons triggering NIRS activation
in that channel has sufficient gain to reveal activation dif-
ferences. By adding stimulus C (e.g. 18 elements) one can
determine if increasing the stimulus difference (from 2:1
to 3:1) reveals sensitivity to dimension Y (numerosity).

6. Comparison of NIRS with other measures

Because NIRS is a relatively novel method in devel-
opmental brain imaging, it is important to evaluate the
strengths and weaknesses of NIRS measurements. One way
to achieve this is to compare NIRS data with behavioral
and other neurophysiological measures in an attempt to
obtain converging findings. It is important to note, how-
ever, that dissociations between different measures may
indicate that they each assess slightly different aspects of
neural processing, so the absence of convergence across
measures is not necessarily a cause for concern.

6.1. Comparison with a behavioral measure in newborns
at UBC

Exploring newborns’ speech perception and language
learning abilities has been one of the most prolific areas of
application for NIRS. It is, therefore, important to show the
convergence between optical imaging measures and more
traditional, well-established behavioral techniques in this
domain.

The laboratory at UBC used the high amplitude suck-
ing (HAS; Floccia et al., 1997; Moon et al., 1993; Nazzi
et al., 1998; Shi et al., 1999; Byers-Heinlein et al., 2010)
procedure to replicate Gervain et al.’s (2008) results, pro-
viding a behavioral comparison. Ten newborns participated
in the ABB condition (4 females; average age: 2.1 days;
range: 1–3 days;) and 10 different newborns participated
in the ABA condition (4 females; average age: 2 days; range:
1–3 days). An additional 10 babies were tested, but failed
to complete the experiment due to crying, fussiness or

falling asleep, a standard attrition rate for the HAS proce-
dure (Floccia et al., 1997; Moon et al., 1993; Nazzi et al.,
1998).

In the habituation phase, newborns were exposed to a
stimulus whenever they made a high amplitude suck on a
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pacifier linked to a pressure transducer. Half of the infants
were habituated to the adjacent repetition (ABB) gram-
mar, the other half to the non-adjacent repetition (ABA)
grammar. At the beginning of this first habituation phase,
infants typically produced a large number of high ampli-
tude sucks, because the stimuli were novel. Over a period of
several minutes, as the stimuli gradually became familiar,
they decreased their sucking rate. When the sucking rate
decreased by 25% as compared to the sucking rate of the
previous two (consecutive) minutes, infants were consid-
ered to be habituated (Floccia et al., 1997; Moon et al., 1993;
Nazzi et al., 1998). After habituation, new stimuli were pre-
sented in the test phase: both groups were switched over
to the random (ABC) grammar. An increase in sucking rate
after the switch indicates that infants can discriminate the
pre- and post-switch stimuli.

Results showed that only the infants in the ABB group
noticed the switch and increased their sucking rate (mean
number of high amplitude sucks 2 min pre-switch: 13.15
and 2 min post-switch: 23.4). Infants in the ABA group con-
tinued to decrease sucking after the switch (mean number
of high amplitude sucks 2 min pre-switch: 17.95 and 2 min
post-switch: 13.05). Using the number of high amplitude
sucks in the 2 min pre- and post-switch as the depen-
dent variable, as is customary for HAS (Floccia et al., 1997;
Moon et al., 1993; Nazzi et al., 1998), an analysis of vari-
ance with Grammar (ABB/ABA) as a between-subject factor
and Stimulus Type (pre-switch/post-switch) as a within-
subject factor revealed a significant Grammar × Stimulus
Type interaction (F(1,18) = 4.569, p = 0.046). This result was
carried by a significant increase in the number of HA sucks
in the ABB group (t(9) = 2.515, p = 0.033), but not in the
ABA group (t(9) = 1.692, ns). No main effects were signif-
icant. The numerical difference between the number of
high amplitude sucks in the pre-switch phases of the two
groups (ABB: 13.15 and ABA: 17.95) was not significant
(t(18) = 1.121, ns).

These results are convergent with the NIRS results
obtained by Gervain et al. (2008) and provide a strong
behavioral validation for the latter.

6.2. TOBII eye tracker and optical imaging

Measures of looking behavior have emerged as potent
tools in studying human cognition. Looking behavior is
largely automatic, and has been shown to reflect cognitive
processing at various levels and at different developmen-
tal stages (see reviews by Aslin, 2007; Tanenhaus et al.,
1995). Eye-tracking is particularly suited to infants, who
have a limited behavioral repertoire, and gaze data can
reveal different cognitive states on a trial-by-trial basis.
Therefore, integrating looking behavior with NIRS allows us
to examine the relation between the hemodynamic signal
correlated with neural activity and the presented stimuli,
modulo the cognitive state of the participant, as revealed
by the gaze data. Indeed, comparisons with eye gaze data

can corroborate the canonical interpretation of NIRS mea-
surements in terms of the metabolic cost and effort of
processing, neural commitment etc. In addition, gaze data
can itself be used to validate and improve the quality of the
NIRS signal. For example, in looking studies, imaging tri-
e Neuroscience 1 (2011) 22–46 41

als can be accepted or rejected based on how much visual
stimulation was accessed, as revealed by the eye tracker. In
addition, gaze data can be used to ensure that differences
in the hemodynamic response to two sets of visual stim-
uli, as estimated by the NIRS data, are not due to different
looking behavior to the two sets.

In the Rochester and Harvard labs, we have integrated
the ETG-4000 with the commercially available Tobii sys-
tem (www.tobii.com), in which the eye-tracking system is
embedded into the frame of a video monitor. This system
is particularly well suited to infants, as it does not require
the infant to wear any headgear, has a large field of view,
can be quickly calibrated, and can automatically re-acquire
the gaze position if the infant turns away from and back to
the display monitor.

The ETG-4000 accepts a predefined set of commands
over the serial port. These commands start and stop data
acquisition, and can also send timing “marks” that are
incorporated into the acquired NIRS data. Therefore, any
system that measures behavior and is capable of address-
ing the serial port on the ETG-4000 system can be used
to synchronize the NIRS data with behavior. In our case,
we either use Psyscope (www.psy.ck.sissa.it) or SMART-
T (Shukla et al., submitted for publication). Psyscope is a
general-purpose experimental software that can interact
with Tobii over the Ethernet port to trigger the collection of
eye gaze data, and communicate over the serial port to trig-
ger the ETG-4000. SMART-T is a system designed primarily
for anticipatory eye-tracking paradigms (see McMurray
and Aslin, 2004), written in the Matlab environment, using
the Psychtoolbox suite, which includes a serial port inter-
face.

6.3. EEG/ERP and optical imaging

All neuroimaging tools have advantages and disad-
vantages; thus, fMRI has excellent spatial resolution but
relatively poor temporal resolution; it is also expensive and
cannot easily be used in children younger than 5 years. In
contrast, ERPs have excellent temporal resolution, can be
used across the entire life span, and are relatively inexpen-
sive. However, ERPs have relatively poor spatial resolution.

To compensate for these pros and cons, some investiga-
tors have moved to multi-modal imaging. In some cases
this means testing the same participant using the same
experimental design but using different imaging modali-
ties and during different sessions; for others, it may mean
adopting more than one imaging modality simultaneously
(e.g. recording EEG at the same time as performing fMRI).
The Harvard lab has explored the possibility of record-
ing ERPs (using high density arrays) while simultaneously
recording NIRS. Standard EGI electrode nets have been
modified to accommodate optodes from the Hitachi ETG-
4000 system. This has the advantage of being able to
record electrophysiological data that is spatially coupled
to NIRS data. Thus, for example, if our optodes sit over

the occipital “face area” of the brain, we can also record
ERPs from that same region. Indeed, given the superior
spatial resolution of NIRS relative to ERPs, we can target
a region-of-interest with NIRS and then record ERPs from
that region. If we then do source modeling of our ERP data,

http://www.tobii.com/
http://www.psy.ck.sissa.it/
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e can also constrain the number of dipoles using the NIRS
nformation.

. Open questions and future directions

Different neuroimaging techniques allow researchers to
ddress different questions. NIRS is particularly well suited
or identifying the brain mechanisms involved in cogni-
ive and social processes in pediatric populations not only
ecause infants have thinner skulls that allow for deeper
enetration of light, but also because NIRS is quiet, non-

nvasive and because it allows for detection of meaningful
nformation even with movement. Moreover, unlike EEG

hich is also relatively easy to use with infants and young
hildren, there is no inverse problem in the interpretation
f NIRS signals. As described throughout this paper, enor-
ous progress has been made in adapting NIRS for use
ith infant populations. NIRS is now being used to address

uestions in many domains from language processing and
isual perception through social understanding, and being
mplemented in increasingly sophisticated ways. In this
nal section, we review the challenges that still remain
long with the promise for, and new directions in which,
he technique can be used in the future.

.1. Continuing challenges

One of the most significant remaining challenges for
IRS concerns standardization. This challenge is not unique

o NIRS – it still exists for fMRI, EEG, and other tech-
iques for which different hardware, software, and data
eduction algorithms are used across laboratories. There
re, however, also unique challenges to NIRS. The major-
ty of NIRS systems in use for cognitive science research
n developmental populations employ continuous wave-
engths (CW) of light, and focus on the slow response in
ptical topography (OT). Differences remain across CW-OT-
IRS systems in the wavelengths of light used and in the

eparation between light sources and detectors. Following
irect empirical testing, consensus is being reached as to
he optimal range of wavelengths that is most revealing
or simultaneously measuring both deoxyHb and oxyHB,
ut the most effective wavelengths still seem to differ
cross NIRS systems, in part as a function of the fiber optic
able design. Differences also remain concerning the sep-
ration between sources and detectors used. The research
eviewed in this paper suggests that a separation between
cm and 3 cm is ideal, but there is still disagreement about
hether other separations may be adequate and whether
eeper brain structures can be sampled. To add to the
omplexity, as noted in our review, it appears that the
ource/detector separation that is optimal for imaging one
eural system in infants may be different than that required

or imaging another neural system.
There are specific challenges to using a neuroimaging

echnique with pediatric populations. Most laboratories

urrently use head landmarks for determining appropriate
lacement of sources and detectors. The relation between
xternal markers and internal structures varies among
ndividuals, a problem that is exacerbated in a pediatric
opulation in which the head and brain are rapidly matur-
e Neuroscience 1 (2011) 22–46

ing. The ongoing studies that include direct measures of
structural anatomy along with NIRS will be helpful in guid-
ing the appropriate use of head landmarks for determining
probe placement.

Unanswered questions also remain concerning the
dynamics of the HRF in developmental populations of dif-
ferent ages. Progress is being made to determine more
precisely when the HRF peaks, but individual differences,
developmental differences, and differences across brain
systems will remain. Similarly, although research has
begun, further work is still required to determine pre-
cisely what changes in oxyHB vs. deoxyHb indicate about
neural functioning, and what it means when one labora-
tory reports NIRS results using one of the variables while
another laboratory (or even another study from the same
laboratory) reports another. Studies comparing NIRS to
fMRI are helpful in this regard, but given the continuing
lack of a full understanding of the BOLD response in fMRI,
and the paucity of infant fMRI studies, caution is necessary
for making strong claims about the meaning of different
components of the NIRS HRF.

Although far easier to use with infants and special popu-
lations than fMRI, there is still less precision in localization
with NIRS than with fMRI. The use of new metrics, such
as the multi-voxel pattern classification technique being
tested by the Rochester lab, show considerable promise for
improving the spatial resolution of NIRS. Moreover, con-
tinuing studies comparing NIRS with fMRI are essential for
shedding light on the overlap vs. specificity of the knowl-
edge that can be obtained from each technique.

Different laboratories use different methods of data
reduction and data analysis. Some laboratories use soft-
ware packages that are built into the equipment, whereas
others use customized routines programmed into a com-
mon language, such as Matlab. In addition to the wide
variety of software packages available, the amount of
preprocessing has varied in the past across groups and
across studies, with different techniques for detrending, for
removing motion artifacts etc. It is essential to continue
to move toward standardization of these issues and/or
a greater empirically based understanding of the conse-
quences of different solutions.

7.2. Looking to the future

To date, NIRS has been used primarily in pediatric
populations to record a summary response to estimate
the underlying brain systems that are activated in vari-
ous tasks, rather than for assessing on-line processing or
revealing the sequence of neural structures involved. As
more laboratories begin to use NIRS in combination with
other techniques, such as ERPs and eye-tracking, the field
will be able to make more progress in combining measure-
ment of the brain systems involved with tracking the time
course of on-line processing. Moreover, several groups are
working on developing more reliable event-related NIRS

methodologies.

To date, the vast majority of NIRS studies have involved
infants or toddlers of only a single age. This is, in part,
a consequence of our collective understanding that with
a changing brain and a thickening skull, comparisons
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across ages have an added layer of interpretive complex-
ity. Nonetheless, one of the most exciting aspects of NIRS
is its potential to be used across the life span, to reveal
whether and how the underlying brain systems involved
in any particular task stay constant or change with matu-
ration, experience, and learning. As more laboratories gain
the ability to implement NIRS with different aged infants
and toddlers, and as the technique becomes more standard-
ized across labs, we can expect more studies that vary the
age and experience of the participant.

NIRS also shows considerable promise as a technique to
probe not just the static relation between events and the
underlying brain systems involved, but also how represen-
tations may change across experience and learning. Only
a few studies to date (e.g. Gervain et al., 2008) have used
NIRS to probe learning, but this is an area with tremendous
promise. Are all kinds of information learned equally well?
Is there a change in the brain systems utilized when con-
tent is being acquired vs. after more expertise is obtained?
Does this change with development? NIRS is particularly
well suited to address this collection of questions.

NIRS is known to be less susceptible to movement arti-
facts than are many other imaging tools. The most obvious
difficulties from movement ensue when the probes are dis-
placed on the head. To address this issue, the new advances
in cap design and probe holder configurations have con-
siderable promise. Nonetheless, interpretive problems still
remain for other types of movement. New routines are
being developed to remove these movement artifacts (Blasi
et al., 2007; Lloyd-Fox et al., 2009). As algorithms continue
to be perfected for distinguishing the neural signature of
muscle movement from that of cognitive activity and as the
design of headgear advances, it may become possible to use
NIRS to record neural activity in infants who are undergoing
gross motor movement (e.g. locomotion). This is a poten-
tial that exists for NIRS more than for any other imaging
device.

Many of the NIRS platforms have been developed for
estimating group rather than individual differences in
hemodynamic changes. But it is possible that with the
increased precision of NIRS, there may come a time when it
can be applied to clinical populations, for example infants
who have experienced cerebral infarcts, to begin to esti-
mate how damaged the brain is and where, and whether
there is recovery or redistribution of function following
injury. NIRS is much less expensive and much less inva-
sive to administer than are other neuroimaging tools. As
such, it is more amenable to repeated use. NIRS has been
used by clinical neonatologists and neurologists, but to
date they have tended to use only single channel NIRS sys-
tems, and used them to address only very basic questions
about whether or not there is activity in a particular area
of the brain. It would also be very valuable and instruc-
tive to determine how compensation occurs across time,
as has been done in some fMRI studies with brain dam-
aged infants. Future studies using NIRS in infants with brain

injury (in conjunction with some structural imaging task)
will be revealing as to whether NIRS can also be used as an
adjunct to current standard clinical practice.

One of the most exciting aspects of NIRS to date is that
new knowledge has been obtained through its use. A com-
e Neuroscience 1 (2011) 22–46 43

mon criticism of neuroimaging tools is that they have often
been used in the past to confirm, in the brain, what we
have already learned from behavioral tasks. Of course such
validation studies are a critical part of methodology devel-
opment, and many such studies have been done with NIRS
in order to ensure that it is a sensitive technique. However,
the true promise of neuroimaging tasks is to address ques-
tions that cannot be addressed behaviorally, and to probe
these questions more deeply to obtain a more mechanistic
explanation. NIRS research has been used to address new
questions. Ultimately, the value of any instrument lies in
the hands of the scientist who is using it. The final chal-
lenge and promise for the future entails not only gaining
more information about the function of localized and inter-
connected neural systems, but also becoming increasingly
creative in the questions we ask, and increasingly precise
in specifying the “linking hypotheses”, in articulating what
activation of different brain areas can tell us about the the-
oretical questions of interest.
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