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Vocal communication relies on the ability of listeners to identify, process, and respond to vocal sounds produced by others in complex
environments. To accurately recognize these signals, animals’ auditory systems must robustly represent acoustic features that distin-
guish vocal sounds from other environmental sounds. Vocalizations typically have spectral structure; power regularly fluctuates along
the frequency axis, creating spectral contrast. Spectral contrast is closely related to harmonicity, which refers to spectral power peaks
occurring at integer multiples of a fundamental frequency. Although both spectral contrast and harmonicity typify natural sounds, they
may differ in salience for communication behavior and engage distinct neural mechanisms. Therefore, it is important to understand
which of these properties of vocal sounds underlie the neural processing and perception of vocalizations.

Here, we test the importance of vocalization-typical spectral features in behavioral recognition and neural processing of vocal sounds,
using male zebra finches. We show that behavioral responses to natural and synthesized vocalizations rely on the presence of discrete
frequency components, but not on harmonic ratios between frequencies. We identify a specific population of neurons in primary auditory
cortex that are sensitive to the spectral resolution of vocal sounds. We find that behavioral and neural response selectivity is explained by
sensitivity to spectral contrast rather than harmonicity. This selectivity emerges within the cortex; it is absent in the thalamorecipient
region and present in the deep output region. Further, deep-region neurons that are contrast-sensitive show distinct temporal responses
and selectivity for modulation density compared with unselective neurons.
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Introduction
Vocal communicators rely on auditory processing to acquire so-
cial information from others (Belin et al., 2004; Seyfarth and

Cheney, 2017). Vocalizations are distinguished from other
sounds by their acoustic structure (Rieke et al., 1995; Attias and
Schreiner, 1998; Singh and Theunissen, 2003; Woolley et al.,
2005). Because vocalizations are produced by periodic oscilla-
tions of vocal membranes, they are characterized by spectral con-
trast and harmonicity; sound energy fluctuates at regular
intervals across the frequency axis (Riede and Goller, 2010; Titze,
2017). As the auditory equivalent of contrast in vision, spectral
contrast is the difference between the peak and valley amplitudes
of sound energy across the frequency spectrum (Singh and
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Significance Statement

Auditory coding and perception are critical for vocal communication. Auditory neurons must encode acoustic features that
distinguish vocalizations from other sounds in the environment and generate percepts that direct behavior. The acoustic features
that drive neural and behavioral selectivity for vocal sounds are unknown, however. Here, we show that vocal response behavior
scales with stimulus spectral contrast but not with harmonicity, in songbirds. We identify a distinct population of auditory cortex
neurons in which response selectivity parallels behavioral selectivity. This neural response selectivity is explained by sensitivity to
spectral contrast rather than to harmonicity. Our findings inform the understanding of how the auditory system encodes socially-
relevant signals via detection of an acoustic feature that is ubiquitous in vocalizations.
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Theunissen, 2003; Lewis et al., 2005). Harmonicity is the occur-
rence of frequencies at integer multiples of a fundamental fre-
quency (F0; X. Wang and Walker, 2012; X. Wang, 2013). Spectral
contrast and harmonicity are common in communication vocal-
izations (Soltis, 2010; Simmons and Megela Simmons, 2011; X.
Wang, 2013), and are important for vocal perception (Vicario et
al., 2001; Elliott and Theunissen, 2009; Oxenham, 2018). For
example, degrading speech by reducing spectral resolution re-
sults in lower intelligibility (Shannon et al., 1995; Winn and
Litovsky, 2015; Nogueira et al., 2016; Nourski et al., 2019) and
difficulty identifying speaker identity and sex (Gonzalez and Ol-
iver, 2005). This type of spectral degradation reduces both con-
trast and harmonicity, making it difficult to determine whether
and how these features contribute to perception.

To enable effective neural encoding of vocalizations, the au-
ditory cortex may be tuned to acoustic signatures of vocal sounds
(Smith and Lewicki, 2006; Lewis et al., 2009; Perrodin et al., 2014;
Shepard et al., 2015; Holdgraf et al., 2016; Allen et al., 2017).
Because spectral contrast and harmonicity co-occur in vocaliza-
tions, determining whether auditory neurons encode one of these
features or both is important for understanding the neural mech-
anisms of vocal communication. Evidence exists for cortical tun-
ing to both features. The responses of cortical neurons are
modulated by spectral peak placement and contrast (Schreiner
and Calhoun, 1994; Shamma et al., 1994) and harmonic (integer
ratio) relationships between frequency components (Feng and
Wang, 2017). Whether both or one of these features drives re-
sponse selectivity for vocal sounds is unknown, however.
Spectral contrast and harmonicity covary in studies compar-
ing neural responses to frequency combinations and stimuli
with flatter spectra (Lewis et al., 2009; Norman-Haignere et
al., 2013, 2016). Therefore, selectivity for the spectral struc-
ture of vocalizations could be due to tuning for either spectral
contrast or harmonicity.

Here, we determined behavioral and neural sensitivity to
spectral structure in the zebra finch (Taeniopygia guttata), a social
songbird with high contrast, harmonic vocalizations (Zann,
1996; Brainard and Doupe, 2013) and a well characterized audi-
tory system (Woolley, 2017). We measured perceptual sensitivity
to spectral structure from behavioral responses to normal and
vocoded calls. We measured neural sensitivity to spectral struc-
ture by recording the electrophysiological responses of single au-
ditory cortex neurons to the same stimuli. We found that the
neurons with response preferences that matched behavior were
anatomically localized to the deep region of primary auditory
cortex. We then tested whether these neurons were tuned to
spectral contrast, harmonicity or both by recording their re-
sponses to synthetic sounds that varied in each feature inde-
pendently. We found that neurons were tuned to spectral
contrast rather than harmonicity. Because tuning results sug-
gested that harmonicity was not a significant feature in
response preference for vocal sounds, we tested birds’ percep-
tual sensitivity to harmonic and inharmonic calls. Behavioral
responses showed that birds were insensitive to harmonicity.
Results indicate that neural tuning for the acoustic structure of
vocalizations relies on spectral contrast and emerges within
cortical circuits; it is present in neurons of the deep output
region, but absent in the thalamorecipient region. Although
both spectral contrast and harmonicity are ubiquitous in vo-
calizations, contrast appears to be the feature that drives au-
ditory selectivity in both neural coding and behavior.

Materials and Methods
Stimuli
Nine natural distance calls served as stimuli in behavioral and physiolog-
ical experiments and as stimulus templates to create vocoded calls (Fig.
1), harmonic and inharmonic synthetic calls, and tones at call fundamen-
tal frequencies (see Fig. 7). Calls were recorded from each of nine females
housed alone in an anechoic sound-attenuation booth (Industrial
Acoustics) through a microphone (Sennheiser, MKE 2– 60) connected to
an audio interface (Focusrite Saffire Pro 40), using Sound Analysis Pro
software (Tchernichovski et al., 2000). Recorded calls were bandpass
filtered between 300 and 8000 Hz before being used as templates to
generate vocoded calls, ripples, and tones.

Vocoded calls were used in both behavioral and physiological experi-
ments and were generated from natural calls using a vocoder imple-
mented in MATLAB (Fig. 1; Gaudrain, 2016). The frequency axis of
natural calls was divided into 16, 20, 27, 40, or 80 linearly-spaced bands
by bandpass-filtering with 12th-order Butterworth filters, resulting in
channel widths that decreased approximately linearly; channel widths
were 481, 385, 285, 183, and 96 Hz, respectively. The amplitude envelope
of each band was extracted by half-wave rectification and low-pass fil-
tered at 150 Hz with fourth-order Butterworth filters. The extracted
envelopes were used to modulate the amplitude of bandpass-filtered
noise, and the modulated noise bands were combined to form a vocoded
call.

Inharmonic calls were used in behavioral experiments and were gen-
erated from the nine natural calls using the modified STRAIGHT frame-
work (McDermott et al., 2012) devised to synthesize inharmonic speech
(McPherson and McDermott, 2018; Popham et al., 2018). Under the
modified STRAIGHT framework, the input signal (a distance call) was
decomposed into three time-varying components: spectral envelope, pe-
riodic excitation (voiced component), and aperiodic excitation (un-
voiced component). The periodic excitation was modeled as a sum of
sinusoids, and each sinusoid was then individually modified in fre-
quency. These sinusoidal components were then recombined with the
original aperiodic component and spectrotemporal envelope to produce
an inharmonic call. Synthesized inharmonic calls had three degrees of
inharmonicity (maximum frequency shifts). Frequencies of individual
components in a distance call were shifted up or down by a random
amount (i.e., jittered), and the amount of jitter was constrained within
10, 30, or 50% of the fundamental frequency. For each distance call and
maximum jitter, we included three variants with different random jitter
patterns. A constraint of 30 Hz was imposed on the minimum spacing
between adjacent frequency components. Synthesized harmonic calls
were generated with the same procedure except that frequency shifts
were not introduced in the sinusoidal components before synthesis. Syn-
thesized harmonic calls were generated to control for potential artifacts
introduced by the synthesis procedure.

Ripple stimuli used in both behavioral and physiological experiments
were 200 ms in duration, including 10 ms linear onset and offset ramps.
Spectral ripples are broadband sounds consisting of sinusoidal modula-
tions along the frequency axis that do not change along the time axis, and
are the auditory equivalent of visual gratings (deCharms et al., 1998;
Theunissen et al., 2004; Woolley et al., 2005). We generated ripple stimuli
that parametrically varied in spectral contrast and phase. Spectral con-
trast is the difference in amplitude (dB) between peaks and valleys of
spectral energy. Spectral contrast was varied by adjusting the amplitude
of the sinusoidal envelope to values of 5, 10, 20, 40, and 80 dB. The
harmonicity of ripples can be parametrically varied by shifting the phase
at which frequency peaks occur. In each ripple, the phase at which fre-
quency peaks aligned with integer multiples of the F0 was defined as zero.
Phase-shifted ripples were defined by the amount of shift (in proportion
of a cycle) relative to the phase-aligned ripple. Harmonicity was highest
for the phase-aligned ripple (phase � 0) and decreased as phase deviated
from zero (see Fig. 5A). Spectral modulation density is the frequency of
the sinusoidal spectral envelope in units of cycles per kilohertz, and de-
termines how close the spectral peaks are to one another. It is inversely
proportional to the fundamental frequency, which in zebra finch females
ranges from 400 to 700 Hz (Elie and Theunissen, 2016) and in males from
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600 to 1000 Hz (Vignal et al., 2008). We generated ripples with spectral
modulation densities of 1.2, 1.6, and 2.0 cyc/kHz, which match the spec-
tral modulation densities of zebra finch calls (1.2 cyc/kHz for males, 1.6
and 2.0 cyc/kHz for females) and song syllables (Vignal et al., 2008; Elie
and Theunissen, 2016; Moore and Woolley, 2019). Eight ripple phases
were spaced evenly across a cycle for each modulation density. Ripples
were generated using custom software (S. Andoni, University of Texas).

Pure tones used in physiological experiments were 200 ms duration at
frequencies ranging from 500 to 8000 Hz in 500 Hz intervals, and inten-
sities ranging from 30 to 70 dB SPL, in 10 dB steps. Tones used in behav-
ioral experiments were at frequencies and durations that matched the
fundamental frequencies (F0s) and durations of natural calls, between
445 and 610 Hz and between 220 and 400 ms.

Behavioral experiments
Vocal responses to the presentation of natural calls, vocoded calls, noise,
ripples and tones were recorded from adult male zebra finches (Fig. 1;
�120 d old). Before testing, a bird was isolated for 3–5 d in an anechoic
sound-attenuation booth (Industrial Acoustics) with ad libitum access to
food and water. Experimental sessions for all birds began within 3 h of the
onset of the light phase of the light/dark cycle and lasted �80 min. For
vocoded call experiments (n � 10), each bird’s stimulus set consisted of
four natural calls (selected at random from the set of 9 calls), the five
vocoded versions of each natural call (with varying channel numbers),
and a white noise sample that matched the average duration of the four
natural calls. Stimuli were presented in pseudorandom order. Ten repe-
titions of each stimulus were presented. Interstimulus intervals were
sampled from a uniform distribution between 15 and 22 s. Stimuli sam-
pled at 44.1 kHz were delivered in the free field at 60 dB SPL through a
speaker (Kenwood, KFC-1377) placed �23 cm away from the perch in
the booth. With each onset of stimulus presentation, audio recording
was initiated to record vocal responses of the subject bird to presented
stimuli.

For inharmonic call experiments, each bird’s stimulus set consisted of
three natural calls (from the same set of 9 as in vocoded call experiments),
nine synthesized inharmonic versions of each natural call (10, 30, and
50% maximum shift, including three different shift patterns for each
maximum shift value), three synthesized harmonic versions of each nat-
ural call, and a white noise sample that matched the average duration of
the natural calls. Eight repetitions of each unique stimulus were pre-
sented in pseudorandom order. Interstimulus intervals and audio re-
cording methods followed those of vocoded call experiments. Three of
the eight birds in the inharmonic call experiments were also used in the
vocoded call experiments.

For tone and ripple experiments, a separate cohort of birds (n � 4) was
presented with a stimulus set containing the same natural calls used in
previous experiments, plus either tones or ripples. Tone and ripple ex-
periments were conducted 4 weeks apart. Stimuli were presented and
behavioral responses were recorded exactly as in the other behavioral
experiments.

Experimental design and statistical analysis: behavioral testing
Audio recordings of the 5 s following stimulus onsets were analyzed and
distance calls were extracted. The probability of at least one distance call
response to each stimulus was computed from the time stamps of ex-
tracted distance calls. Only birds that produced �1 distance call(s) in
�10% of all trials and produced �1 distance call(s) in �50% of all trials
for at least one specific stimulus were included in the final analysis. Be-
cause of individual variability, 50 – 60% of birds typically meet inclusion
criteria (Vicario et al., 2001).

To test the statistical significance of differences in response call behav-
ior by stimulus, we rank-transformed the data and used repeated-
measures ANOVAs with an � of 0.05 to test the main effect of stimulus
type on response behavior, and Dunn–Sidak tests for multiple compari-
sons between stimulus types. Wilcoxon signed rank tests were used to test
differences between response rates along the time course of trials.

Electrophysiology
Recordings were made in 6 adult male zebra finches (�120 d old). For
surgeries, birds were anesthetized with 0.5–2% isoflurane continuously
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Figure 1. Spectral degradation decreases vocal responses to playback of calls. A, Original
nine female distance calls used as stimuli. B, Example of one trial in the call-response behavior
paradigm, in which presentation of a natural call evoked four response calls. C, Average number
of response calls in the first 5 s following the onset of natural call and noise presentation, shown
in 100 ms time bins. Asterisks indicate significant differences between responses to natural calls
and noise for each 1 s period (*p � 0.01, Wilcoxon signed rank tests). D, Schematic showing
how vocoded calls were generated from natural calls. The example depicts generation of a
four-channel vocoded call. The natural call (left spectrogram) was decomposed into four spec-
tral bands, and the amplitude envelope of each was extracted. Red bar indicates the width of
one spectral channel. E, Example spectrograms and frequency power spectra of vocoded
versions of a call showing the differences in acoustic structure across test stimuli. Red bars
indicate the widths of spectral channels. F, Correlation coefficients between the frequency
power spectra of vocoded calls and those of their natural call templates (mean � SEM;
N � 9). The spectral similarity of vocoded calls with natural calls increased with channel
number. G, Proportion of trials in which birds produced at least one response call for each
stimulus type (mean � SEM; N � 10). Cyan and gray asterisks indicate significant differ-
ences from natural calls and noise respectively in stimulus-evoked responses. Black aster-
isks and brackets denote significant differences between responses evoked by vocoded
calls with different numbers of channels. *p � 0.05, ***p � 0.001, rank-transformed
repeated-measures ANOVA with Dunn–Sidak tests.
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delivered through a custom inhalation device, and placed in a stereotaxic
holder. Then, 2.5 by 2.5 mm bilateral craniotomies were made, centered
at a point 1.25 mm lateral and 1.25 mm anterior from the bifurcation of
the midsagittal sinus. Using dental acrylic, a metal pin was attached to the
skull. A ground wire was inserted beneath the skull and affixed with
dental acrylic at a position �0.2 mm caudal to the bifurcation of the
midsagittal sinus. After surgeries, lidocaine was applied to the head and
birds recovered for 2 d before the first recording session. Before the first
recording session and between sessions, craniotomies were covered with
Kwik-Cast Sealant (World Precision Instruments).

Recordings of single neuron responses were made throughout audi-
tory cortex (Figs. 2, 3). Recordings were made in awake, head-fixed birds
inside a walk-in sound-attenuating booth (Industrial Acoustics). One to
two electrode array penetrations were made per day, with probes ori-
ented along the rostral-caudal axis. Each probe had 32 channels, with 8
conductive contacts on each of 4 shanks (NeuroNexus, A32). The spac-
ing was 200 �m between shanks and 100 �m between contacts on the
same shank. Neural responses were recorded at three or four depths
along the same penetration, with the base of the probe positioned at 1.2,
2.0, and 2.8 mm, or 0.8, 1.6, 2.4, and 3.2 mm below the surface of the
brain. Stimuli were sampled at 24.4 kHz and delivered through a speaker
(JBL Control I) placed 23 cm in front of the bird. All non-tone stimuli
were delivered at 60 dB SPL. During recording sessions, 10 repetitions of
each stimulus were presented in pseudorandom order, with interstimu-
lus intervals sampled from a uniform distribution spanning 0.75–1 s.
Daily recording sessions lasted up to 5 h. Continuous voltage traces were
amplified, bandpass filtered between 300 and 5000 Hz, digitized at 24.4
kHz (RZ5, Tucker-Davis Technologies), and stored for subsequent data
analysis. Before each penetration, electrode arrays were coated with CM-
DiI (C7000, Invitrogen) or SP-DiO (D7778, Invitrogen) dissolved in
100% ethanol. The DiI and DiO were alternated between adjacent pen-
etrations along the medial-lateral axis so that they could be resolved in
subsequent histological analysis.

Anatomical localization of recorded neurons. After the last recording
session, a bird was given an overdose of Euthasol and transcardially
perfused with saline followed by 10% formalin. The brain was extracted
and postfixed in 10% formalin. After at least 24 h, the brain was trans-
ferred to 30% sucrose-formalin solution for cryoprotection. After cryo-
protection, 40 �m parasagittal sections were made using a freezing
microtome (American Optical). Sections were mounted and imaged
(Olympus America) under CY3 and FITC filters to localize fluorescent
DiI and DiO tracks. A bright-field image was taken for each brain section
to delineate the borders of the thalamorecipient regions L2a, where dark
fibers are visualized (Calabrese and Woolley, 2015; Moore and Woolley,
2019). Sections were then dried, stained for Nissl bodies and imaged to
delineate borders between cortical regions based on their cytoarchitec-
tural features (Fortune and Margoliash, 1992).

Boundaries between regions were visualized based on laminae, cyto-
architecture and thalamic fibers (Fig. 2). The intermediate region L2a
(intermediate-a) is characterized by small, densely packed cells and by
the termination of dark thalamic fibers. The intermediate region L2b
(intermediate-b) is a population of densely packed, darkly Nissl-stained
cells dorsal to the tip of intermediate-a. The deep region, L3, is caudal to
intermediate-a, and ventral to intermediate-b. Neurons in the deep re-
gion are larger and less densely packed than those in intermediate-a,
intermediate-b, and L. The ventral border of the deep region is the dorsal
medullary lamina (LMD). The secondary region, caudal nidopallium
(NC) is caudal to intermediate-b and L3.

To create anatomical maps of single unit locations in the auditory
cortex (Fig. 3), we estimated the coordinates of each unit by measuring
the location of recording sites visible in the DiI and DiO electrode tracks
relative to anatomical reference points. Reference points were anatomi-
cal landmarks that could be identified in each hemisphere for each bird,
allowing us to standardize recording location estimates across birds. To
estimate the medial-lateral coordinates of all units recorded from a single
electrode penetration, we determined the reference plane, which is the
parasagittal section at which the ventral tip of L2a first intersects with the
LMD when moving laterally from the midline. For each identified DiI or
DiO track, the medial-lateral coordinate was determined based on the

relative position of the DiI or DiO track compared with the reference
plane. To estimate the caudal-rostral and dorsal-ventral positions within
a parasagittal section, the reference point was defined as the point at
which the ventral tip of L2a is closest to, or intersects with, the LMD. The
position of the center of the probe base was measured relative to the
reference point, and a coordinate was assigned to each unit based on
the known positional difference between the recording site from which
the unit was recorded, and the base of the probe.

Experimental design and statistical analysis: electrophysiology
Data analysis was conducted as by Calabrese and Woolley (2015) and
Moore and Woolley (2019). Spikes were detected and sorted offline using
the WaveClus automated sorting algorithm followed by manual refine-
ment (Quiroga et al., 2004). To detect spikes, we applied a nonlinear filter
on the bandpass-filtered voltage trace, which emphasized high-
amplitude and high-frequency voltage deflections. This maximized the
accuracy with which the time-stamps of spike events were determined
(Kim and Kim, 2000; Calabrese and Woolley, 2015; Moore and Woolley,
2019). We fed the voltage waveforms into the WaveClus algorithm to
automatically sort spikes on the raw voltage traces from each channel,
and manually refined the output by inspecting the waveform shape and
amplitude of each cluster. Last, single units were identified based on
signal-to-noise ratio (the difference between mean of spike amplitudes
and noise amplitudes divided by the geometric mean of their SDs; 95%
CI: 6.64 –7.14), interspike interval distribution (the percentage of ISIs
�1 ms; 95% CI: 0.04 – 0.06%), and stability of recordings across trials.
This procedure identified a total of 1825 single units across L2a, L2b,
L3, and NC.

Units were included in the analysis of call (vocoded and natural),
ripple, and tone responses if they showed significant responses to at least
5% of all stimuli in each respective set. Significant responses were deter-
mined as follows. Each unit’s spontaneous firing rate was computed from
the 200 ms period preceding each trial. Driven firing rates were com-
puted with spikes occurring between stimulus onset and 20 ms after
stimulus offset. Onset firing rates were computed with spikes occurring
within the first 50 ms following stimulus onset. Evoked responses were
considered significant if either the driven firing rate or the onset firing
rate was significantly higher or lower than spontaneous rates at p � 0.05.
This procedure yielded 847 call-responsive, 674 ripple-responsive, and
1184 tone-responsive units across L2a, L2b, L3, and NC (Table 1). Re-
sponse selectivity for call stimuli was defined as the proportion of natural
and vocoded call stimuli that did not evoke significant driven firing rates
from a given unit (Fig. 2).

Like mammalian cortex, the avian auditory cortex (AC) has two major
physiological cell types, which differ in action potential waveform shape
and in average spontaneous and stimulus-driven firing rate (Meliza and
Margoliash, 2012; Harris and Mrsic-Flogel, 2013; Calabrese and Wool-
ley, 2015; Araki et al., 2016). Because the correspondence between phys-
iological cell type and morphological or biochemical features has not
been established in the songbird, these types are referred to as putative
excitatory principal cells (pPCs) and putative inhibitory interneurons
(pINs). Each single unit was classified as either a pPC or a pIN based on
spike waveform shape, as by Calabrese and Woolley (2015) (see Fig. 3).
Briefly, we computed the average waveform for each unit using all de-

Table 1. Number and proportion of all recorded units across auditory cortical
regions that did (responsive) and did not meet inclusion criteria across stimulus
types

Region
Call-
responsive

Ripple-
responsive

Tone-
responsive

Total
responsive

Total
recorded

L2a (Int-a) 111 (89)* (26)† 108 (86)* (25)† 116 (93)* (27)† 125 (29)† 429
L2b (Int-b) 189 (66)* (45)† 164 (57)* (39)† 241 (84)* (58)† 287 (67)† 418
L3 (Deep) 411 (54)* (48)† 315 (41)* (37)† 537 (70)* (63)† 768 (90)† 852
NC (Sec) 136 (21)* (20)† 87 (13)* (13)† 290 (45)* (43)† 645 (95)† 681
All regions 847 (46)* (26)† 674 (37)* (21)† 1184 (65)* (36)† 1825 (56)† 3245

Numbers are counts of recorded units.

*Percentage of responsive neurons out of total responsive.

†Percentage of responsive neurons out of total recorded.
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tected waveforms for that unit. We then computed the width of each
unit’s average waveform (the width at half-height of the negative peak,
plus the width at half-height of the positive peak) and used a Mixture of
Gaussians clustering algorithm to classify each unit as either a pPC or a
pIN.

Spectral preference index. A spectral preference index (SPI) was used to
compare units’ responses to high-resolution vocoded calls (40 and 80
channels) and low-resolution vocoded calls (16 and 20 channels). The
SPI was defined as the difference between average firing rates evoked by
high-resolution vocoded calls and low-resolution vocoded calls, normal-
ized by their sum. SPI ranged from �1 to 1, with more negative values
indicating stronger responses to low-resolution calls, a value of zero
indicating the same firing rates to high- and low-resolution vocoded
calls, and more positive values indicating stronger responses to high-
resolution calls. The SPI (see Figs. 3, 4, 6) was computed with the follow-
ing formula:

SPI �
FR40,80 � FR16,20

FR40,80 � FR16,20
,

where FR40,80 represents the average firing rate evoked by 40- and 80-
channel vocoded calls, and FR16,20 represents the average firing rate
evoked by 16- and 20-channel vocoded calls. Neurons with SPI � 0.2,
indicating 50% response enhancement to high- over low-resolution calls,
were classified as high-resolution-selective (High). Neurons with SPI
��0.2, indicating 50% response enhancement to low- over high-
resolution calls, were classified as low-resolution-selective (Low). The
remaining units with �0.2 � SPI � 0.2 were classified as unselective
(Un).

Temporal response properties. Single-unit peristimulus time histo-
grams (PSTHs; see Fig. 4) were constructed by calculating the trial-
averaged instantaneous firing rates in 1 ms bins and smoothing the
responses with a 5 ms Hanning window. Population PSTHs (pPSTHs)
were computed by averaging the min-max normalized PSTHs across a
population of single units. For visualization purposes, pPSTHs were
smoothed by applying a 10 ms moving average. Latency of neural re-
sponse (see Fig. 4) was calculated using established methods (Chase and
Young, 2007; Schumacher et al., 2011) by identifying the first time after
stimulus onset at which spiking activity significantly deviated from spon-
taneous activity ( p � 0.05), assuming that the neuron was firing sponta-
neously with Poisson statistics. Call response latency was taken as the
shortest latency among those computed for all natural and vocoded call
stimuli. Tone response latency was calculated by averaging latencies
across sound intensities and taking the shortest average latency across
tone frequencies.

Onset index was calculated from responses to natural and vocoded
calls using the following formula:

Onset Index �
FRonset � FRsustained

FRonset � FRsustained
,

where FRonset represents the average firing rate during the first 50 ms
after stimulus onset, and FRsustained represents the average firing rate
during the subsequent period until stimulus offset. For each neuron,
onset indices were averaged across all call stimuli that elicited a signifi-
cant response (either the driven firing rate or the onset firing rate was
significantly higher or lower than spontaneous rates at p � 0.05).

Sensitivity to spectral contrast and harmonicity. Responses to ripples
were analyzed to determine neural sensitivity to spectral contrast and/or
phase (see Figs. 5, 6). For ripples at each spectral modulation density (1.2,
1.6, and 2.0 cyc/kHz), a unit’s driven firing rate was computed for each
contrast-phase combination and used to construct a response matrix
with contrast depth on the y-axis and phase on the x-axis. To examine
ripple responses at the population level, the depth-phase matrices of a
neuron’s responses to ripples at the three spectral modulation densities
were z-scored and averaged. Single neuron matrices were then averaged
to make the population response depth-phase matrix.

To investigate whether spectral contrast and/or harmonicity (phase)
explained the variance in firing rates to ripple stimuli, we used partial F
tests to compare nested regression models. We began with a full model,

including modulation density, spectral contrast, and phase as predictor
variables. We then tested the contributions of spectral contrast and phase
by constructing two reduced models, one without spectral contrast, and
one without phase. F tests were used to compare each reduced model to
the full model.

Modulation density and contrast in single neurons. Best spectral modu-
lation density (see Fig. 6) was determined for each neuron by averaging
the firing rates evoked by all ripples, across phases and depths, for each
density, and selecting the modulation density with the highest average
firing rate. Best phase was determined for each modulation density by
averaging firing rates across contrasts, and selecting the phase evoking
maximal average firing rate. Spectral contrast dependency (see Fig. 6) of
single-unit responses was computed via Spearman’s tests of correlation
between driven firing rates and ripple contrasts at each tested modula-
tion density and at a neuron’s preferred phase (the phase eliciting maxi-
mal average response). A � of 1 indicates that firing rate increases
monotonically with contrast, and a � of �1 indicates that firing rate
decreases monotonically with contrast.

Statistical tests were nonparametric or on rank-transformed data. We
used Kruskal–Wallis ANOVAs at an � of 0.05 to test for effects of brain
region or SPI on the response metrics described above, with Dunn–Sidak
tests for multiple comparisons. We used Wilcoxon signed-rank tests to
test for effects of cell types on responses. To control for temporal
response properties in some analyses, we performed ANCOVAs on rank-
transformed response data. We used Pearson’s 	 2 test to test distribu-
tions of neurons’ preferred ripple phases.

Results
Spectral degradation decreases behavioral responses to calls
We first tested how spectral degradation affects the behavioral
relevance of vocal communication sounds. Like humans, zebra
finches rely on hearing to learn, produce and perceive the vocal-
izations they use for social communication. Zebra finches ex-
change distance calls when visually separated (Zann, 1996), and
birds recognize their mates’ voices (Vignal et al., 2004). Socially-
isolated birds readily respond to distance call playbacks by vocal-
izing (Vicario et al., 2001; Vignal and Mathevon, 2011; Perez et
al., 2015). We conducted a “call and response” behavioral test to
assess how birds’ responses differed with variations in the spectral
properties of acoustic stimuli (Fig. 1). Stimuli were natural calls,
noise and vocoded versions of the natural calls. First, adult males
were housed alone in sound-isolated booths and presented with
the distance calls of other birds and filtered noise stimuli (Fig.
1A,B). Vocal responses to call and noise presentations were re-
corded, analyzed and compared between stimulus types (Fig.
1C). Birds reliably responded to presentations of natural calls by
producing their own distance calls, and the occurrence of re-
sponse calls peaked within 1 s of stimulus call onset (Fig. 1B,C).
The average strength of responses to noise presentation was sig-
nificantly lower than the average strength of responses to calls
(Fig. 1C; Wilcoxon signed rank tests, 1 s: W � 55, p � 0.0020; 2 s:
W � 55, p � 0.0020; 3 s: W � 36, p � 0.0078). Responses to noise
and natural calls provided the behavioral baseline against which
the effects of spectral manipulations on response calls could be
assessed.

To determine whether spectral degradation of call stimuli af-
fected birds’ vocal responses, we created vocoded calls that varied
in spectral resolution (Fig. 1D,E). Vocoded calls were composed
of linearly spaced spectral channels. Each channel consisted of
bandpass filtered noise whose amplitude modulation matched
that of the corresponding natural call (Fig. 1D). With each incre-
mental increase in number of channels, the width of each channel
decreased linearly. The presence of distinct and evenly spaced
frequency components was apparent in vocoded calls with 40 and
80 channels; spectral channels were narrow enough for adjacent
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frequency components to fall into different channels (Fig. 1E).
The acoustic similarity of natural and vocoded calls increased
with the number of channels in vocoded calls (Fig. 1F).

Using the same call and response paradigm, we tested whether
natural and vocoded calls differed in behavioral salience (Mate-
rials and Methods). Vocal responses significantly differed across
stimulus type and across vocoded calls with different numbers of
channels (Fig. 1G). The probability of a bird responding in-
creased with increasing spectral resolution (rank-transformed
repeated-measures ANOVA, F(6,54) � 25.59, p � 4.10�14). Birds
responded to a greater proportion of vocoded calls with 40 and 80
spectral channels than to noise (all p � 5.10�5, Dunn–Sidak test).
These results showed that birds responded more to vocoded calls
with higher spectral resolution, indicating that the presence of
discrete frequency components was necessary for eliciting behav-
ioral responses.

Sensitivity to spectral degradation is anatomically localized in the
auditory cortex
Because birds’ responses to calls decreased with spectral degrada-
tion (Fig. 1), we hypothesized that AC neurons would show sim-
ilar sensitivity to spectral degradation. The structure and
function of the zebra finch auditory cortex are well studied
(Woolley, 2017) and avian cell types (Dugas-Ford et al., 2012),
connectivity patterns (Y. Wang et al., 2010), and information-
processing principles (Schneider and Woolley, 2013; Calabrese
and Woolley, 2015; Moore and Woolley, 2019) parallel those of
mammalian cortex. Like mammalian cortex, zebra finch AC
processes sound hierarchically (Fig. 2A). The intermediate sub-
regions, L2a and L2b (hereafter intermediate-a and intermediate-
b), receive input from the auditory thalamus and relay
information to the superficial (L1/CM) and deep (L3) regions;
the superficial regions also project to the deep region. The deep
region is a major source of projections to the secondary auditory
cortex (NC) and subcortical regions (Mello et al., 1998). To test
whether the same AC neurons responded differently to natural
and vocoded calls, we recorded the extracellular activity of single
auditory neurons while birds were presented with the same nat-
ural and vocoded calls used in behavioral experiments (Materials
and Methods; Table 1; Fig. 2B).

Single neurons’ spiking responses to calls were progressively
lower and more selective along the cortical processing pathway,
in agreement with previous reports of song encoding in these
regions (Meliza and Margoliash, 2012; Calabrese and Woolley,
2015; Moore and Woolley, 2019). Stimulus-evoked firing rates
differed significantly across brain regions (Fig. 2C; Kruskal–Wal-
lis ANOVA, 	 2

(843) � 62.62, p � 1.10�13); neurons in the
intermediate-a region fired at higher rates than did neurons in all
other regions (Dunn–Sidak test, all p � 0.0079), and secondary-
region neurons fired at lower rates than did neurons in other
regions (Dunn–Sidak test, all p � 5.10�5). Response selectivity,
defined as the proportion of calls that failed to evoke significant
driven firing rates, was significantly lower in the intermediate-a
region than in all other regions (Fig. 2D, left; Kruskal–Wallis
ANOVA, 	 2

(843) � 31.78, p � 6.10�7; Dunn–Sidak test, all p �
0.00014). Response selectivity differed across vocoded calls only
in the deep region, the avian parallel of mammalian layer 5. The
proportion of high-resolution calls that evoked responses was
larger than the proportion of low-resolution calls that evoked
responses, in the same neurons (Fig. 2D, right; deep region:
Kruskal–Wallis ANOVA, 	 2

(2870) � 64.08, p � 7.10�12; Dunn-
Sidak test, all p � 0.0067). Response selectivity did not differ
across stimuli in other AC regions (intermediate-a: Kruskal–

Wallis ANOVA, 	 2
(770) � 1.77, p � 0.94; intermediate-b:

Kruskal–Wallis ANOVA, 	 2
(1316) � 9.28, p � 0.16; secondary:

Kruskal–Wallis ANOVA, 	 2
(945) � 3.55, p � 0.74; data not

shown). Additionally, average firing rates across vocoded calls
differed only in the deep region (Kruskal–Wallis ANOVA, 	 2

(2870)

� 17.42, p � 0.0079; intermediate-a: 	 2
(770) � 0.6, p � 0.99;

intermediate-b: 	 2
(1316) � 3.69, p � 0.72; secondary: 	 2

(945) �
0.58, p � 0.99).

To assess sensitivity to spectral resolution in each single neu-
ron, we calculated a SPI value from each neuron’s responses to
vocoded calls. The SPI quantifies a neuron’s response preference
for low versus high spectral resolution (Materials and Methods;
Fig. 3). To determine whether spectral preference was spatially
organized within the AC, we anatomically mapped SPI by plot-
ting the locations of recorded neurons based on reconstructed
recording coordinates (Fig. 3A). Maps showed that SPI was spa-
tially organized; neurons with positive SPI (blue), indicating
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preference for high-resolution calls, were concentrated in the
deep region.

Because the songbird AC is comprised of two major cell types
(Meliza and Margoliash, 2012; Harris and Mrsic-Flogel, 2013;
Calabrese and Woolley, 2015; Araki et al., 2016), we tested
whether each AC region’s pINs or pPCs differed in spectral pref-
erence by determining whether their SPIs differed (Fig. 3B). We
found no significant differences between pINs and pPCs in any
region. In the deep region, both pINs and pPCs were selective for
high-resolution calls (Wilcoxon signed rank test, pIN: W � 2975,
p � 5.10�7; pPC: W � 2625, p � 3.10�6). In the intermediate-b
region, both pINs and pPCs in were selective for low-resolution
calls (Wilcoxon signed rank test, pIN: W � 390, p � 0.0024; pPC:
W � 2625, p � 2.10�5). SPIs in the intermediate-a region and
secondary region did not differ significantly from zero (Wilcoxon
signed rank tests, intermediate-a pIN: W � 495, p � 0.14; pPC:
W � 1274, p � 0.82; secondary pIN: W � 180, p � 0.60; pPC:
W � 3208, p � 0.42). Based on these results, the responses of
pINs and pPCs were grouped in subsequent analyses of response
properties.

Temporal response properties of deep region neurons vary with
spectral structure preference
While the deep region contained a high density of neurons that
were selective for more natural (high-resolution) calls (Figs. 2, 3),
SPI did vary across deep-region neurons (Fig. 4A). To identify
response features that covaried with selectivity in deep-region
neurons, we tested how the temporal dynamics of call responses
differed with SPI. We compared High, Un, and Low units’ re-
sponses to calls using three measures of response dynamics: (1)
latencies to first spike, (2) pPSTHs, and (3) onset index (OI). The
responses of High (N � 120), Un (N � 239), and Low (N � 52)
neurons differed significantly. First spike latencies differed be-
tween groups, even after controlling for onset firing rates (Fig.
4B, left; rank-transformed ANCOVA, F(2,405) � 6.86, p �
0.0012). Latencies were longer in High and Low units than in Un
units (Dunn–Sidak test, High-Un p � 0.013; Low-Un p �

0.0075). A similar pattern of latency differences was apparent in
responses to pure tones, but differences were not significant after
controlling for onset responses (Fig. 4B, right; rank-transformed
ANCOVA, F(2,351) � 1.53, p � 0.22). Response latencies to calls
were correlated with response latencies to pure tones (Pearson’s
r � 0.59, p � 3.10�35) and ripples (Pearson’s r � 0.75, p �
6.10�52).

Responses of High, Un, and Low neurons also differed over
the course of a call (Fig. 4C,D). The population of Un neurons
showed a strong response at stimulus onset, followed by a weaker,
sustained response thereafter. In contrast, the population re-
sponses of High and Low neurons were strongest in the sustained
portion of the response, after stimulus onset. To quantify the
relationship between spectral preference and the temporal re-
sponses in each neuron, we compared OI (Materials and Meth-
ods) and SPI (Fig. 4E). Like SPI, OI differed across neurons,
ranging from nearly 1 to �1. This analysis showed that OI values
were significantly higher in Un neurons than in High or Low
neurons (Fig. 4E; Kruskal-Wallis ANOVA, 	 2

(408) � 37.33, p �
8.10�9; Dunn–Sidak test, High-Un p � 7.10�9; Low-Un p �
0.023). These results showed that response selectivity based on
spectral structure was correlated with temporal response pattern;
neurons that were sensitive to spectral structure had stronger
sustained responses, whereas those that were insensitive to spec-
tral structure had stronger onset responses.

Sensitivity to call structure is explained by spectral contrast
To understand the specific acoustic features driving sensitivity to
spectral structure, we tested whether tuning for spectral contrast
or harmonicity, or both, explained response preference for high-
resolution calls, in deep-region neurons (Figs. 5, 6). As described
in Materials and Methods, spectral degradation decreases both
contrast and harmonicity, and each acoustic property has been
proposed to be important for vocal perception. AC neurons that
are sensitive to amplitude differences across frequencies have
been identified in guinea pigs (Catz and Noreña, 2013) and mar-
mosets (Barbour and Wang, 2003), and enhanced neural repre-
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sentation of spectral peak-to-valley differences is predicted by
computational models to result from lateral inhibition (Shamma,
1985; Yost, 1986). The detection of harmonically related fre-
quency components is a proposed mechanism in spectral models
of pitch extraction (Duifhuis et al., 1982; Scheffers, 1983).

To test neuronal sensitivity to spectral contrast and harmonic-
ity, we recorded the responses of single deep-region neurons to a
set of spectral ripples (Shamma et al., 1994), in which spectral
contrast and harmonicity were independently varied (Fig. 5). We
analyzed responses first by constructing contrast-phase matrices
of the average firing rate evoked by each ripple. Responses were
higher to ripples with the largest contrast, regardless of phase, and
decreased with decreasing contrast (Fig. 5B). To determine the
respective contributions of spectral contrast and harmonicity, we
tested whether removing contrast level or phase value as predic-
tor variables from a full multiple linear regression model would
reduce its ability to predict firing rates. The full model, including
spectral contrast, phase, and modulation density as predictors,
explained 68% of population firing rate variance (adjusted R 2 �

0.68). Removing phase from the model did not change its predic-
tive power (F(1,116) � 1.86, p � 0.18; adjusted R 2 � 0.68). Re-
moving spectral contrast, however, decreased the model’s
predictive power (F(1,116) � 226.87, p � 5.10�29; adjusted R 2 �
0.065). Results showed that deep-region neurons were sensitive
to spectral contrast, and that sensitivity to harmonicity was not
significant, at the population level. We then analyzed each neu-
ron’s preferred phase, and found that preferred phases were dis-
tributed evenly at modulation densities and SPIs (Table 2).

We then analyzed tuning to modulation density and spectral
contrast in Low, Un, and High neurons. Figure 6A shows the
contrast-phase matrices for each neuron group for the three
modulation densities examined. Each neuron’s matrix was cen-
tered such that the phase evoking the highest firing rate (pre-
ferred phase) was equal to zero. Each neuron included in the
analysis was responsive to both calls and ripples.

Low, Un, and High units showed distinct tuning profiles to
modulation density and contrast. Low neurons largely preferred
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ripples with the lowest modulation density of 1.2 cyc/kHz
(69.7%; Fig. 6B, left), and fired less to ripples with deeper mod-
ulations (Fig. 6C, left). Un neurons showed a relatively even dis-
tribution of preferred modulation density (Fig. 6B, middle), and
moderately increased firing with increasing contrast (Fig. 6C,
middle). High neurons predominantly preferred ripples with
higher modulation densities of 1.6 or 2.0 cyc/kHz (58.8 and
31.3%, respectively; Fig. 6B, right), and fired more to ripples with
greater contrast (Fig. 6C, right). These results showed that neu-
rons with response preferences for calls with natural-like struc-
ture (High neurons) also showed response preferences for
modulation densities typical of female zebra finch calls (Vignal et
al., 2008; Elie and Theunissen, 2016).

Sensitivity to spectral contrast was a strong predictor of SPI
(Fig. 6D). Spectral contrast dependency (Spearman’s �) was used
to quantify the monotonicity of the association between firing
rate and spectral contrast at a neuron’s preferred phase, for a
given modulation density. Positive values indicate that firing
rates increase with contrast, while negative values indicate that
firing rates decrease with increases in contrast. High neurons had
significantly more strongly positive � than Low and Un neurons
for all spectral modulation densities examined (Kruskal–Wallis
ANOVA, 1.2 cyc/kHz: 	 2

(278) � 30.35, p � 3.10�7; 1.6 cyc/kHz:
	 2

(278) � 74.21, p � 8.10�17; Fig. 6D, left; 2.0 cyc/kHz: 	 2
(278) �

58.91, p � 2.10�13; Dunn–Sidak tests, p � 0.0058 for all pairwise
comparisons and all modulation densities). Contrast depen-
dency was significantly correlated with call SPI at all modulation
densities examined (Pearson correlations, 1.2 cyc/kHz: r � 0.35,
p � 1.10�9; 1.6 cyc/kHz: r � 0.56, p � 2.10�24; Fig. 6D, right; 2.0
cyc/kHz: r � 0.50, p � 3.10�19). For all three modulation densi-
ties, a majority of units (68.3, 71.2, and 74.0%) had contrast
dependencies that matched the sign of selectivity for vocoded
calls (i.e., positive � and positive SPI, or negative � and negative
SPI). Based on the tuning for high contrast characterizing High
neurons and the close relationship between contrast tuning and
SPI, results indicate that sensitivity to spectral contrast rather
than harmonicity underlies neural response preference of deep
output neurons for the spectral structure of communication calls.

Behavioral responses to calls do not vary with harmonicity
The electrophysiological experiments showed that AC neurons
were sensitive to spectral contrast rather than harmonicity. We
reasoned that, if tuning predicted perceptual behavior, then birds
would not be sensitive to harmonicity. To test this hypothesis, we
conducted further behavioral experiments, measuring vocal re-
sponses to harmonic and inharmonic calls. Synthesized calls var-
ied in harmonicity but not contrast (Fig. 7A). For synthesized
calls, each frequency component was randomly shifted up or
down by a maximum amount of 0, 10, 30, or 50% of the F0
(Materials and Methods).

Using the same call and response paradigm used with natural
and vocoded calls, we measured vocal responses to harmonic and
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contrast dependencies (mean � SEM) of Low, Un, and High units, measured at a modu-
lation density of 1.6 cyc/kHz and at each neuron’s best phase (Kruskal–Wallis ANOVA with
Dunn–Sidak tests). ***p � 0.001. Positive � indicates that driven responses increase
with spectral contrast, and negative � indicates that driven responses decrease with
increases in spectral contrast. D, Right, Scatter plot showing the relationship between
spectral contrast dependency (measured at 1.6 cyc/kHz) and spectral preference for calls
(SPI). Shaded quadrants include units whose direction of spectral contrast preference
matched the sign of call SPI.

Table 2. Neurons’ best phases are distributed evenly in High, Un, and Low SPI
neurons and at each spectral modulation density

SPI 1.2 cyc/kHz 1.6 cyc/kHz 2.0 cyc/kHz

High 	2 � 9.20 	2 � 9.20 	2 � 7.20
p � 0.24 p � 0.24 p � 0.41

Un 	2 � 9.33 	2 � 10.67 	2 � 9.71
p � 0.23 p � 0.15 p � 0.21

Low 	2 � 13.79 	2 � 8.45 	2 � 5.55
p � 0.055 p � 0.29 p � 0.59

Results of Pearson’s 	2 tests. There are 7 degrees of freedom for all tests.
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inharmonic calls (Fig. 7A,B). We presented natural calls, synthe-
sized harmonic calls, synthesized inharmonic calls and filtered
noise segments. As in the previous behavioral experiment, stim-
ulus type had a significant effect on birds’ responses (rank-
transformed repeated-measures ANOVA, F(5,35) � 10.35, p �
4.10�6). Responses to all inharmonic calls were significantly
above noise-evoked responses (Fig. 7B, left; Dunn–Sidak tests, all
p � 0.00017). But responses to inharmonic calls did not differ
from responses to harmonic and natural calls, at any frequency
shift (Fig. 7B, left; Dunn–Sidak tests, all p � 0.99). Finally, we
conducted two additional behavioral experiments to test whether
the F0s of calls or phase-shifted ripples differed from natural calls
in behavioral salience. With the same call and response approach
used previously, we tested birds’ vocal responses to tones at fre-
quencies matching call F0s (Fig. 7B, middle) and to the phase-
shifted ripples presented during electrophysiological recording
(Fig. 7B, right). Birds were significantly less responsive to tones
than to natural calls (Dunn–Sidak test, p � 0.013), and equally
responsive to phase-shifted ripples and natural calls (Fig. 7C;
Dunn–Sidak test, p � 0.33). These results confirmed that birds’
behavioral responses did depend on spectral contrast and did not
depend on harmonicity.

Discussion
We found that spectral contrast is a behaviorally-relevant vocal-
ization feature that is represented by a distinct neuronal popula-
tion within the AC. A robust neural representation of contrast
emerges within cortical circuitry, first evident in deep primary
auditory cortex. Spectral selectivity of neurons in the deep output
region may subserve the perceptual identification of vocaliza-
tions in the environment and the extraction of social information
carried in those signals. Compared with unselective neurons,
contrast-tuned neurons have longer first spike latencies and
more sustained responses. Finally, we distinguish spectral
contrast from harmonicity as a driver of behavioral and neural
selectivity. Neurons that are selective for behaviorally salient
vocal sounds are characterized by a preference for high con-

trast, and lack specific tuning to sounds with harmonically-
related frequency components.

The spectral structure of speech contributes to the extraction
of social information from voices and speech intelligibility in the
presence of interfering signals (Popham et al., 2018). Listeners’
abilities to correctly identify speaker identity and sex decrease
with reduction of number of channels in noise-vocoded speech
(Gonzalez and Oliver, 2005). Noise-excited speech, which mim-
ics whispered speech and lacks spectral modulations and harmo-
nicity, is more difficult for listeners to understand in speech
mixtures than is voiced speech (Popham et al., 2018). Our exper-
iments demonstrate that for zebra finches, the spectral structure
of calls must be preserved to elicit vocal responses. To elicit re-
sponses, calls must contain distinct spectral peaks and valleys, but
the spectral peaks need not be harmonically related.

Our results add to existing knowledge on acoustic features
that drive social responses to vocalizations in the zebra finch. In
the spectral domain, call stimuli that have F0s within the range of
550 –750 Hz evoke the strongest behavioral responses (Vicario et
al., 2001). Wideband calls are preferred to narrowband calls, with
at least four frequency components required to elicit typical be-
havioral responses (Vignal and Mathevon, 2011). In our study,
only 40- and 80-channel vocoded calls had distinct frequency
components, and only those vocoded calls evoked significant vo-
cal responses. This selectivity is likely not a response to coarse
spectral shape and amplitude envelope, as vocoded calls with
differing channel numbers have similar coarse spectral shapes
and amplitude envelopes that are highly correlated to those of
natural calls. We also found that birds responded similarly to
inharmonic and harmonic calls, despite the ability to detect fine
frequency shifts (discrimination thresholds �1 Hz) in harmonic
sounds with training (Lohr and Dooling, 1998). While zebra
finches are likely able to discriminate between inharmonic and
harmonic calls, harmonicity does not appear to be the acoustic
feature that cues a communication response, in the absence of
training. The acoustic structure of zebra finch vocalizations
makes this species particularly suitable for testing sensitivity to
spectral contrast and harmonicity. Some species use more tonal
vocalizations, with narrower frequency bandwidths than those of
zebra finch calls and speech, however (Podos, 1997). In such
species, acoustic features other than spectral contrast may be sa-
lient. For example, some bats use social calls with prominent
frequency-modulated sweeps and have inferior colliculus neu-
rons that are sensitive to spectral motion (Andoni and Pollak,
2011). A current hypothesis is that vocal acoustics and auditory
tuning coevolve to align communication receivers’ encoding
mechanisms with senders’ signals (Woolley and Moore, 2011;
Moore and Woolley, 2019).

The importance of spectral structure could differ between
types of auditory tasks. A previous study showed that birds
trained to recognize harmonic musical tone sequences recog-
nized noise-vocoded versions that lack deep spectral modula-
tions and harmonicity, as long as the coarse spectral shape was
preserved (Bregman et al., 2016). Here, we avoided assigning
salience to one or multiple acoustic feature(s) through training to
measure natural salience. Zebra finches use calls to monitor each
other’s locations when socially isolated in the wild (Zann, 1996).
Although some evidence suggests that call rates may be modu-
lated by social context or the need to identify individuals (Vignal
et al., 2004, 2008), zebra finches reliably produce response vocal-
izations without reinforcement (Zann, 1996). Further studies are
needed to determine the significance of spectral contrast and
harmonicity for communication tasks such as extracting signals
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from sound mixtures or evaluating social context, which may
require training.

The identification of high-resolution-selective neurons in the
deep region of primary AC suggests that the processing of behav-
iorally relevant sounds engages specialized neural pathways. Spe-
cifically, high-resolution-selective neurons preferred sounds
with deeper and denser modulations, but showed no preference
for harmonic placement of spectral peaks. Consistent with the
tuning properties of deep region neurons, birds responded sim-
ilarly to harmonic and inharmonic calls, indicating that the pres-
ervation of deep spectral modulations was sufficient to elicit
behavioral responses. Previous studies have characterized AC
neurons by their responses to spectral modulation density, depth,
and phase (Schreiner and Calhoun, 1994; Shamma et al., 1994).
And other studies have reported anatomical organization of
complex response properties, such as preferred bandwidth
(Rauschecker et al., 1995), spectrotemporal modulation tuning
(Hullett et al., 2016), and F0-specific responses (Bendor and
Wang, 2005). Our study builds on previous work by providing
evidence for robust anatomical grouping of neurons tuned to
high contrast, and further establishing that contrast tuning con-
tributes to the selective representation of behaviorally-salient
sounds. Although deep-region neurons reside within primary
auditory cortex and are therefore unlikely to directly control be-
havioral output, neurons selective for contrast may send infor-
mation to downstream regions that drive behavioral sensitivity.
Interestingly, it is the deep-region neurons that project to brain-
stem regions surrounding the vocal control nuclei, in songbirds
(Kelley and Nottebohm, 1979; Vates et al., 1996; Mello et al.,
1998). In the mouse AC, response sensitivity to stimulus contrast
is also strongest in neurons in the deep layers (Cooke et al., 2018).
Future experiments in both systems could specifically target
contrast-sensitive neurons to identify and manipulate their
inputs.

Our results can also be discussed with regard to contrast gain
control and existing theories of natural sound processing. A pre-
vious study showed that AC neurons can dynamically adjust gain
to compensate for changes in spectral contrast but this compen-
sation is incomplete (Rabinowitz et al., 2011). In our dataset,
deep region responses scaled with spectral contrast, indicating
that if compensatory gain control were present, it did not
result in invariance to contrast. We characterized ripple re-
sponses at three spectral modulation densities, and found that
High neurons preferred higher densities (1.6 –2.0 cyc/kHz),
which correspond to the spectral modulation densities of fe-
male zebra finch calls (Vicario et al., 2001; Singh and Theunis-
sen, 2003; Woolley et al., 2005; Mouterde et al., 2014). These
findings support the hypothesis that auditory neurons are sen-
sitive to the spectral properties of communication sounds
(Singh and Theunissen, 2003).

One interpretation of the observed longer call response laten-
cies in High and Low neurons compared with Un neurons is that
input projections to these neurons may differ. In the songbird
AC, deep-region neurons receive input from multiple pathways:
(1) the superficial region (Wild et al., 1993; Vates et al., 1996); (2)
the thalamorecipient regions (Y. Wang et al., 2010); and (3) the
shell region of the auditory thalamus, a relatively sparse projec-
tion (Vates et al., 1996). One possibility is that High and Low
neurons receive input from the superficial region, undergoing
more intracortical processing than Un neurons. Intracortical
processing and feedback connections from higher cortical areas
have been proposed to result in sustained firing in the AC (X.
Wang et al., 2005). Because High and Low neurons show a more

sustained firing profile than Un neurons, intracortical processing
and feedback from superficial regions could contribute to their
selectivity. Alternatively, differences in excitation/inhibition bal-
ance may result in selectivity, as has been shown in zebra finch
secondary AC (Yanagihara and Yazaki-Sugiyama, 2016). Further,
an analysis of primary AC responses to modulated noise in ferrets
shows that neurons with sustained responses are more likely to be
selective for certain acoustic features than are those with onset
responses, potentially through circuit-level inhibition (Lopez Es-
pejo et al., 2019).
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