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Abstract

Children use syntax to learn verbs, in a process known as syntactic bootstrapping. The structure-

mapping account proposes that syntactic bootstrapping begins with a universal bias to map each 

noun phrase in a sentence onto a participant role in a structured conceptual representation of an 

event. Equipped with this bias, children interpret the number of noun phrases accompanying a new 

verb as evidence about the semantic predicate-argument structure of the sentence, and therefore 

about the meaning of the verb. In this paper, we first review evidence for the structure-mapping 

account, then discuss challenges to the account arising from the existence of languages that allow 

verbs’ arguments to be omitted, such as Korean. These challenges prompt us to: (1) refine our 

notion of the distributional learning mechanisms that create representations of sentence structure, 

and (2) propose that an expectation of discourse continuity allows children to gather linguistic 

evidence for each verb’s arguments across sentences in a coherent discourse. Taken together, the 

proposed learning mechanisms and biases sketch a route whereby simple aspects of sentence 

structure guide verb learning from the start of multi-word sentence comprehension, and do so even 

if some of the new verb’s arguments are omitted due to discourse redundancy.

Introduction

Infant language-learners receive input consisting of word sequences paired with world 

situations. Based on these data, infants learn to understand some words before they are a 

year old (Bergelson & Swingley, 2012; Tincoff & Jusczyk, 2012), and begin to understand 

multi-word sentences early in their second year (Hirsh-Pasek & Golinkoff, 1996; Seidl, 

Hollich, & Jusczyk, 2003). Ultimately, preschoolers build a lexicon and grammar that 

support broad generalization to new sentences. Accounts of these feats of learning 

necessarily begin with the child’s understanding of the world: The novice, not yet knowing 

the words or the syntax, must try to link input utterances with aspects of accompanying 

scenes. Top-down knowledge derived from the scene then ‘supervises’ word and syntax 

learning, investing words and their combinations with meaning. Theories of language 
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acquisition of all theoretical stamps thus assume that independent knowledge of word and 

sentence meaning drives both word and syntax acquisition (e.g., Chang, Dell, & Bock, 2006; 

Pinker, 1984; Tomasello, 2003).

However, aspects of verb meanings in particular challenge the assumption that children can 

recover word and sentence meanings based only on understanding scenes, and thus in turn 

challenge our theories of language acquisition (e.g., Gleitman et al., 2005). The reason for 

this is simple: Verbs and other predicate terms do not label world events directly. Rather, 

verbs as instantiated in sentences denote abstract conceptualizations or construals of an 

event, highlighting the roles of differing subsets of participants in the event or adopting 

different conceptualizations of the same participants’ roles (Clark, 1990; Fillmore, 1977; 

Gentner & Boroditsky, 2001; Levin & Rappaport Hovav, 2005; Pinker, 1989; Rispoli, 1989). 

Top-down feedback from the scene thus provides ambiguous evidence for verb and sentence 

meaning (e.g., Gillette, Gleitman, Gleitman, & Lederer, 1999; Snedeker & Gleitman, 2004).

For example, suppose an infant and parent are playing with a shape-sorter toy as in Figure 1. 

The shared goals of this interaction, embedded in a turn-taking game, establish that it is the 

child’s turn to fit a shape into its place. If the parent chooses to speak in this constraining 

context, the child might infer the parent’s likely communicative goal of exhorting the child 

to fit a block into the toy (e.g., Vouloumanos, Onishi, & Pogue, 2012). Nonetheless, the 

parent must select among multiple options to achieve this goal. She might say “The block 

goes here,” commenting on the block’s motion, or “You can put the block here,” 

commenting on the action needed to bring about that motion. This illustrates the problem: 

the relational meanings of sentences are not determined by events, but by the speaker’s 

choice of construals of events. In this case, if the child carries out the desired action of fitting 

a block into the toy, the resulting world event will include both the child’s causal role and 

the block’s motion; but the presence of a causal agent in the world event does not demand 

that a speaker choose a sentence that encodes the agent’s role.

The syntactic-bootstrapping theory proposes that verb learning succeeds despite this 

problem because children use knowledge of syntax, as well as of the observed scene, to 

interpret sentences and thus to figure out the meanings of verbs (e.g., Gleitman, 1990; 

Gleitman et al., 2005; Landau & Gleitman, 1985). Syntactic bootstrapping depends on the 

tight links between syntax and meaning that pervade natural languages (e.g., Carlson & 

Tanenhaus, 1988; Goldberg, 2006; Grimshaw, 1981; Jackendoff, 1990; Levin & Rappaport 

Hovav, 2005; Pinker, 1989; Williams, 2015). Roughly speaking, the syntactic structure of a 

sentence provides information about the number and type of syntactic arguments 

surrounding the verb; a semantic analysis of the syntactic structure yields a semantic event 

structure that specifies (among other things) how many and which participant roles are 

encoded as arguments in the sentence1. This semantic analysis requires that learners have 

1We use the term ‘argument’ for both syntactic arguments and semantic arguments. We use ‘participant roles’ in the sense described 
by Williams (2015), as a privileged set of the roles implied by a conceptualization of an event (the agents and patients of events are 
privileged relative to their locations and times, for example). This characterization raises many questions about which roles are 
privileged and why. We will say a bit more about this later in the paper, but we generally assume that the most satisfying answers for a 
theory of acquisition will emerge from the study of infant event concepts and how infants’ preferred conceptualizations of events 
influence sentence comprehension (e.g., Gordon, 2003; Lakusta, Wagner, O’Hearn & Landau, 2007; Wellwood, He, Lidz, & Williams, 
2015).
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access to at least some links between syntax and meaning, resulting from innate 

assumptions, language-specific learning, or both (e.g., Gleitman et al., 2005).

To a listener who already knows the verb, its meaning as instantiated in a particular sentence 

will reflect both the semantic event structure (largely contributed by the syntactic structure) 

and the verb’s root meaning, which includes the idiosyncratic semantic content that 

differentiates crying from laughing or baking from boiling. The key insight of syntactic 

bootstrapping is that some of this interpretive work can be done by a child who does not yet 

know the verb (e.g., Landau & Gleitman, 1985; Trueswell & Gleitman, 2007). On hearing 

“You can put the block here”, the child might use the syntactic structure of the sentence to 

derive its semantic event structure; this semantic structure could then guide the search for an 

appropriate event-construal in the current scene—one that involves the right set of 

participants. This syntactically guided search constrains hypotheses about the verb’s 

semantic content. In this way, syntactic bootstrapping proposes that the ordinary processes 

of syntax-guided sentence interpretation support verb learning.

Accordingly, preschoolers assign different interpretations to new verbs presented in different 

syntactic contexts (e.g., Arunachalam & Waxman, 2010; Lidz, Gleitman, & Gleitman, 2003; 

Naigles & Kako, 1993; Papafragou, Cassidy, & Gleitman, 2007; Yuan & Fisher, 2009). For 

example, 2-year-olds who heard an invented verb in transitive sentences (“The duck is 

kradding the bunny!”) looked longer at an event in which a duck caused a bunny to bend 

than at an event in which the duck and bunny each waved an arm, relative to children who 

heard the new verb in intransitive sentences (“The duck and the bunny are kradding!”; 

Naigles, 1990). Via syntactic bootstrapping, the new verb’s sentence context provides clues 

about the intended semantic event structure (e.g., Grimshaw, 2005); the semantic content of 

the verb (bending vs. arm-waving) must be derived from the scene.

In addition, as we shall discuss below, most verbs occur in multiple sentence structures, and 

take on correspondingly varying semantic event structures. A core claim of the syntactic 

bootstrapping theory is that children can gain increasingly refined guidance for determining 

verb (root) meaning by learning about the set of syntactic structures each verb accepts (e.g., 

Gleitman et al., 2005; Landau & Gleitman, 1985).

The Origins of Syntactic Bootstrapping: The Structure-Mapping Account

This article explores the developmental origins of syntactic bootstrapping, asking by what 

mechanisms children first begin to find syntax meaningful. We and our colleagues have 

proposed a structure-mapping account of early syntactic bootstrapping on which little or no 

language-specific syntactic knowledge is needed to give the child an initial sentence-

structural guide. This account depends on three main claims (Fisher, 1996, 2000; Fisher, 

Gertner, Scott, & Yuan, 2010):

(1) Structure-mapping: Syntactic bootstrapping begins with an unlearned bias toward one-to-

one mapping from each noun phrase in a sentence to a participant role in the event construal 

encoded by the sentence (e.g., Fisher, 1996; Gleitman, 1990; Lidz et al., 2003). Given this 

bias, the set of noun-phrases in the sentence becomes intrinsically meaningful to children.

Fisher et al. Page 3

Top Cogn Sci. Author manuscript; available in PMC 2021 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



This definition appeals to an event construal rather than the world event itself; recall that one 

could comment on a one-participant construal of a caused-motion event, as noted in 

discussion of Figure 1. For this reason, structure-mapping proposes a directional one-to-one 

mapping, from the set of noun phrases in the sentence to the set of participant-roles 

highlighted by the sentence; the reverse mapping, from the set of participants in the world 

scene to a set of noun phrases in a predicted sentence, would require the learner to know (by 

non-syntactic means) what event construal the speaker intended.

(2) Independent encoding of verb syntax: Toddlers gather distributional facts about verbs’ 

syntactic behavior through listening experience, independent of access to a useful referential 

context. Children thus can begin to learn which sentence structures each verb appears in 

before knowing what each verb means.

(3) Early abstraction: Learners begin with a bias to represent sentences and their meanings in 

abstract terms that promote useful generalizations, such as noun, verb, agent, and patient2, 

rather than only concrete, word- and situation-specific representations (e.g., Gleitman et al., 

2005; Pinker, 1984; cf. Braine, 1963; Tomasello, 2003).

To illustrate, suppose our learner encounters the verb put in “You can put the block here”, in 

the context of Figure 1. The scene offers multiple candidate meanings, including the put and 

go construals mentioned earlier. Via structure-mapping, a partial representation of sentence 

structure might guide choices among these meanings. If children represent the input 

sentence as including two noun phrases, they can map it onto a meaning that involves two 

participant roles, such as the intended put construal. Such experiences would permit the 

child to learn about put, including its appearance in a particular syntactic structure (e.g., with 

two noun phrases), the corresponding semantic event structure that it can take on (with two 

participant roles), and an initial estimate of its root meaning (derived from the scene). Given 

independent encoding of verbs’ syntactic behavior, parts of this verb knowledge could be 

established even when no event-derived semantic content is available. An input sentence as 

in Figure 1, without the informative scene, yields data about put—a syntactic structure that it 

accepts, and therefore a semantic event structure compatible with this verb (though not its 

semantic content). Finally, given abstract representations of sentence form and meaning, the 

sentence-scene pair in Figure 1 provides data not only about sentences with put, but also 

about English transitive sentences more generally. If children represent the noun phrases in 

order, for example, this experience might provide one data point suggesting that the first of 

two noun phrases in a sentence specifies an agent’s role. Couched in abstract terms, this 

knowledge should transfer to similar sentence structures containing other verbs.

What if the parent had instead said “This block goes here”? With appropriate changes to the 

sentence representation in Figure 1, the same procedure would unfold. If children represent 

this sentence as including one noun phrase, then they could map it onto an event-construal 

involving one participant role, such as the go construal. The consequences for verb and 

2We use terms such as ‘agent’ and ‘patient’ as a short-hand for categories of thematic roles (semantic roles that are relevant to the 
grammar), intending no commitment to any particular view of how these roles are represented (as atomic notions; as clusters of 
entailments determining the relative prominence of verb-specific roles, Dowty, 1991; or as positions in an event structure anchored by 
primitive predicates such as cause and become; Jackendoff, 1990; Levin & Rappaport Hovav, 2005).
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syntax learning then follow as described above for put, again with appropriate changes: The 

go sentence yields data that could contribute both to learning about go, and to knowledge 

about English intransitive sentences more generally.

As this description shows, structure-mapping depends on strong assumptions about the 

nature of early conceptual representations of events. First, to permit a systematic alignment 

of sentences and scenes via structure-mapping, infants’ non-linguistic conceptual 

representations must themselves have predicate-argument structure, honoring the 

fundamental distinction between the participants in an event and the roles they play. Second, 

the value of this alignment for verb and syntax learning depends on some degree of 

similarity between infants’ conceptual representations of participants’ roles, and the 

thematic roles that are expressed in sentences. Similar assumptions are shared with linguistic 

theories of argument structure (e.g., Grimshaw, 1990; Jackendoff, 1990; Levin & Rappaport 

Hovav, 2005; Williams, 2015), and are made explicit in Figure 1, which depicts event 

construals with a formal distinction between predicates and arguments, and with short-hand 

labels for abstract roles such as agent and patient. These structured conceptual 

representations, in turn, permit the child to detect the correspondence between noun phrases 

in sentences, and participant roles in (construals of) events.

Evidence for these assumptions comes from at least two sources (see also Fisher & 

Gleitman, 2002; Fisher & Song, 2006; Gordon, 2003; Lakusta et al., 2007; Wellwood et al., 

2015). First, deaf children who are not exposed to conventional languages invent gestural 

communication systems (known as home sign) that bear striking similarities to conventional 

languages (e.g., Goldin-Meadow, 2003). For example, home signers invent distinct signs for 

actions and the participants in them, and often use gesture order to mark abstract agent and 

patient roles. These patterns suggest that children naturally analyze their experiences into 

conceptual predicates and arguments, and detect the abstract similarity between the agents 

and patients of diverse events (e.g., breaking, giving, eating). Second, infant cognition 

research suggests that infants create structured mental representations of events; in these 

representations, objects are individuated and linked with distinct roles such as the hitter and 

hittee in a collision event, the container and content in a containment event, and so on (e.g., 

Stavans, Lin, Wu, & Baillargeon, 2019; Yin & Csibra, 2015). These patterns suggest that 

young infants’ representations of events have predicate-argument structure: They include 

knowledge-rich role categories that depend on the relationships between objects rather than 

on the identity of the objects themselves.

Via structure-mapping, early syntactic bootstrapping is grounded in noun learning and in 

simple innate expectations about predicate-argument structure. We assume that children 

learn the meanings of some nouns without syntactic help (e.g., Gillette et al., 1999); they 

then infer, by virtue of their referential meanings, that these words are nouns, and thus 

candidate arguments of verbs3. This step permits further learning via syntactic 

3Note that this first inference is a form of semantic bootstrapping, using links from semantics to syntax to infer the syntactic category 
of known words (Pinker, 1984). Semantic and syntactic bootstrapping rely on the same tight links between syntax and semantics but 
deploy them in different directions; these are probably best seen as complementary rather than as contradictory learning procedures 
(e.g., Gleitman, 1990).
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bootstrapping, including estimating the syntactic privileges and semantic event structures 

compatible with each verb by the ‘counting the nouns’ procedure sketched here.

Finally, we note that this account is at odds with current usage-based accounts of language 

acquisition, in that it proposes early abstract representations and innate expectations about 

linguistic predicate-argument structure. On a usage-based account, children represent their 

early experiences with language in concrete terms, tied to particular remembered word-

strings and situations (e.g., Abbot-Smith & Tomasello, 2006; Ambridge & Lieven, 2015; 

Tomasello, 2003). They then gradually construct knowledge of increasingly abstract 

linguistic patterns by detecting syntactic-semantic analogies across many input sentences. 

This process is assumed to recruit only domain-general mechanisms, with no built-in 

constraints on relationships between linguistic form and meaning. On this account, early 

sentence comprehension and production are guided by lexicalized schemata that permit 

limited generalization to new utterances (e.g., I’m X-ing it, where X stands for a range of 

options tied to the words the child has experienced in this slot; Ambridge & Lieven, 2015). 

The constructivist account contrasts with early-abstraction accounts of language acquisition 

(including our structure-mapping account), which assume that children learn syntactic and 

semantic facts about each word, but are also biased to represent the form and meaning of 

sentences in abstract terms (e.g., Fisher et al., 2010; Gertner, Fisher, & Eisengart, 2006; 

Pinker, 1989; Valian, 1986).

In what follows we first briefly review some evidence for the three core claims of the 

structure-mapping account. We then focus on challenges to our account that result from the 

ambiguity of input sentences. These challenges will prompt us to refine our view of the 

independent encoding of verb syntax, and to enrich the structure-mapping account with a 

fourth claim, that children approach language learning with an expectation of discourse 
continuity.

Testing the Predictions of the Structure-Mapping Account

Structure-Mapping: Learning Predicate Meanings by ‘Counting the Nouns’

We have proposed that syntactic bootstrapping begins with a built-in bias toward one-to-one 

mapping from noun phrases in sentences to participant roles in the child’s construals of 

events. This proposal makes strong predictions. Perhaps most obviously, the number of noun 

phrases in a sentence should guide very early verb learning. Via structure-mapping, the set 

of noun phrases becomes inherently meaningful, without further learning about the native-

language syntax. If so, children should assign suitably different interpretations to new verbs 

appearing in simple transitive or intransitive sentences as soon as they can (a) identify some 

noun phrases, and (b) represent them as parts of a larger sentence structure.

Infants satisfy these prerequisites early in the second year of life. By 14 months, infants treat 

new nouns (e.g., “This one is a blicket”), but not just any new word (“This one is blickish”), 

as having object-referential meanings (Booth & Waxman, 2009; Waxman & Booth, 2001). 

Moreover, 14- and 15-month-olds understand multi-word sentences under some 

circumstances (Gagliardi, Mease, & Lidz, 2016; Hirsh-Pasek & Golinkoff, 1996; Seidl et al., 

2003). For instance, Seidl et al. (2003) showed infants an event in which a book hit a bunch 
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of keys. Following this event, infants saw the book and keys side by side; 15-month-olds 

(but not 13-month-olds) looked longer at the book if they heard “What hit the keys?”, but at 

the keys if they heard “Where are the keys?”. This success required infants to identify 

multiple familiar words per sentence, and integrate their meanings to interpret the sentence. 

Our account predicts that children should use syntax to guide verb learning as soon as these 

prerequisites are in place.

Yuan, Fisher and Snedeker (2012) began to test this prediction. In experiments using a 

looking-preference comprehension task, they showed 21- and 19-month-olds two video 

events, presented side by side. One was a two-participant caused-motion event (e.g., one 

actor turned another in a swivel chair) and the other was a one-participant event (e.g., one 

actor bounced on a large ball). This event pair was accompanied by an invented verb in 

transitive sentences containing two noun-phrase arguments (e.g., “She’s gorping her”), or in 

intransitive sentences containing one noun-phrase argument (“She’s gorping”); a third group 

of children heard neutral audio (“Watch this!”). Children who heard transitive sentences 

looked longer at the two-participant event than did those who heard intransitive sentences or 

neutral audio. This effect of syntax held for both 21- and 19-month-olds, and held even 

when the one-participant event included a ‘bystander’ as shown in Figure 2, who stood idly 

as if awaiting her turn. In the bystander case, both test events showed two people, but 

differed in whether both filled roles within a single coherent event. This result suggests that 

the children did not simply seek a video-clip showing the correct number of people for the 

sentence they heard (one for each noun phrase); instead, they mapped their representations 

of sentence structure onto structured conceptual representations of events, thereby assigning 

a relational meaning to a novel verb presented in transitive but not in intransitive sentences.

These and other data now provide strong evidence that syntactic bootstrapping guides verb 

learning before age two (e.g., Arunachalam, Escovar, Hansen, & Waxman, 2013; Messenger, 

Yuan, & Fisher, 2015). However, one could argue that these experiments have not yet tested 

the prediction stated above, that children can use the set of noun phrases from the start of 

multi-word sentence comprehension. To provide a stronger test of this prediction, Jin and 

Fisher (2014) adapted Yuan et al.’s (2012) task for younger infants, 15-month-olds. Infants 

saw simple animated events including a two-participant causal event (one animated box 

bumping another along the floor), and a one-participant event (an animated ball jumping). 

Infants who heard transitive sentences (“He’s kradding him”) looked longer at the two-

participant event (as opposed to the one-participant event) than did those who heard 

intransitive sentences (“He’s kradding”) or neutral audio. This effect of syntax again held 

when the one-participant event included a bystander, suggesting that these younger infants 

also sought to map a two-noun sentence onto a coherent conceptual relation involving two 

participant roles.

These data provide striking evidence of the early usefulness of syntactic bootstrapping. 

Evidence that 15-month-olds assign different interpretations to novel transitive and 

intransitive verbs supports a key prediction of the structure-mapping account: Simple aspects 

of sentence structure guide comprehension starting early in the second year of life, at or near 

the onset of multi-word sentence comprehension. Via the procedure sketched in Figure 1, 

these early successes depend on the availability of structured conceptual representations. We 
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argued above that infants’ event representations themselves possess predicate-argument 

structure, honoring the fundamental distinction between the entities involved in an event and 

the roles they play; these representations permit the alignment of sentences and event 

construals via structure-mapping.

Do learners need a built-in one-to-one mapping bias, or could they learn this expectation 

from language experience? The structure-mapping account proposes an unlearned bias, but 

the constructivist account sketched above would counter that any effects of syntax on 

interpretation must be learned from experience (e.g., Ambridge & Lieven, 2015). We would 

argue that evidence for syntactic bootstrapping at 15 months of age is difficult to reconcile 

with such a constructivist account, simply because infants near the start of multi-word 

sentence comprehension have had so little time to develop language-specific argument-

structure constructions from experience.

Distributional Learning About Verbs

The structure-mapping inference sketched in Figure 1 assumes an input sentence about the 

‘here and now’, offering simultaneous access to syntactic cues to the utterance’s semantic 

structure, and referential cues to the verb’s semantic content. But this lucky coincidence is 

unnecessary: Toddlers gather syntactic-distributional facts about otherwise unknown verbs 

from listening experience, independent of access to a useful referential context 

(Arunachalam, 2013; Arunachalam & Waxman, 2010; Arunachalam et al., 2013; Messenger 

et al., 2015; Scott & Fisher, 2009; Scott, Chu, & Schulz, 2017; Suzuki & Kobayashi, 2017; 

Yuan & Fisher, 2009). As a result, children can begin gathering evidence about each verb’s 

syntactic behavior before they know what it means.

For example, Yuan and Fisher (2009) showed 2-year-old children dialogues in which two 

women conversed, using an invented verb repeatedly in transitive (e.g., “Bill was blicking 

the duck!”) or intransitive sentences (“Bill was blicking!”). The dialogue videos showed 

only the two talkers, providing no referential information about what it means to blick. In 

later test trials, the children heard the same novel verb in isolation (“Find blicking!”) while 

viewing side-by-side videos showing a two-participant causal action, and a one-participant 

action event. Children’s interpretations of the novel verb were guided by the preceding 

dialogues: Those who had heard the verb in transitive dialogues looked reliably longer at the 

two-participant event than did those who heard it in intransitive dialogues. This finding held 

when children were tested one or two days after hearing the dialogues, but disappeared if 

children heard neutral audio or a different novel verb at test (e.g., kradding instead of 

blicking; Messenger et al., 2015; Scott & Fisher, 2009). This result has since been extended 

to children under two years old, to dialogues including more complex sentences, and to input 

sentences presented without a coherent discourse context (Arunachalam, 2013; Arunachalam 

& Waxman, 2010; Arunachalam et al., 2013; Messenger et al., 2015). Thus, before their 

second birthday, children create lasting memories of the combinatory behavior of new verbs 

through listening experience, and do so under conditions of great referential ambiguity.

However, learning verbs’ syntactic-distributional privileges is not a simple matter of linking 

each verb with a single likely syntactic structure and corresponding semantic structure. As 

noted earlier, most verbs occur in multiple syntactic structures; these alternations are not 
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only syntactic, but involve variations in the linking of semantic roles to syntax. To illustrate, 

the sentence pairs shown in (1–2) include both transitive and intransitive sentences, but 

differ in their semantic role assignments across the two structures. The transitive sentences 

in (1a) and (2a) both describe actions on objects, assigning the agent to subject position and 

the object acted upon (the patient or undergoer of action) to object position. However, the 

intransitive break sentence (1b) links the patient role to subject position, whereas the 

intransitive sweep sentence (2b) assigns an actor’s role to subject position. These patterns, 

known as argument-structure alternations, are of interest here because the verbs that 

participate in them tend to share similar meanings (e.g., Fillmore, 1977; Levin, 2015; Pinker, 

1989). The causal alternation shown in (1) accommodates verbs denoting a change of state 

(break, spill, open, close) whereas the unspecified-object alternation shown in (2) 

accommodates a diverse set of verbs that denote activities without implying any particular 

result (sweep, draw, drink, wash).

a . Ella broke the cup . b . The cup broke . (1)

a . Ella swept the floor . b . Ella swept . (2)

To identify such argument-structure alternations, learners must not only count the noun-

phrase arguments, but also categorize them by their semantic roles—in this case, noting that 

intransitive break has a patient subject, and intransitive sweep has an actor subject (Ameka, 

2008; Gropen, Epstein & Shumacher, 1997).

How could children categorize the arguments accompanying a verb, as well as counting their 

number? Referential scenes provide one clear source of role information in both children’s 

and adult’s sentence comprehension (e.g., Chapman & Miller, 1975; Clark, 1973; 

Huttenlocher, 1974; Knoeferle, Crocker, Scheepers, & Pickering, 2005). For example, in the 

shape-sorter context of Figure 1, the child might construe herself as a causal agent, the 

blocks as patients of caused motion, and the shape-sorter as a location for putting things. 

These roles are determined by the situation, and the child’s understanding of it.

Distributional learning can provide an additional source of role-relevant data. Verbs impose 

semantic constraints on their arguments, selection restrictions. Different nouns will tend to 

name the patient subjects of intransitive break (breakable things), and the actor subjects of 

intransitive sweep (people). Therefore, linking nouns and their semantic categories to partial 

syntactic representations could help children work out which of the alternations in (1–2) 

each verb occurs in. Computational analyses have shown that lexical selection, together with 

syntax, can help to identify verbs that participate in distinct argument-structure alternations 

in linguistic corpora (e.g., Joanis, Stevenson, & James, 2008; Merlo & Stevenson, 2001; 

Twomey et al., 2014).

Scott and Fisher (2009) showed that toddlers could learn syntactic-semantic combinatorial 

facts about verbs simply by listening to sentences. They presented 28-month-olds with 

novel-verb dialogues with distributional properties characteristic of either the causal 

alternation (1) or the unspecified-object alternation (2). The dialogues manipulated lexical 
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cues found to identify verbs that occur in each alternation in corpus analyses, including the 

animacy of nouns in intransitive subject position. At test, children saw a caused-motion 

event (a girl bent a boy forward and back) and a contact-activity event (the girl brushed the 

boy’s back with a feather duster) side by side, and heard the novel verb in transitive 

sentences (“The girl is dacking the boy!”). Children who had heard causal-alternation 

dialogues looked longer at the caused-motion event than did those who had heard 

unspecified-object dialogues. Children thus learned more than transitivity via listening; they 

linked particular nouns, semantic categories such as animacy, or both, to sentence positions 

surrounding a new verb. This learning about the verb’s syntactic-semantic combinatorial 

properties affected later verb interpretation.

Further results showed that 2-year-olds linked familiar semantic categories to novel verbs’ 

argument slots through listening experience (Yuan, Fisher, Kandhadai & Fernald, 2011). In 

an initial listening phase, 2-year-olds heard two novel verbs presented in transitive 

sentences. One verb consistently preceded direct objects naming animals (e.g., “I stiped the 

pig”); the other preceded direct objects naming household objects (e.g., “She nerked the 

bottle”). Each verb appeared with six nouns from the appropriate category; no pictures of 

animals or objects appeared during training. At test, children saw a pictured animal and 

object side by side, and heard test sentences such as “Which one would you stipe?”. Test 

pictures showed animals and artifacts not mentioned in the listening phase; therefore 

children had to detect the category linked with each verb in the training sentences, and 

generalize to new items to find the target at test. Children looked reliably longer at the target 

picture, suggesting that they linked unknown verbs with categories of animals or objects 

based on the distributions of co-occurring nouns.

These findings show that toddlers have some of the tools they need to conquer the 

complexity of verbs’ syntactic behavior. When children attend to sentences, they gather data 

about the syntactic-semantic combinatorial privileges of unknown verbs. Much further 

research will be needed to determine what children can encode about the contexts of new 

verbs, and how they use that information to guide later sentence processing. For example, 

can children link categories beyond animacy to the argument slots of new verbs? If so, 

children might estimate diverse verbs’ selection restrictions by tracking noun-verb co-

occurrences, noting that we splash liquids, drink potable liquids, and so on (e.g., Resnik, 

1996). Children’s ability to do so will depend on their word and world knowledge, and on 

what features of the referents come to mind when children hear nouns in sentences. 

Category-level semantic priming effects emerge in a variety of tasks between 18 and 24 

months (e.g., Friedrich & Friederici, 2005; Mani, Johnson, McQueen, & Huettig, 2013; 

Willits, Wojcik, Seidenberg, & Saffran, 2013), and 2-year-olds use known verbs to learn new 

noun meanings (Ferguson, Graf, & Waxman, 2014; Goodman, McDonough, & Brown, 

1998). Such findings suggest that lexical processing, even in toddlers, reflects intricate 

knowledge about meaningful relationships between words.

Early Abstraction

The structure-mapping account requires abstract representations of linguistic form and 

meaning. These abstract representations play two roles in our account: They give children 
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access to the proposed innate bias to align noun phrases with participant roles in events, and 

they permit the rapid detection and extension of language-specific patterns. For example, we 

assume children must learn the significance of word-order in English, or the use of case-

markers to identify subject and object arguments in Korean or Japanese; but as soon as they 

begin to learn these facts they should extend that knowledge to new verbs.

These claims are controversial. As noted earlier, a core hypothesis of constructivist accounts 

is that all linguistic generalizations emerge from the details of language experience, without 

the guidance of built-in constraints on relationships between form and meaning (e.g., 

Ambridge & Lieven, 2015; Tomasello, 2003). To illustrate, on a constructivist account, 

children might at first represent the form and meaning of an utterance such as “She’s feeding 

the baby” in concrete terms tied to this word combination, and to the details of a baby-

feeding scene. Abstract notions that would permit experience with this utterance to guide the 

processing of other sentences emerge by comparison across many utterances; these might 

ultimately include notions such as subject and object, noun and verb, or agent and patient, 

but such abstractions would not be available to guide sentence interpretation and learning in 

infancy.

Support for early abstraction accounts comes from the early successes in syntactic 

bootstrapping described above, and from evidence that toddlers under two years old use 

word order to interpret new verbs. For example, Gertner et al. (2006) showed 21-month-olds 

a pair of caused-motion events, one in which a girl acted on a boy (causing him to bend), 

and another in which the boy acted on the girl (turning her in a swivel chair). These events 

were accompanied by a novel verb in transitive sentences, either “The boy is gorping the 

girl” or “The girl is gorping the boy”. Children looked longer at the event in which the 

subject of the sentence they heard played an agent’s role (see also Dittmar, Abbot-Smith, 

Lieven, & Tomasello, 2008; Fernandes, Marcus, Di Nubila, & Vouloumanos, 2006; Franck, 

Millotte, Posada, & Rizzi, 2013; Gavarró, Leela, Rizzi, & Franck, 2015; Gertner & Fisher, 

2012). These findings imply considerable abstraction in early representations of sentence 

form and meaning. Presented with an unknown verb in a transitive sentence, toddlers applied 

their knowledge of the native language to interpret it as referring to the actions of the subject 

referent on the object referent.

Building on these results, Scott, Gertner, and Fisher (2018) asked whether toddlers could 

extend their knowledge of English word order to events other than the caused-motion events 

tested in the previous experiments. Experimental work on early comprehension of word 

order began with causal events because these represent the canonical meanings of transitive 

sentences (e.g., Hopper & Thompson, 1980). However, transitive sentences can describe a 

broad range of two-participant events, including perception events (see, hear) and actions 

with no specified effect (sweep, touch, tickle, hug); diverse linguistic analyses have 

proposed that the subjects and objects of transitive sentences map onto a broad range of 

asymmetries in semantic role prominence (e.g., Dowty, 1991; Grimshaw, 1990; Levin & 

Rappaport Hovav, 2005). For example, Dowty (1991) proposed a prototype concept of the 

thematic roles agent and patient. On this view, the subject argument of a transitive verb has 

more of the semantic entailments of a proto-agent, such as volitional involvement, causation, 

and motion; the object argument has more proto-patient entailments, such as undergoing a 
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change of state. Dowty’s proposal, among others, raises the possibility that children might 

have access to a flexible range of default interpretations for transitive verbs. That is, even 

when the referential scene makes a causal interpretation unlikely, children might link 

transitive word order with an asymmetry in movement or volitional involvement.

To test this possibility, Scott et al. (2018) showed 23-month-olds a pair of animated events 

involving two characters, a horse and a dog. In one event, the horse put a hat on the dog; in 

the other, the dog passed a comb over the horse’s mane. This event pair was accompanied by 

a transitive sentence containing an invented verb: “The horse is meeking the dog”, or “The 

dog is meeking the horse”. These stimulus events were designed to suggest two-participant 

meanings lacking a key feature of prototypical transitive sentences: They depicted no clear 

change of position or state in the recipient of either action. Even so, word order guided 

children’s looking preferences. Children looked longer at the event in which the actor was 

named by the subject of the sentence they heard. A second experiment showed that 23-

month-olds extended their knowledge of English word-order to new verbs in transitive 

sentences accompanying figure-ground motion events. In one event, schematized in Figure 

3, a flower repeatedly circled a ball; in the other, the ball jumped over the flower. These 

events suggest meanings with even fewer of the features of prototypical transitive sentences: 

They involved no contact between the subject and object referent. Children nonetheless 

interpreted word order systematically, linking the subject of the sentence with the more 

mobile event participant. The finding that toddlers systematically extended their knowledge 

of transitive word-order to such events suggests that children may map word-order onto a 

broad range of asymmetries in semantic roles. This pair of studies is part of a broader effort 

to determine what kinds of events young children readily construe as coherent two-

participant events, and what kinds of asymmetries in those participants’ roles children 

readily map onto word order in transitive sentences (e.g., Arunachalam & Dennis, 2019; 

Chestnut & Markman, 2016; Fisher & Song, 2006; Gleitman, Gleitman, Miller & Ostrin, 

1996; Kline, Snedeker & Schultz, 2017; Landau & Gleitman, 2015; Naigles & Kako, 1993).

Counting the Missing Nouns: The Ambiguity of Sentences

The work summarized above supports several key predictions of the structure-mapping 

account. These data suggest that simply finding some noun phrases gives children a rough 

but useful ‘first pull on the bootstraps’, yielding partial representations of sentence structure 

that guide interpretation and provide an abstract format for new learning. We have also seen 

hints of how children might move beyond these first steps, by encoding both syntactic and 

semantic combinatorial facts about verbs from listening experience.

However, difficulties for our account arise from the pervasive syntactic ambiguity of 

sentences. To a novice learner, each sentence must be a noisy indicator of its true syntactic 

structure. For example, most strikingly, many languages allow arguments to be omitted (e.g., 

Allen, 2008; Bowerman & Brown, 2008). In languages such as Korean or Mandarin, noun-

phrase arguments can be omitted from sentences whenever their referents are recoverable in 

the discourse context. We can think of this as roughly the same contexts in which English 

speakers would use unstressed pronouns (Huang, 1984). If asked “Where’s my new 

camera?”, an English speaker might reply “I broke it” (with overt pronouns marking the 
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arguments accompanying the verb in this sentence); in contrast, in such a context a Korean 

speaker could produce the translation-equivalent of “I broke” or “broke”. Argument-

dropping is pervasive in casual speech, including in speech to children. For example, in 

analyses of child-directed Japanese, more than 85% of transitive sentences were missing one 

or both arguments (Matsuo et al., 2012; Rispoli, 1989); similarly high rates of omission 

characterize child-directed speech in Korean, Hindi, and Mandarin (e.g., Clancy, 2009; Lee 

& Naigles, 2005; Narasimhan, Budwig, & Murty, 2005).

This raises a challenge for syntactic bootstrapping, perhaps particularly for the structure-

mapping account. In the shape-sorter game of Figure 1, a Korean-speaking (or Mandarin- or 

Hindi-speaking) parent would typically omit some or all of the intended arguments. How 

could the learner ‘count the nouns’ if they are mostly missing?

In thinking about how children might solve this problem, we consider two likely sources of 

data: probabilistic combinatorial learning about verbs and discourse structure. The first of 

these two sources requires us to enrich our notion of distributional learning about verbs.

Probabilistic Combinatorial Learning About Verbs

Individual sentences are ambiguous, but they jointly yield probabilistic data about verbs’ 

syntactic distributions (e.g., Hoff & Naigles, 2002; Lee & Naigles, 2005; Twomey et al., 

2014; Ural et al., 2009). Given infants’ and toddlers’ prowess in statistical learning (e.g., 

Lany & Saffran, 2010; Newport, 2016), we might expect toddlers to profit from probabilistic 

data about whether each verb is used transitively or intransitively. For example, given 

enough sentences in Turkish, a language permitting pervasive argument-dropping, toddlers 

might learn that some verbs occur with more noun phrases per sentence than others, on 

average (Ural et al., 2009)4.

Evidence reviewed above suggests that young children have some of the tools they need to 

accomplish this learning. However, most experimental work on linguistic-distributional 

learning, including the dialogue-based syntactic bootstrapping studies reviewed earlier, test 

children in brief experiments with all-or-none, or nearly all-or-none, probabilities. For 

example, Yuan and Fisher (2009) presented English-learning toddlers with dialogues in 

which a new verb appeared only in transitive sentences with two noun phrases, or only in 

intransitive sentences with one noun phrase.

In contrast, to permit learning about verbs’ syntactic distributions from noisy data (and thus 

to permit syntactic bootstrapping), toddlers must encode syntactic-semantic combinatorial 

facts about verbs, retaining multiple options for each verb, as noted above. This learning 

must be probabilistic, not deterministic, and children must use this knowledge to parse 

sentences despite ambiguity. These requirements for verb learning are strikingly like 

findings from a related literature on verb bias: When adults or 5-year-olds identify a verb, 

4Ural et al. (2009) calculated the average number of nouns per sentence, and found that this measure was of some use in classifying 
verbs as typically transitive or intransitive in Turkish. This raises many questions about how learners might track the statistics of their 
input. For example, the average number of nouns may be of less use than an estimate of the maximum number of nouns that appears 
with a verb, at least when this estimate is shaped by the learner’s developing expectations about the syntactic-semantic combinatorial 
biases of each verb, relative to the behavior of verbs in general, as discussed in this section. See Gleitman et al. (2005) for discussion.
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they retrieve probabilistic syntactic-semantic combinatorial knowledge about that verb, and 

use it to resolve syntactic ambiguity (e.g., Garnsey, Pearlmutter, Myers, & Lotockey, 1997; 

Kidd & Bavin, 2005; Snedeker & Trueswell, 2004). For example, in the sentence “Tickle the 

pig with the fan”, the underlined prepositional phrase could be attached to the preceding 

verb, specifying an instrument for tickling, or to the noun phrase, specifying which pig to 

tickle (Snedeker & Trueswell, 2004). Resolution of this ambiguity depends on whether the 

verb in the sentence occurs with instrument prepositional phrases often (e.g., tickle) or rarely 

(e.g., choose). Effects of verb bias emerge quickly, guiding online parsing.

Based on the striking similarities between the role of verb bias in online parsing, and the 

requirements for structure-guided verb learning, we and others argue that verb bias and 

syntactic bootstrapping reflect the same underlying phenomenon (e.g., Trueswell & 

Gleitman, 2007; Wonnacott, Newport & Tanenhaus, 2008). Probabilistic distributional 

learning creates syntactic-semantic combinatorial knowledge about verbs that plays two 

roles. First, it permits syntactic bootstrapping. Children gather syntactic-semantic 

combinatorial facts about each verb (permitting them both to count and categorize the 

arguments assigned to that verb in sentences), and use that knowledge to guide learning of 

verb meaning. Second, from early in development, verb combinatorial knowledge is used 

online to identify the intended structure and lexical content of sentences, reducing ambiguity 

(this is the familiar effect of verb bias).

Investigations of this proposal involve studying probabilistic learning about the syntactic 

biases of verbs or other word classes (e.g., Culbertson & Newport, 2015; Hudson Kam & 

Newport, 2005; Lin & Fisher, 2017; Perek & Goldberg, 2015; Qi, Yuan, & Fisher, 2011; 

Thothathiri & Rattinger, 2016; Twomey, Chang, & Ambridge, 2016; Wonnacott, 2011; 

Wonnacott et al., 2008). One key result from this literature is that learners simultaneously 

consider syntactic co-occurrence probabilities at multiple levels of abstraction, and use them 

to choose ‘rationally’ whether to link new learning to a specific word, or to extend it to a 

broad class of words that appear in the same contexts (see also Gerken, 2010; Reeder, 

Newport & Aslin, 2013).

Based on this emerging literature, we strongly assume that children have some ability to 

handle noisy data in learning about verbs’ syntactic distributions. But we also assume that 

learners face serious data sparseness problems in estimating the syntactic-semantic 

combinatorial behavior of each verb. For example, in languages with frequent argument-

dropping, children might rarely or never get a chance to observe the true number of 

arguments typically assigned to relatively infrequent verbs (Bowerman & Brown, 2008; 

Narasimhan et al., 2005). This brings us to our second likely source of constraint.

Discourse Structure

How arguments are realized in sentences depends on their place in a larger discourse. Noun-

phrase arguments are pronominalized or omitted, not arbitrarily, but when their referents can 

be recovered from the situational or linguistic context (e.g., Allen, 2008; Clancy, 2003; Du 

Bois, 1987; Narasimhan et al., 2005; Prince, 1992). For example, arguments are more often 

omitted when their referents are given rather than new, or if they refer to entities that are 

present rather than absent. Nearby sentences in connected discourse tend to share arguments; 

Fisher et al. Page 14

Top Cogn Sci. Author manuscript; available in PMC 2021 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



as a result, typical sentences in casual speech introduce at most one new lexical argument (as 

opposed to pronominal or null arguments; Allen, 2008; Du Bois, 1987). To a learner who 

analyzes sentences in isolation, these patterns are noise to be overcome by probabilistic 

combinatorial learning; but to one who analyzes utterances in context, they might be useful.

Given these patterns, we and others propose that a bias to expect discourse continuity in 

comprehension increases linguistic support for verb learning, by letting learners collect 

evidence for argument structure across sentences in a discourse (Clancy, 1996; Narasimhan 

et al., 2005). For example, recent mentions might let toddlers identify sentences as transitive 

despite missing arguments as in (3).

Question: What’s Momi doing?
Answer: Øi Talking to Grandma . (3)

Past evidence yields reason to suspect that children could use established topics to recover 

missing arguments in this way. First, argument realization in toddlers’ own speech shows 

sensitivity to discourse structure (e.g., Allen, 2008; Clancy, 2003; Skarabela, Allen, & Scott-

Phillips, 2013; Wittek & Tomasello, 2005). Like adults, children omit arguments more often 

when their referents are given rather than new, or present rather than absent. Second, in 

comprehension, toddlers and preschoolers link ambiguous phrases such as pronouns with 

referents that have been recently and prominently mentioned (e.g., Hartshorne, Nappa, & 

Snedeker, 2015; Horowitz & Frank, 2015; Lidz, Waxman, & Friedman, 2003; Saylor & 

Ganea, 2007; Song & Fisher, 2005, 2007).

Jin et al. (in prep.) asked whether Korean-learning 2.5-year-olds could learn whether a new 

verb appears in transitive or intransitive sentences despite missing arguments, with 

appropriate discourse support. Korean makes a good test case for this purpose: It has a 

canonical SOV (subject-object-verb) word order, and permits pervasive argument dropping. 

Korean has nominal case-markers, affixes on nouns that identify their grammatical roles; 

however, these case markers are optional, and are often absent in casual speech (e.g., Kim, 

2008; Lee, 2006). As a result, children frequently encounter sentences that might be either 

transitive or intransitive, consisting of a single noun followed by a verb.

In two experiments, Jin et al. (in prep.) used the dialogue training method introduced by 

Yuan and Fisher (2009), but created dialogues that provided little or no direct syntactic 

evidence for transitivity. For example, in the dialogues for one experiment, two women used 

the invented verb thomita in transitive or intransitive sentences embedded in natural 

discourses. As shown in Figure 4, all novel-verb transitive sentences had dropped subjects, 

thus only one overt noun phrase; no accusative case markers were included. Crucially, these 

sentence subjects were omitted in appropriate discourse contexts, those in which the referent 

had been prominently mentioned, including in an immediately preceding question. In the 

intransitive dialogues, all novel-verb sentences also contained one overt noun phrase. 

Therefore, the number of noun phrases appearing with the new verb was identical in the 

transitive and intransitive dialogues. Moreover, due to the SOV word order of Korean, the 

transitive and intransitive answers to the context question (bold text in Figure 4) had the 
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same word-order—one noun followed by a new verb. One key difference between the 

transitive and intransitive dialogues was whether this single noun was the same noun that 

appeared in the question (in intransitive dialogues), or a new noun (in transitive dialogues).5

In the test trials (Figure 4), children heard the novel verb in isolation (an English gloss is 

“Find thomming!”) while viewing side-by-side videos depicting a two-participant causal 

action (one actor swings the leg of a seated actor), and a one-participant action enacted by 

two people (both actors wheel their arms). Children’s interpretations of the new verb were 

guided by the dialogues: Those who had heard the verb in transitive dialogues looked 

reliably longer at the two-participant event than did those who had heard it in intransitive 

dialogues. This effect disappeared if children heard a different novel verb at test, one not 

heard in the dialogues (as in “Find mwupping!”). Thus, Korean toddlers who heard our 

transitive dialogues learned that an invented verb could be transitive without ever 

encountering it in a sentence with two noun-phrase arguments or with an accusative case 

marker, when the discourse context strongly implied a missing argument. In additional 

studies in English, Jin (2015) provided converging evidence for the contribution of discourse 

structure by comparing coherent dialogues similar to English translations of the dialogues in 

Figure 4 to ‘scrambled’ dialogues in which the same critical novel-verb sentences were 

presented without appropriate discourse support. The effect of transitive versus intransitive 

dialogues on children’s looking preferences at test was found in the coherent-dialogue 

condition, but not the scrambled-dialogue condition, confirming that an informative 

discourse context helps children to recover missing arguments.

By what mechanisms might a preceding discourse context help children to infer a missing 

argument for an unknown verb? One possibility is that this inference could result primarily 

from probabilistic combinatorial learning about language that spans utterance boundaries. 

That is, children might learn to expect referents that are linguistically marked as prominent 

to be re-mentioned in subsequent utterances (e.g., Arnold, Brown-Schmidt, & Trueswell, 

2007; Han, 2006). In this case, children could have learned that questions are followed by 

answers, and that answers typically add the requested information and retain the given 

information as part of their meaning.

More generally, children might posit a missing argument based on the semantic or pragmatic 

constraints of their model of the discourse. Researchers have proposed that each sentence is 

interpreted relative to a propositionally-encoded representation of the discourse; this 

representation includes a set of discourse referents and what has been said about them (e.g., 

Bock & Brewer, 1985; Grosz & Sidner, 1986; Johnson-Laird, 1983; Kintsch, 1988). Each 

new utterance alters the model, thus affecting interpretation of the next. A propositionally-

encoded situation model provides a common workspace within which to integrate 

linguistically-provided information with world knowledge and situational constraints; as a 

5The transitive and intransitive dialogues also differed in noun phrase animacy. As exemplified in Figure 4, the topic established in the 
context was always human (e.g., Grandma, Daddy, Aunt), whereas the new noun phrase introduced in the answer to this question 
across the transitive dialogues included humans (boy, girl, baby), other animates (puppy, raccoon, turtle), and inanimates (teddy bear, 
pillow). This difference was introduced to avoid including many human direct objects without accusative case markers. This is 
important because Korean shows probabilistic differential case marking (Lee, 2006): Case markers are optional in Korean, but nouns 
whose properties make them atypical for their grammatical role tend to receive overt case marking. Thus, nouns high in animacy are 
typically case-marked when used as direct objects, and nouns low in animacy are case-marked when used as subjects.
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result, children can reason about meaningful links between utterances using the same 

inferential mechanisms that permit them to understand events they see (e.g., Kehler & 

Rohde, 2013; Lynch et al., 2008; Sullivan & Barner, 2016). In the case of our Korean 

dialogues, the context question preceding each novel verb sentence (e.g., “What’s Grandma 

doing?”) should highlight the referent’s possible actions in the child’s model of the 

linguistically-described situation; this in turn should bias the child to assume that the same 

referent (and her actions) might form part of the answer.

Thus, via linguistic expectations, inference-making within a situation model, or both, a bias 

toward discourse continuity might allow children to recover the missing arguments of 

unknown verbs. This process will not be simple, as opportunities for error abound. Question-

answer pairs like those in our dialogues create strong discourse constraints, but many kinds 

of adjacent sentences in conversation will license omitted arguments. For example, if we say 

“Grandma brought a present”, natural continuations could include Grandma (e.g., “(She) just 

arrived”), the present (“(It) is very big”), or both (“(She) made (it)”). In English, any of these 

references to previously-mentioned entities would be marked by overt pronouns; but in 

Korean, likely usage would involve null pronouns. How might the novice learner infer which 

argument (the person or the present) was missing in a particular continuation, or infer one 

missing argument for the arrive or is big sentences, but two missing arguments for the make 
sentence?

A comparison to the interpretation of overt pronouns both illustrates the problem and 

suggests a possible solution. A pronoun provides an overt cue to seek an antecedent in the 

discourse model, and offers linguistic features to guide that search (e.g., gender, number; 

Arnold et al., 2007; Gelman & Raman, 2003; Saylor, Ganea, & Vázquez, 2011). Omitted 

arguments offer no such cue, but still leave the verb itself, including its morphology, and any 

overt arguments or modifiers, to launch and guide the search. In languages permitting 

argument omission, syntactic-semantic combinatorial knowledge about familiar verbs 

prompts adults to seek antecedents for null elements in the discourse model (e.g., Mandarin: 

Yang, Gordon, Hendrick, & Wu, 1999; Korean: Kwon & Sturt, 2013). We speculate that the 

same could be true in the learning system. As children gather partial knowledge of the 

combinatorial properties of verbs (both counting and categorizing the arguments appearing 

with the verb), and about verb morphology (e.g., Rispoli, 1989), this learning might invite 

integration of suitable discourse referents into sentences with missing arguments. This 

speculation represents a generalization of the verb bias proposal laid out earlier. In this way, 

learning about the syntactic-semantic distributions of verbs might guide not only 

identification of the structure and content of each sentence, but also its linking with the 

discourse context.

Conclusion and further challenges

We began with a learning problem, arguing that children need linguistic evidence about the 

number of arguments accompanying a verb to offset the ambiguities of events as evidence 

for verb meanings. The structure-mapping account of early syntactic bootstrapping proposes 

a mechanism whereby children could receive such linguistic evidence from the start of 

multi-word sentence comprehension, before learning much about the syntax of the native 
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language. We argued that children might begin by interpreting each noun phrase as an 

argument, and thereby get some aid for sentence interpretation from even a partial sentence 

representation (Fisher, 1996; Gleitman, 1990; Lidz et al., 2003).

Here we focused on challenges posed by languages that permit frequent argument dropping. 

In languages such as Korean, noun-phrase arguments are freely omitted when their referents 

are recoverable in context. As a result, learners cannot count on the noun phrases in each 

sentence to display all the arguments of the verb. This challenge prompted us to enrich the 

structure-mapping account in two ways.

First, we refined our notion of distributional learning about verbs to include probabilistic 

learning about verbs’ syntactic-semantic combinatorial privileges. To conquer the 

complexities of verbs’ syntactic distributions, we argued that children must not only count 

the noun phrases in single sentences, but also categorize them semantically to identify their 

likely argument roles, and track multiple syntactic-semantic combinatorial options for each 

verb. This procedure links syntactic bootstrapping in early childhood with the use of verb 

bias in online processing: The same probabilistic distributional learning procedure creates 

verb biases that guide online sentence parsing, and permits syntactic bootstrapping 

(Trueswell & Gleitman, 2007; Wonnacott et al., 2008).

Second, we added a fourth mechanism to the structure-mapping account, proposing that an 

expectation of discourse continuity allows children to gather linguistic evidence for the 

arguments accompanying a verb across sentences in a coherent discourse (see also Allen, 

2008; Narasimhan et al., 2005). Building on evidence that toddlers use discourse context to 

interpret ambiguous overt noun phrases such as pronouns or unknown nouns (e.g., Saylor & 

Ganea, 2007; Horowitz & Frank, 2015; Lidz et al., 2003; Song & Fisher, 2005, 2007; 

Sullivan & Barner, 2016), we reviewed new evidence that toddlers can recover a missing 

argument for a brand-new verb with appropriate discourse support (Jin et al., in prep.). 

These findings raise many questions for future research about the developmental source of 

children’s expectation of discourse continuity, and how children integrate their discourse-

guided referential expectations with distributional evidence about the syntactic-semantic 

combinatorial properties of verbs.

Enriched with these two modifications, the structure-mapping account sketches a path 

whereby young learners can go beyond ‘counting the nouns’ to estimate each verb’s 

syntactic distributions. This estimate incorporates multiple syntactic-semantic combinatorial 

options, and can use the sets of noun-phrase arguments co-occurring with each verb to help 

determine its meaning even if some of those arguments are lost to discourse redundancy.

But missing arguments are only one example of the noisy relationship between noun phrases 

in sentences and the arguments that accompany verbs. Just as individual sentences can have 

too few noun phrases to display their intended arguments, they can also have too many. To 

illustrate, “on the couch” is an argument accompanying put in (4a), but not like in (4b), 

where it is part of a complex noun phrase argument. “With Susie” is an argument 

accompanying chat in (5a) but not walk in (5b), where it is an adjunct phrase indicating 

accompaniment. Distinguishing arguments from adjuncts is tricky, but central intuitions are 
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that arguments are semantically obligatory (it takes two to chat, but not to walk), and their 

roles depend on the verb (Dowty, 2003; Koenig, Mauner, & Bienvenue, 2003; Schütze & 

Gibson, 1999; Tutunjian & Boland, 2008). Roughly speaking, arguments but not adjuncts 

yield information about the semantic structures compatible with each verb.

a . She put the puppy on the couch .
b . She liked the puppy on the couch . (4)

a . She chatted with Susie .
b . She walked with Susie . (5)

Via structure-mapping, ‘extra’ noun phrases accompanying novel verbs should cause errors. 

Several investigations confirm this prediction (e.g., Dautriche et al., 2014; Pozzan & 

Trueswell, 2015). For instance, Gertner and Fisher (2012) found that 21-month-olds tended 

to interpret intransitive sentences with two noun phrases conjoined in subject position as if 

they were transitive, mistakenly linking “The boy and the girl are pilking!” with an event in 

which a boy acted on a girl.

To escape such errors, children must learn the language-specific features that identify 

complex noun phrases, and begin to identify which constituents might be arguments rather 

than adjuncts. We speculate that the same two data-sources examined here, probabilistic 

syntactic-semantic combinatorial learning about verbs and an expectation of discourse 

continuity, could support these learning tasks, in much the same way that we argued they 

support the recovery of missing arguments.

For example, consider the prepositional phrase “on the couch” in (4). As noted earlier, both 

adults and preschoolers use the biases of familiar verbs to guide decisions about whether 

such phrases modify a preceding noun (4b) or are attached to the main verb and might be 

arguments (4a) (e.g., Snedeker & Trueswell, 2004). In addition, modifiers as in (4b) are 

expected, and therefore easier to parse, if the discourse context includes multiple referents of 

the same kind (two puppies), and thus a modifier is needed to identify the intended referent. 

Adults use such referential-context constraints, whether provided in the physical setting (two 

puppies in view) or in a linguistic discourse context (two puppies under discussion), to make 

attachment decisions under ambiguity (e.g., Altmann & Steedman, 1988; Trueswell, 

Sekerina, Hill, & Logrip, 1999). Preschoolers typically fail to use the number of possible 

referents in the physical setting to make parsing decisions (e.g., Trueswell et al., 1999), but 

readily use the linguistic discourse context to do so. For example, 4- and 5-year-olds were 

more likely to arrive at a modifier interpretation of an ambiguous prepositional phrase if a 

preceding question highlighted the need to differentiate between multiple referents, as in (6), 

relative to a more general question (“What happened?”; Trueswell & Gleitman, 2004).

Question: Which cat did the turtle tickle?
Answer: I know! The turtle tickled the cat on the fence. (6)
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Thus, the biases of known verbs and the semantic constraints of the discourse affect 

preschoolers’ parsing under ambiguity. This raises the intriguing possibility that similar 

influences might shape learning about argument structure early in acquisition. A learner who 

gathers distributional evidence about the syntactic-semantic combinatory privileges of 

unknown verbs, and who interprets each sentence relative to a model of the discourse, might 

sometimes distinguish (4a) from (4b) even before the meanings of these verbs are known. 

Distinguishing arguments from adjuncts requires tracking probabilities at multiple linguistic 

levels, to estimate the combinatory privileges of particular verbs relative to verbs in general, 

as discussed earlier. Roughly speaking, adjuncts combine freely with many verbs, retaining 

their meanings as they do so (e.g., “with Susie” in (5b), “on Tuesday”), whereas the 

occurrence and interpretation of arguments is predicted by particular verbs. Distributional 

criteria based on this intuition can be used to automatically classify phrases as arguments or 

adjuncts (e.g., Merlo & Ferrer, 2006). Linking the distinction between arguments and 

adjuncts to verb-bias learning in this way is consistent with evidence that argument status is 

gradient rather than categorical (Rissman, Rawlins & Landau, 2015).

Though the data required to make good on these final speculations remain to be gathered, 

these considerations suggest additional ways in which young learners go beyond ‘counting 

the nouns’ to estimate the argument structures compatible with each verb. This estimate 

should guide verb learning despite the ambiguity of sentences, which might display too few 

noun phrases or too many.

Acknowledgments

This research was supported by grants from the National Science Foundation (BCS 1348522) and the Eunice 
Kennedy Shriver National Institute of Child Health and Human Development (HD054448). We thank Renée 
Baillargeon, Jesse Snedeker, and an anonymous reviewer for helpful comments.

References

Abbot-Smith K, & Tomasello M (2006). Exemplar-learning and schematization in a usage-based 
account of syntactic acquisition. The Linguistic Review, 23, 275–290.

Allen SEM (2008). Interacting pragmatic influences on children’s argument realization In Bowerman 
M & Brown P (Eds.), Cross-linguistic perspectives on argument structure (pp. 191–210). New York, 
NY: Erlbaum.

Altmann G, & Steedman M (1988). Interaction with context during human sentence processing. 
Cognition, 30, 191–238. [PubMed: 3215002] 

Ambridge B & Lieven E (2015). A constructivist account of child language acquisition (pp. 478–510) 
In MacWhinney B & O’Grady W (Eds.), The handbook of language emergence. New York: Wiley.

Ameka FK (2008). He died old dying to be dead right: Transitivity and semantic shifts of ‘die’ in Ewe 
in crosslinguistic perspective In Bowerman M & Brown P (Eds.), Crosslinguistic perspectives on 
argument structure (pp. 231–253). New York, NY: Erlbaum.

Arnold JE, Brown-Schmidt S, & Trueswell JC (2007). Children’s use of gender and order-of-mention 
during pronoun comprehension. Language and Cognitive Processes, 22, 527–565.

Arunachalam S (2013). Two-year-olds can begin to acquire verb meanings in socially impoverished 
contexts. Cognition, 129, 569–573. [PubMed: 24055833] 

Arunachalam S, & Dennis S (2019). Semantic detail in the developing verb lexicon: An extension of 
Naigles and Kako (1993). Developmental Science, 22 10.1111/desc.12697

Fisher et al. Page 20

Top Cogn Sci. Author manuscript; available in PMC 2021 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Arunachalam S, Escovar E, Hansen MA, & Waxman SR (2013). Out of sight, but not out of mind: 21-
month-olds use syntactic information to learn verbs even in the absence of a corresponding event. 
Language and Cognitive Processes, 28, 417–425. [PubMed: 24163490] 

Arunachalam S, & Waxman SR (2010). Meaning from syntax: Evidence from 2-year-olds. Cognition, 
114, 442–446. [PubMed: 19945696] 

Bergelson E, & Swingley D (2012). At 6–9 months, human infants know the meanings of many 
common nouns. Proceedings of the National Academy of Sciences, 109, 3253–3258.

Bock JK, & Brewer WF (1985). Discourse structure and mental models In Carr TH (Ed.), New 
directions for child development: The development of reading skills (pp. 55–75). San Francisco, 
CA: Jossey-Bass.

Booth AE, & Waxman SR (2009). A horse of a different color: Specifying with precision infants’ 
mappings of novel nouns and adjectives. Child Development, 80,15–22. [PubMed: 19236389] 

Bowerman M & Brown P (2008). Introduction In Bowerman M& Brown P (Eds.), Cross-linguistic 
perspectives on argument structure (pp. 1–26). New York, NY: Erlbaum.

Braine MD (1963). The ontogeny of English phrase structure: The first phase. Language, 39, 1–13.

Carlson GN & Tanenhaus MK (1988). Thematic roles and language comprehension In Wilkins W 
(Ed.), Syntax and semantics, Volume 21: Thematic relations (pp. 263–288). New York: Academic 
Press.

Chang F, Dell GS, & Bock K (2006). Becoming syntactic. Psychological Review, 113, 234–272. 
[PubMed: 16637761] 

Chapman RS, & Miller JF (1975). Word order in early two and three word utterances: Does production 
precede comprehension? Journal of Speech and Hearing Research, 18, 355–371.

Chestnut EK, & Markman EM (2016). Are horses like zebras, or vice versa? Children’s sensitivity to 
the asymmetries of directional comparisons. Child Development, 87, 568–582. [PubMed: 
26727987] 

Clancy PM (1996). Referential strategies and the co-construction of argument structure in Korean 
acquisition. Typological Studies in Language, 33, 33–68.

Clancy PM (2003). The lexicon in interaction: Developmental origins of preferred argument structure 
in Korean In Du Bois JW, Kumpf LE, & Ashby WJ (Eds.), Preferred argument structure: Grammar 
as architecture for function (pp. 81 – 108). Philadelphia: John Benjamins.

Clancy PM (2009). Acquisition of argument structure and transitivity in Korean: A discourse-
functional approach In Lee C, Kim Y, & Simpson GB (Eds.), Li P (Series Ed.), The Handbook of 
East Asian Psycholinguistics, Volume 3: Korean (pp. 34–49). New York: Cambridge University 
Press.

Clark EV (1973). Non-linguistic strategies and the acquisition of word meanings. Cognition, 2, 161–
182.

Clark EV (1990). Speaker perspective in language acquisition. Linguistics, 28, 1201–1220.

Culbertson J, & Newport EL (2015). Harmonic biases in child learners: In support of language 
universals. Cognition, 139, 71–82. [PubMed: 25800352] 

Dautriche I, Cristia A, Brusini P, Yuan S, Fisher C & Christophe A (2013). Toddlers default to 
canonical surface-to-meaning mapping when learning verbs. Child Development, 85, 1168–1180. 
10.1111/cdev.12164 [PubMed: 24117408] 

Dittmar M, Abbot-Smith K, Lieven EVM, & Tomasello M (2008). Young German children’s early 
syntactic competence: a preferential looking study. Developmental Science, 11, 575–582. 
[PubMed: 18576965] 

Dowty D (1991). Thematic proto-roles and argument selection. Language, 67, 547–619.

Dowty D (2003). The dual analysis of adjuncts/complements in categorial grammar In Lang E, 
Maienborn C, & Fabricius-Hansen C (Eds.), Modifying adjuncts (pp. 33–66). New York: de 
Gruyter.

Du Bois JW (1987). The discourse basis of ergativity. Language, 63, 805–855.

Ferguson B, Graf E, & Waxman SR (2014). Infants use known verbs to learn novel nouns: Evidence 
from 15-and 19-month-olds. Cognition, 131, 139–146. [PubMed: 24463934] 

Fisher et al. Page 21

Top Cogn Sci. Author manuscript; available in PMC 2021 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Fernandes KJ, Marcus GF, Di Nubila JA, & Vouloumanos A (2006). From semantics to syntax and 
back again: Argument structure in the third year of life. Cognition, 100, B10–B20. [PubMed: 
16289066] 

Fillmore CJ (1977). The case for case reopened In Cole P & Sadock JM (Eds.), Syntax and semantics, 
Volume 8: Grammatical relations (pp. 59–81). New York: Academic Press.

Fisher C (1996). Structural limits on verb mapping: The role of analogy in children’s interpretation of 
sentences. Cognitive Psychology, 31, 41–81. [PubMed: 8812021] 

Fisher C (2000). From form to meaning: A role for structural analogy in the acquisition of language In 
Reese HW (Ed.), Advances in Child Development and Behavior, Vol. 27 (pp. 1–53). New York: 
Academic Press.

Fisher C, Gertner Y, Scott R, & Yuan S (2010). Syntactic bootstrapping. Wiley Interdisciplinary 
Reviews: Cognitive Science, 1, 143–149. [PubMed: 26271229] 

Fisher C, & Gleitman LR (2002). Language acquisition In Pashler HF (Series Ed.) & Gallistel CR 
(Volume Ed.), Stevens’ Handbook of Experimental Psychology, Vol 3: Learning and motivation 
(pp. 445–496). New York: Wiley.

Fisher C, & Song H, (2006). Who’s the subject? Sentence structure and verb meaning In Hirsh-Pasek 
K & Golinkoff RM (Eds.), Action meets word: How children learn verbs (pp. 392–425). New 
York, NY: Oxford University Press.

Franck J, Millotte S, Posada A, & Rizzi L (2013). Abstract knowledge of word order by 19 months: 
An eye-tracking study. Applied Psycholinguistics, 34, 323–336.

Friedrich M, & Friederici AD (2005). Lexical priming and semantic integration reflected in the event-
related potential of 14-month-olds. Neuroreport, 16, 653–656. [PubMed: 15812327] 

Gagliardi A, Mease TM, & Lidz J (2016). Discontinuous development in the acquisition of filler-gap 
dependencies: Evidence from 15- and 20-month-olds. Language Acquisition, 23, 234–260.

Garnsey S, Pearlmutter N, Myers E, & Lotockey M (1997). The contributions of verb bias and 
plausibility to the comprehension of temporarily ambiguous sentences. Journal of Memory and 
Language, 37, 58–93.

Gavarró A, Leela M, Rizzi L, & Franck J (2015). Knowledge of the OV parameter setting at 19 
months: Evidence from Hindi–Urdu. Lingua, 154, 27–34.

Gelman S, & Raman L (2003). Preschool children use linguistic form class and pragmatic cues to 
interpret generics. Child Development, 74, 308–325. [PubMed: 12625452] 

Gentner D, & Boroditsky L (2001). Individuation, relativity, and early word learning In Bowerman M 
& Levinson SC (Eds.), Language acquisition and conceptual development (pp. 215–256). 
Cambridge, UK: Cambridge University Press.

Gerken L (2010). Infants use rational decision criteria for choosing among models of their input. 
Cognition, 115, 362–366. [PubMed: 20144828] 

Gertner Y, & Fisher C (2012). Predicted errors in early sentence interpretation. Cognition, 124, 85–94. 
[PubMed: 22525312] 

Gertner Y, Fisher C, & Eisengart J (2006). Learning words and rules: Abstract knowledge of word 
order in early sentence comprehension. Psychological Science, 17, 684–691. [PubMed: 16913951] 

Gillette J, Gleitman H, Gleitman LR, & Lederer A (1999). Human simulations of vocabulary learning. 
Cognition, 73, 135–176. [PubMed: 10580161] 

Gleitman L (1990). The structural sources of verb meaning. Language Acquisition, 1, 3–55.

Gleitman LR, Cassidy K, Nappa R, Papafragou A, & Trueswell JC (2005). Hard words. Language 
Learning and Development, 1, 23–64.

Gleitman LR, Gleitman H, Miller C, & Ostrin R (1996). Similar, and similar concepts. Cognition, 58, 
321–376. [PubMed: 8871343] 

Goldberg A (2006). Constructions at work: The nature of generalization in language. New York, NY: 
Oxford University Press.

Goldin-Meadow S (2003). The resilience of language. New York, NY: Psychology Press.

Goodman JC, McDonough L, & Brown NB (1998). The role of semantic context and memory in the 
acquisition of novel nouns. Child Development, 69, 1330–1344. [PubMed: 9839419] 

Fisher et al. Page 22

Top Cogn Sci. Author manuscript; available in PMC 2021 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Gordon P (2003). The origin of argument structure in infant event representations In Proceedings of 
the 26th Boston University conference on language development (pp. 189–198). Somerville, MA: 
Cascadilla Press.

Grimshaw J (1981). Form, function, and the language acquisition device In Baker CL & McCarthy JJ 
(Eds.), The logical problem of language acquisition (pp. 165–182). Cambridge, MA: MIT Press.

Grimshaw J (1990). Argument structure. Cambridge, MA: MIT Press.

Grimshaw J (2005) Words and structure. CSLI Publications, Stanford, CA.

Gropen J, Epstein T, & Schumacher L (1997). Context-sensitive verb learning: Children’s ability to 
associate contextual information with the argument of a verb. Cognitive Linguistics, 8, 137–182.

Grosz BJ, & Sidner CL (1986). Attention, intentions, and the structure of discourse. Computational 
Linguistics, 12, 175–204.

Han NR (2006). Korean zero pronouns: analysis and resolution. Ph.D. dissertation, University of 
Pennsylvania, Philadelphia.

Hartshorne JK, Nappa R, & Snedeker J (2015). Development of the first-mention bias. Journal of 
Child Language, 42, 423–446. [PubMed: 24735525] 

Hirsh-Pasek K, & Golinkoff RM (1996). The origins of grammar: Evidence from early language 
comprehension. Cambridge, MA: MIT Press.

Hoff E, & Naigles LR (2002). How children use input to acquire a lexicon. Child Development, 73, 
418–433. [PubMed: 11949900] 

Hopper PJ, & Thompson SA (1980). Transitivity in grammar and discourse. Language, 56, 251–299.

Horowitz AC, & Frank MC (2015). Young children’s developing sensitivity to discourse continuity as 
a cue for inferring reference. Journal of Experimental Child Psychology, 129, 84–97. [PubMed: 
25279437] 

Huang JC-T (1984). On the distribution and reference of empty pronouns. Linguistic Inquiry, 15, 531–
574.

Hudson Kam CL, & Newport EL (2005). Regularizing unpredictable variation: The roles of adult and 
child learners in language formation and change. Language learning and development, 1, 151–195.

Huttenlocher J (1974). The origin of language comprehension In Solso RL (Ed.), Theories in Cognitive 
Psychology. Potomac, MD: Lawrence Erlbaum Associates.

Jackendoff R (1990). Semantic structures. Cambridge, MA: MIT Press.

Jin K (2015). The role of syntactic and discourse information in verb learning. Ph.D. dissertation, 
University of Illinois at Urbana-Champaign.

Jin K, Cho I, Shin J, Fisher C, & Song H (in preparation). Counting the (missing) nouns: Syntactic 
bootstrapping in Korean.

Jin K, & Fisher C (2014). Early evidence for syntactic bootstrapping: 15-month-olds use sentence 
structure in verb learning In Orman W & Valleau M (Eds.), Boston University Conference on 
Language Development. Boston, MA: Cascadilla Press.

Joanis E, Stevenson S, & James D (2008). A general feature space for automatic verb classification. 
Natural Language Engineering, 14, 337–367.

Johnson-Laird PN (1983). Mental models: Towards a cognitive science of language, inference, and 
consciousness. Cambridge, MA: Harvard University Press.

Kehler A, & Rohde H (2013). A probabilistic reconciliation of coherence-driven and centering-driven 
theories of pronoun interpretation. Theoretical Linguistics, 39, 1–37.

Kidd E, & Bavin EL (2005). Lexical and referential cues to sentence interpretation: an investigation of 
children’s interpretations of ambiguous sentences. Journal of Child Language, 32, 855–876. 
[PubMed: 16429714] 

Kim T (2008). Subject and object markings in conversational Korean. Ph.D. dissertation State 
University of New York at Buffalo.

Kintsch W (1988). The role of knowledge in discourse comprehension: A construction-integration 
model. Psychological Review, 95, 163–182. [PubMed: 3375398] 

Kline M, Snedeker J, & Schulz L (2017). Linking language and events: Spatiotemporal cues drive 
children’s expectations about the meanings of novel transitive verbs. Language Learning and 
Development, 13, 1–23.

Fisher et al. Page 23

Top Cogn Sci. Author manuscript; available in PMC 2021 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Knoeferle P, Crocker MW, Scheepers C, & Pickering MJ (2005). The influence of immediate visual 
context on incremental thematic-role assignment: Evidence from eye-movements in depicted 
events. Cognition, 95, 95–127. [PubMed: 15629475] 

Koenig J, Mauner G, & Bienvenue B (2003). Arguments for adjuncts. Cognition, 89, 67–103. 
[PubMed: 12915295] 

Kwon N & Sturt P (2013). Null pronominal (pro) resolution in Korean, a discourse-oriented language. 
Language and Cognitive Processes, 28, 377–387.

Lakusta L, Wagner L, O’Hearn K, & Landau B (2007). Conceptual foundations of spatial language: 
Evidence for a goal bias in infants. Language learning and development, 3, 179–197.

Landau B & Gleitman LR (1985). Language and experience. Cambridge, MA: Harvard University 
Press.

Landau B, & Gleitman LR (2015). Height matters In Toivonen I, Csúri P, & van der Zee E (Eds.), 
Structures in the mind: Essays on language, music, and cognition in honor of Ray Jackendoff (pp. 
187–210). Cambridge, MA: MIT Press.

Lany J, & Saffran JR (2010). From statistics to meaning: Infants’ acquisition of lexical categories. 
Psychological Science, 21, 284–291. [PubMed: 20424058] 

Lee H (2006). Parallel optimization in case systems: evidence from case ellipsis in Korean. Journal of 
East Asian Linguistics, 15, 69–96.

Lee JN, & Naigles LR (2005). The input to verb learning in Mandarin Chinese: A role for syntactic 
bootstrapping. Developmental Psychology, 41, 529–540. [PubMed: 15910160] 

Levin B (2015). Semantics and pragmatics of argument alternations. Annual Review of Linguistics, 1, 
pp. 63–83.

Levin B & Rappaport Hovav M (2005). Argument realization. New York, NY: Cambridge University 
Press.

Lidz J, Gleitman H, & Gleitman LR (2003). Understanding how input matters: Verb learning and the 
footprint of universal grammar. Cognition, 87, 151–178. [PubMed: 12684198] 

Lidz J, Waxman S, & Freedman J (2003). What infants know about syntax but couldn’t have learned: 
experimental evidence for syntactic structure at 18 months. Cognition, 89, B65–73. [PubMed: 
12963265] 

Lin Y, & Fisher C (2017). Error-based learning: A mechanism for linking verbs to syntax. In 
Proceedings of the Annual Meeting of the Cognitive Science Society.

Lynch JS, van den Broek P, Kremer KE, Kendeou P, White MJ, & Lorch EP (2008). The development 
of narrative comprehension and its relation to other early reading skills. Reading Psychology, 29, 
327–365.

Mani N, Johnson E, McQueen JM, & Huettig F (2013). How yellow is your banana? Toddlers’ 
language-mediated visual search in referent-present tasks. Developmental Psychology, 49, 1036–
1044. [PubMed: 22845828] 

Matsuo A, Kita S, Shinya Y, Wood GC, & Naigles L (2012). Japanese two-year-olds use 
morphosyntax to learn novel verb meanings. Journal of Child Language, 39, 637–663. [PubMed: 
21910951] 

Merlo P, & Ferrer E (2006). The notion of argument in prepositional phrase attachment. Computational 
Linguistics, 32, 341–378.

Merlo P, & Stevenson S (2001). Automatic verb classification based on statistical distributions of 
argument structure. Computational Linguistics, 27, 373–408.

Messenger K, Yuan S, & Fisher C (2015). Learning verb syntax via listening: New evidence from 22-
month-olds. Language Learning and Development, 11, 356–368. [PubMed: 26504456] 

Naigles LR (1990). Children use syntax to learn verb meanings. Journal of Child Language, 17, 357–
314. [PubMed: 2380274] 

Naigles LR, & Kako E (1993). First contact in verb acquisition: Defining a role for syntax. Child 
Development, 64, 1665–1687. [PubMed: 8112112] 

Narasimhan B, Budwig N, & Murty L (2005). Argument realization in Hindi caregiver-child discourse. 
Journal of Pragmatics, 37, 461–495.

Fisher et al. Page 24

Top Cogn Sci. Author manuscript; available in PMC 2021 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Newport EL (2016). Statistical language learning: Computational, maturational, and linguistic 
constraints. Language and Cognition, 8, 447–461. [PubMed: 28680505] 

Papafragou A, Cassidy K, & Gleitman L (2007). When we think about thinking: The acquisition of 
belief verbs. Cognition, 105, 125–165. [PubMed: 17094956] 

Perek F, & Goldberg AE (2015). Generalizing beyond the input: the functions of the constructions 
matter. Journal of Memory and Language, 84, 108–127.

Pinker S (1984). Language learnability and language development. Cambridge, MA: Harvard 
University Press.

Pinker S (1989). Learnability and cognition. Cambridge, MA: MIT Press.

Pozzan L, & Trueswell J (2015). Revise and resubmit: How real-time parsing limitations influence 
grammar acquisition. Cognitive Psychology, 80, 73–108. 10.1016/j.cogpsych.2015.03.004 
[PubMed: 26026607] 

Prince E (1992). The ZPG letter: Subjects, definiteness, and information-status In Thompson S & 
Mann W (Eds.), Discourse description: Diverse analyses of a fund-raising text (pp. 295–325). 
Philadelphia: John Benjamins.

Qi Z, Yuan S, & Fisher C (2011). Where does verb bias come from? Experience with particular verbs 
affects online sentence processing In Danis N, Mesh K, & Sung H (Eds.), Proceedings of the 
35th Annual Boston University Conference on Language Development. Boston, MA: Cascadilla 
Press.

Reeder PA, Newport EL, & Aslin RN (2013). From shared contexts to syntactic categories: The role of 
distributional information in learning linguistic form-classes. Cognitive Psychology, 66, 30–54. 
[PubMed: 23089290] 

Resnik P (1996). Selectional constraints: an information-theoretic model and its computational 
realization. Cognition, 61, 127–159. [PubMed: 8990970] 

Rispoli M (1989). Encounters with Japanese verbs: caregiver sentences and the categorization of 
transitive and intransitive action verbs. First Language, 9, 57–80.

Rissman L, Rawlins K, & Landau B (2015). Using instruments to understand argument structure: 
Evidence for gradient representation. Cognition, 142, 266–290. [PubMed: 26057832] 

Saylor MM, & Ganea P (2007). Infants interpret ambiguous requests for absent objects. 
Developmental Psychology, 43, 696–704. [PubMed: 17484581] 

Saylor MM, Ganea PA, & Vázquez MD (2011). What’s mine is mine: Twelve-month-olds use 
possessive pronouns to identify referents. Developmental Science, 14, 859–864. [PubMed: 
21676104] 

Schütze CT, & Gibson E (1999). Argumenthood and English prepositional phrase attachment. Journal 
of Memory and Language, 40, 409–431.

Scott K, Chu J, & Schulz L (2017). Lookit (Part 2): Assessing the viability of online developmental 
research, results from three case studies. Open Mind, 1, 15–29.

Scott R & Fisher C (2009). Two-year-olds use distributional cues to interpret transitivity-alternating 
verbs. Language and Cognitive Processes, 24, 777–803. [PubMed: 20046985] 

Scott R, Gertner Y, & Fisher C (2018). Not all subjects are agents: transitivity and meaning in early 
language comprehension In Syrrett K & Arunachalam S (Eds.), Semantics in language 
acquisition (pp. 154–176). Philadelphia, PA: John Benjamins.

Seidl A, Hollich G, & Jusczyk PW (2003). Early understanding of subject and object wh-questions. 
Infancy, 4, 423–436.

Skarabela B, Allen SE, & Scott-Phillips TC (2013). Joint attention helps explain why children omit 
new referents. Journal of Pragmatics, 56, 5–14.

Snedeker J, & Gleitman LR (2004). Why it is hard to label our concepts In Hall DG & Waxman S 
(Eds.), Weaving a lexicon (pp. 257–293). Cambridge, MA: MIT Press.

Snedeker J, & Trueswell J, (2004). The developing constraints on parsing decisions: The role of 
lexical-biases and referential scenes in child and adult sentence processing. Cognitive 
Psychology, 49, 238–299. [PubMed: 15342261] 

Song H, & Fisher C (2005). Who’s “she”? Discourse prominence influences preschoolers’ 
comprehension of pronouns. Journal of Memory and Language, 52, 29–57.

Fisher et al. Page 25

Top Cogn Sci. Author manuscript; available in PMC 2021 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Song H, & Fisher C (2007). Discourse prominence effects on 2.5-year-old children’s interpretation of 
pronouns. Lingua, 117, 1959–1987. [PubMed: 18978930] 

Stavans M, Lin Y, Wu D, & Baillargeon R (2019). Catastrophic individuation failures in infancy: A 
new model and predictions. Psychological Review, 126, 196–225. 10.1037/rev0000136 [PubMed: 
30550314] 

Sullivan J, & Barner D (2016). Discourse bootstrapping: preschoolers use linguistic discourse to learn 
new words. Developmental Science, 19, 63–75. [PubMed: 25702754] 

Suzuki T, & Kobayashi T (2017). Syntactic Cues for inferences about causality in language 
acquisition: Evidence from an argument-drop language. Language Learning and Development, 
13, 24–37.

Thothathiri M, & Rattinger MG (2016). Acquiring and producing sentences: whether learners use 
verb-specific or verb-general information depends on cue validity. Frontiers in Psychology, 7.

Tincoff R, & Jusczyk PW (2012). Six-month-olds comprehend words that refer to parts of the body. 
Infancy, 17, 432–444.

Tomasello M (2003). Constructing a language: A usage-based theory of language acquisition. 
Cambridge, MA: Harvard University Press.

Trueswell JC, & Gleitman LR (2007). Learning to parse and its implications for language acquisition 
In Gaskell G (Ed.), Oxford Handbook of Psycholinguistics (pp. 635–656). Oxford, UK: Oxford 
University Press DOI: 10.1093/oxfordhb/9780198568971.013.0039

Trueswell JC, & Gleitman LR (2004). Children’s cye movements during listening: Developmental 
evidence for a constraint-based theory of sentence processing In Henderson JM & Ferreira F 
(Eds.), Interface of vision, language & action (pp. 319–346). New York: Psychology Press.

Trueswell J, Sekerina I, Hill N, & Logrip L (1999). The kindergarten-path effect: studying on-line 
sentence processing in young children. Cognition, 73, 89–134. [PubMed: 10580160] 

Tutunjian D, & Boland JE (2008). Do we need a distinction between arguments and adjuncts? 
Evidence from psycholinguistic studies of comprehension. Language and Linguistics Compass, 
2, 631–646.

Twomey KE, Chang F, & Ambridge B (2014). Do as I say, not as I do: A lexical distributional account 
of English locative verb class acquisition. Cognitive Psychology, 73, 41–71. [PubMed: 
24956024] 

Twomey KE, Chang F, & Ambridge B (2016). Lexical distributional cues, but not situational cues, are 
readily used to learn abstract locative verb-structure associations. Cognition, 153, 124–139. 
[PubMed: 27183399] 

Ural AE, Yuret D, Ketrez FN, Koçbaş D, & Küntay AC (2009). Morphological cues vs. number of 
nominals in learning verb types in Turkish: The syntactic bootstrapping mechanism revisited. 
Language and Cognitive Processes, 24, 1393–1405.

Valian V (1986). Syntactic categories in the speech of young children. Developmental Psychology, 22, 
562–579.

Vouloumanos A, Onishi KH, & Pogue A (2012). Twelve-month-old infants recognize that speech can 
communicate unobservable intentions. Proceedings of the National Academy of Sciences, 109, 
12933–12937.

Waxman SR, & Booth AE (2001). Seeing pink elephants: Fourteen-month-olds’ interpretations of 
novel nouns and adjectives. Cognitive Psychology, 43, 217–242. [PubMed: 11689022] 

Wellwood A, He AX Lidz J, & Williams A (2015) Participant structure in event perception: Towards 
the acquisition of implicitly 3-place predicates,” University of Pennsylvania Working Papers in 
Linguistics, 21.

Williams Alexander. 2015 Arguments in syntax and semantics. Cambridge: Cambridge University 
Press.

Willits JA, Wojcik EH, Seidenberg MS, & Saffran JR (2013). Toddlers activate lexical semantic 
knowledge in the absence of visual referents: Evidence from auditory priming. Infancy, 18, 
1053–1075.

Wittek A, & Tomasello M (2005). Young children’s sensitivity to listener knowledge and perceptual 
context in choosing referring expressions. Applied Psycholinguistics, 26, 541–558.

Fisher et al. Page 26

Top Cogn Sci. Author manuscript; available in PMC 2021 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Wonnacott E (2011). Balancing generalization and lexical conservatism: An artificial language study 
with child learners. Journal of Memory and Language, 65, 1–14.

Wonnacott E, Newport EL, & Tanenhaus MK (2008). Acquiring and processing a verb argument 
structure: Distributional learning in a miniature language. Cognitive Psychology, 56, 165–209. 
[PubMed: 17662707] 

Yang C, Gordon PC, Hendrick R, & Wu JT (1999). Comprehension of referring expressions in 
Chinese. Language and Cognitive Processes, 14, 715–743.

Yin J, & Csibra G (2015). Concept-based word learning in human infants. Psychological Science, 26, 
1317–1324.

Yuan S, & Fisher C (2009). “Really? She blicked the baby?”: Two-year-olds learn combinatorial facts 
about verbs by listening. Psychological Science, 5, 619–626.

Yuan S, Fisher C, Kandhadai P, & Fernald A (2011). You can stipe the pig and nerk the fork: Learning 
to use verbs to predict nouns In Danis N, Mesh K, & Sung H (Eds.), Proceedings of the 35th 
Annual Boston University Conference on Language Development. Boston, MA: Cascadilla Press.

Yuan S, Fisher C, & Snedeker J (2012). Counting the nouns: Simple structural cues to verb meaning. 
Child Development, 83, 1382–1399. [PubMed: 22616898] 

Fisher et al. Page 27

Top Cogn Sci. Author manuscript; available in PMC 2021 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 1. 
Schematic diagram of the origins of syntactic bootstrapping via structure-mapping.

Note: The structured conceptual representations shown here represent the assumption that 

infants’ conceptual representations have predicate-argument structure, and that related 

construals of the same event can differ in their number of arguments (as in put vs. go). No 

commitment to a particular set of conceptual primitives is intended.
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Figure 2. 
Sample test-event stimuli from Yuan, Snedeker, & Fisher (2012), Experiment 3. This 

example shows the ‘bystander’ condition of the experiment, in which an idle bystander was 

added to the one-participant event.
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Figure 3. 
Sample test-event stimuli from Scott, Gertner, & Fisher (2018). In the event shown on the 

left, the flower moved around the ball in a circular path, while the ball tilted gently in place; 

in the event shown on the right, the ball jumped back and forth over the flower, while the 

flower tilted gently in place. The arrows indicate path of motion.
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Figure 4. 
Sample segment from Korean dialogue, and test-event stimuli from Jin et al. (in prep.).

This example is taken from Jin et al.’s Experiment 2. Children had to rely on the 

contribution of discourse structure (and a modest noun animacy cue) to establish the number 

of arguments assigned to the verb. Abbreviations are loc (locative), nom (nominative), pst 

(past progressive), q (question), decl (declarative), conn (connective), and IMP (imperative). 

Note the repeated answer in the Intransitive dialogue places a nominative case marker on the 

intransitive subject; this was included because Korean speaking adults sometimes judged 

that repeated use (as opposed to omission) of terms such as ‘Grandma’ suggested a different 

grandmother was being acted on.
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