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Abstract

Ultrasound imaging using a matrix array allows real-time multi-planar volumetric imaging. To 

enhance image quality, the matrix array should provide fast volumetric ultrasound imaging with 

spatially consistent focusing in the lateral and elevational directions. However, because of the 

significantly increased data size, dealing with massive and continuous data acquisition is a 

significant challenge. We have designed an imaging acquisition sequence that handles volumetric 

data efficiently using a single 256-channel Verasonics ultrasound research platform multiplexed 

with a 1024 element matrix array. The developed sequence has been applied for building an 

ultrasonic pupilometer. Our results demonstrate the capability of the developed approach for 

structural visualization of an ex vivo porcine eye and the temporal response of the modeled eye 

pupil with moving iris at the volume rate of 30 Hz. Our study provides a fundamental ground for 

researchers to establish their own volumetric ultrasound imaging platform and could stimulate the 

development of new volumetric ultrasound approaches and applications.
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I. INTRODUCTION

VOLUMETRIC ultrasound, a promising biomedical diagnostic imaging tool, enables 

acquisition of three-dimensional, multi-planar visualization of tissue for more accurate and 

objective diagnosis, improved guidance of surgical intervention, and therapy monitoring [1]–

[3]. Modern volumetric ultrasound images can be acquired in two methods: mechanical and 

electrical scanning. Mechanical scanning with a bulky motorized 1-D array transducer is not 

fast enough in scanning speed to avoid potential motion artifacts [2]–[4]. Furthermore, 

mechanical scanning cannot produce C-plane (coronal plane, i.e., images of the plane 

orthogonal to the ultrasound beam direction) images in real-time because full volumetric 

information is accessible only upon completion of an entire scanning session. In contrast, 

electronic scanning using a fully-sampled matrix array can acquire full volume information 

without mechanical sweeping, enabling high frame rate multi-planar imaging [2]–[4]. 

Ultrafast volumetric imaging using a 1024-element matrix array has been recently 

introduced to implement 3-D shear wave elasticity imaging and 3-D Doppler imaging 

techniques [5].

Open platform ultrasound systems with high-channel-count (e.g., 512, 1024 channels) are at 

the forefront of state-of-the art volumetric imaging techniques using high-element-count 

array transducers [6]–[9]. For example, SARUS is an in-house open-platform 1024-channel 

system with wide data-transfer bandwidth capable of real-time volumetric imaging with any 

user-specified transmission scheme [6], [7]. Beyond custom-made research platforms, open 

platform ultrasound systems for researchers are commercially available [6]. The Vantage 

256 system (Verasonics, Inc., Kirkland, WA, USA) is one of the successfully-

commercialized open-platform systems, with great flexibility in system configuration 

including the capability of interfacing with high-element-count transducers via multi-system 

synchronization, and direct accessibility of raw RF samples to evaluate custom processing 

algorithms [10], [11]. The such high-channel-count ultrasound systems are, unfortunately, 

not cost effective, spurring exploration of sparse array techniques that use only a subset of 

elements of the matrix array (e.g., 256 out of 1024-element) [12]–[16]. Consequently, 

methods to optimize 2-D sparse array patterns on the matrix array through numerical 

simulation have been investigated. These include optimal 2-D sparse array methods based on 

a simulated annealing technique, and evaluated in vitro using a 1024-channel ultrasound 

imaging system consisting of four synchronized 256-channel ultrasound imaging systems 

[14]–[16]. These methods showed comparable image quality compared to the fully-sampled 

array, though the optimization procedure for the sparse array can be time consuming, 

parameter dependent, and difficult to generalize. In an effort to reduce the number of active 

channels needed for connection between matrix array elements at the transducer design 

domain, row-column addressing of the 2-D array has been investigated [17]–[20]. A row-

column addressing approach turns the matrix array into two orthogonal large 1-D linear 

Yu et al. Page 2

IEEE Trans Ultrason Ferroelectr Freq Control. Author manuscript; available in PMC 2021 February 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



arrays [17]–[20]. Combination of two orthogonal arrays used for each transmit and receive 

event allows focusing in a volume, resulting in imaging quality comparable with that of the 

fully-sampled array. This approach uses 2N connections for a 2-D array composed of N × N 
elements, while a fully-sampled array requires N2 connections [17]–[20]. Furthermore, 

recent studies considered the apodization embedded in the row-column addressing 

transducer to suppress the edge effect inherent to the approach [17]–[20]. However, the 

fully-sampled array is still preferred as a foundation for volumetric ultrasound imaging 

research, due to its great flexibility in controlling beam formation.

In this study, an ultrasonic pupilometer was implemented based on a multi-planar 3-D 

ultrasound imaging system using a single 256-channel ultrasound scanner multiplexed with 

a 1024-element fully-sampled matrix array. Evaluation of pupillary light reflex is 

neurologically significant in many clinical applications, which may aid understanding of a 

mortal risk factor [21]–[24]. Ocular ultrasound imaging can be an effective, safe way to 

assess pupillary light reflex, as direct, visual evaluation can be time consuming, prone to 

intra- and inter-observer variability, and challenging to access in cases of severe skin damage 

on the eyelid or a hyphema [21]. With 2-D ultrasound imaging, visualizing the coronal plane 

of the eye is difficult because the eye gazes in the direction of the ultrasound beam, resulting 

in inaccurate and inconsistent measurements, depending on the incident angle of the 

ultrasound beam and eye axis. Volumetric ultrasound with a matrix array can provide C-

plane and whole volumetric information without incident angle dependency of ultrasound 

beams, with potential for reliable, quantitative, and real-time evaluation of pupillary light 

reflex. Outside of pupillary applications, emerging 3-D imaging techniques including 3-D 

shear-wave elastography and 3-D super-resolution ultrasound imaging also require fast and 

massive data acquisition [25]–[27].

This study is aimed at providing an effective strategy and a reference programming structure 

for fast and continuous volumetric data acquisition using a single Vantage 256-channel 

ultrasound imaging system interfaced with a 1024-element matrix array. Our approach seeks 

to efficiently utilize limited hardware resources (e.g., finite memory/storage size and data 

transfer rate) and optimize a trade-off between imaging parameters such as pulse-repetition 

interval (PRI), volume acquisition rate, and observation time based on the requirement of the 

clinical application. Our volumetric imaging sequence was designed to show the feasibility 

of an ultrasonic pupilometer verified using a static porcine eye and a moving modeled pupil. 

We envision that our approach may assist researchers to rapidly establish their own 

preliminary flexible research platform for studying further volumetric ultrasound 

applications.

II. Methods and materials

A. System configuration for volume data acquisition

In this study, a 1024-element matrix array (Vermon Inc., Tours, France) was connected to a 

single fully-programmable 256-channel ultrasound research platform (Vantage 256, 

Verasonics Inc., Kirkland, WA, USA) through a software-controlled 4-to-1 high voltage 

multiplexer (UTA 1024-MUX, Verasonics Inc., Kirkland, WA, USA). A multiplexer is an 

electrical switch that selectively connects the desired signal path from multiple choices, thus, 

Yu et al. Page 3

IEEE Trans Ultrason Ferroelectr Freq Control. Author manuscript; available in PMC 2021 February 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



enabling full control of the fully-sampled 1024-element (32×32) matrix transducer using a 

256-channel ultrasound imaging system. The overall system configuration with the control 

and RF data paths is illustrated in Fig. 1(a) and the element map of the matrix array is 

illustrated in Fig. 1(b). The 2-D matrix array is composed of 1024 elements in an 

arrangement of a 32×32 grid. Each element has an identical size (275 μm) and pitch (300 

μm), in both the lateral and elevational directions. The manufacture’s exemplary bank design 

was utilized for this study. The elements in the array are grouped into 4 banks of 32×8 

elements with a 600 μm blank row between each bank for electrical wire connections of the 

probe, resulting in an aperture dimension of 9.3 mm ×10.2 mm (Fig. 1 (b)). If the default 

bank is designed such that the elements are configured 16×16 in a grid for each bank, there 

are vertical and horizontal blank rows in the center of the transducer.

Each bank (or sub-aperture) driving 256 channels needs to run four times for transmission of 

the 1024-element fully-sampled matrix array (4 Tx). In addition, each transmission requires 

four receptions by switching four banks to cover 1024 channels (4 Rcv). Therefore, a total of 

16 transmit/receive (4 Tx × 4 Rcv) events are required to interrogate an entire volume. The 

acquired data may be synthesized to form a single volume to decrease the data size by a data 

accumulator embedded in the Verasonics data acquisition system, which allows for direct 

stacking and summing of RF data stored in the local channel memories of the acquisition 

system prior to data transfer using direct memory access (DMA). The switching event 

generates disturbance when the high-voltage bipolar DC power changes. The corresponding 

multiplexing noise may be introduced in the near-field image that takes about 5 μs to be 

electrically stabilized as shown in Fig. 2.

Acquired raw RF samples were temporally stored in the local channel memory of the 

Vantage 256 system and then transferred to the system memory of the host computer using 

DMA channels. A data transfer rate of a PCI-express interface by DMA is up to 6.6 GB/s, 

which would be fast enough for most imaging applications. Therefore, the volume rate is not 

limited by the data transfer rate, but rather by physical and practical limitations, such as the 

pulse-repetition interval (PRI) determined by the round-trip travel time of acoustic wave 

based on imaging depth. PRI is typically set to be long enough to avoid reverberation 

artifacts resulting from the prior transmission.

Every hardware and software module of the Vantage 256, including transmitter and receiver 

modules, filters, and reconstruction algorithms, can be customized. The sequencing program 

provides an environment to support the imaging and reconstruction parameters (global 

system objects) and a sequence of events (a sequence object). The generated objects are 

loaded to the hardware and software sequencers by calling a loader program, called ‘VSX’ 

and then imaging is executed. The loader program also provides a graphical user interface 

(GUI), controls, and displays after processing.

B. Diverging waves and beam characterization

Using the matrix array, the ultrasound beam can be focused in both lateral and elevation 

directions, leading to high quality 2-D and 3-D ultrasound imaging. However, transmit and 

receive focusing at every point in the entire volume would be inefficient, significantly 

decreasing the frame rate. Thus, to satisfy the frame rate required in our application, an 
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acquisition method based on focused transmit beams were excluded. Furthermore, to 

provide a large field of view to include an entire eye, a diverging unfocused beam was used. 

Specifically, we utilized unfocused diverging waves with a coherent compounding technique 

that can rapidly acquire the volumetric data while preserving the lateral and elevational 

resolution and the signal-to-noise ratio [5], [16], [28]–[30]. Diverging waves originated from 

virtual sources distributed on a spherical contour in the virtual space (the opposite direction 

to the wave propagation) as shown in Fig. 3(a) [31]. The focal point of the collection of 

virtual sources can be determined by

Zfocal  = −
max  widtharray,  heightarray

tan  Diverging angle/2  
(1)

where the negative sign represents virtual sources located in the virtual space opposite to the 

imaging space. A diverging angle of 30° was chosen, leading to the corresponding focal 

point of −19 mm. The designed diverging waves allowed for an approximately 18.2 mm × 

18.2 mm of field-of-view at an imaging depth of 15 mm that is enough to capture the entire 

cross section of the pupil. Note that the typical horizontal and vertical corneal diameters of 

pigs 6 to 8 months old were14.3±0.3 mm and 12.0±0 mm, respectively [32]. The number of 

virtual sources is limited to be a square of the odd numbers including a virtual source at the 

beyond the origin of (0, 0, Š19 mm), such as 12, 32, 52, 72, 92, and 112. The virtual sources 

were evenly distributed over the spherical surface in this study. Single cycle excitation 

centered at 5 MHz was used for the diverging beam. As an example, Fig. 3(a) illustrates the 

locations of 25 (= 5×5) virtual sources with a diverging angle of 30°. The corresponding 

beam profiles in lateral and elevational directions are plotted in Fig. 3(b). Each beam profile 

was taken from a thin carbon wire with a diameter of 60 μm submerged in a water tank at a 

depth of 10 mm. The diameter of the carbon wire, smaller than the wavelength of the 

transmitted beam (≈300 μm @ 5.2 MHz), ensured that a response from the target could be 

considered a point spread function.

As seen in Fig. 3(b), focusing was successfully performed in both lateral and elevational 

directions. The lateral, elevational, and axial resolutions of the compounded volume 

measured at the full width at half maximum (FWHM) were 450 μm, 420 μm, and 330 μm, 

respectively. Note that the beam profile obtained from the point target may not be ideally 

symmetric because the orientation of the string may not be perfectly parallel to the 

transducer surface, and because the string has a finite thickness of 60 μm, and thus is not an 

ideal point target. The elevational resolution is slightly better than the lateral resolution, as 

the elevational aperture size of the matrix array is longer than its lateral dimension because 

of blank rows between each bank, thereby decreasing the effective F-number. Note that the 

effective F-number can be controlled by adjusting the diverging angle. For example, the 

lateral resolution is improved from 460 μm to 390 μm, as the diverging angle is increased 

from 10° to 50°. However, given the same number of virtual sources, increasing the 

diverging angle increases the angle interval between virtual sources, resulting in a grating 

lobe artifact. To suppress the grating lobe, the tapered apodization technique or the non-

uniform distributed virtual sources technique could be considered [28],[29], [33], [34].
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C. Imaging parameters for quantifying pupil activities

To measure the pupil constriction time (~700 ms) and latency between light stimulation and 

pupil constriction (~200 ms), a volume rate of 10 Hz is required [35]–[38]. For reference, a 

conventional commercial infra-red optical pupilometer runs at 30 Hz [35]–[37]. Therefore, 

our sequence design aimed at achieving a volume rate of 30 Hz. To observe the temporal 

behaviors of the pupillary light reflex, a total of 100 compounded volumes were acquired. 

The volume acquisition interval is determined by the product of PRI and the number of 

virtual sources. Therefore, for a given volume rate, the PRI and the number of virtual 

sources are inversely proportional (Fig. 4) – a greater number of virtual sources requires a 

shorter PRI and vice versa. If the number of virtual sources is given, the maximum allowable 

PRI along the curved line in Fig. 4 can be defined as

PRI = 1
 Volume rate  × No .  of Synthetic Transmits  × 1

 No. of virtual sources  (2)

where the volume rate is defined by the requirement of the application, and the number of 

the synthetic transmits is defined by the system configuration. Therefore, the first term in the 

right-hand side of Eq. 2 is assumed as a constant.

For the analysis below, several basic assumptions were made: 16 synthetic transmit/receive 

events per virtual source, an imaging depth of 66 wavelengths (corresponding to around 2 

cm at 5.2 MHz), excluding initial 16 wavelengths containing MUX switching artifacts (thus, 

not acquiring an initial depth of 0.5 cm), a single cycle transmission wave at a center 

frequency of 5.2 MHz, and a sampling frequency of 20.8 MHz. Applied voltage for 

transmission was 20 V and the TGC gain was set to the maximum for all depths for 

experimental consistency.

The minimum PRI (≈50 μs) can be defined by the larger of the travel time of acoustic wave 

for the imaging depth (26 μs to travel a total trip distance of 4 cm) and the practical shortest 

time to avoid reverberation artifacts. Here, we chose a PRI of 83.25 μs to avoid the 

reverberation artifact between adjacent transmits. The number of virtual sources should be a 

square of an odd number – we chose it to be 25 (= 52). These parameters are indicated by a 

red dot in Fig. 4. The size of the system memory for acquisition of the 100 volumes then has 

to be more than 12.2 GB (= 100 compounded volumes × 25 virtual sources × 5 MB/

compounded volume / 1024 MB/GB) while the size of a single uncompounded volume per 

virtual source is 5 MB (= 16 synthetic transmit/receive events × 256 channels × 640 

samples/channel × 2 Bytes / 10242 Bytes/MB). Here, 640 samples per each channel of the 

array was determined from the wavelength and imaging depth. The round-trip imaging 

depth, measured in wavelength λ, would be 132λ, and each wavelength was recorded in 4 

samples, resulting in 528 samples. Additional samples were added to consider wave 

propagating at oblique angle, making 640 samples. Thus, for dynamic delay-and-sum 

receive beamforming, our imaging parameters satisfy the practical resources of our system. 

The overall imaging parameters are listed in Table I.
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D. Design of an imaging sequence

The typical 2-D imaging sequence of Verasonics system simultaneously performs RF data 

transfer and reconstruction in real-time. However, volume reconstruction in 3-D imaging is 

computationally more complex than the image reconstruction in 2-D imaging. Furthermore, 

because the size of channel memory in the Verasonics data acquisition system is finite, the 

system has to transfer the RF data to allow the memory to clear before it fills. This data 

transfer process also has to be carefully designed to achieve a desirable volume imaging rate.

To address these challenges, this study implemented an efficient method of continuous 

acquisition of volume data with the Verasonics system as outlined in Fig. 5. The imaging 

sequence consists of two different modes: real-time imaging mode and data acquisition 

mode. The real-time imaging mode provides three orthogonal 2-D images on x-z, x-y, and y-

z planes in real-time, instead of an entire rendered volume. The low number of virtual 

sources (between 1 and 4 depending on volume size) is used to reduce processing time for 

volume reconstruction. The real-time imaging mode is designed for an operator to rapidly 

find a region-of-interest with real-time feedback using low-quality images.

The data acquisition mode can be initiated by clicking the acquisition button on the GUI 

during the real-time imaging mode. In the data acquisition mode, the system only acquires 

and transfers the RF data samples, without reconstruction. A key design point of the data 

acquisition mode is the completion of data transfer before the end of the next data 

acquisition. In the case of the typical 2-D imaging sequence, the single data transfer size is 

small enough to complete the data transfer between every frame acquisition. However, in the 

3-D imaging sequence, the packet size for single data transfer is substantially larger than the 

case of the 2-D imaging sequence, and thus, the timing between data acquisition events and 

data transfer should be carefully adjusted. On the other hand, too frequent use of DMA 

transfer may cause unexpected timing mismatch between acquisitions. This is because each 

data transfer requires a certain duration of the overhead of DMA initiation and termination. 

Therefore, we define “super volume” as a unit of DMA transfer containing multiple 

compounded volumes to reduce the overhead of DMA transfer. The maximum data packet 

size of each DMA transfer is 2 GB. In this study, 10 compounded volumes acquired through 

4,000 transmit-receive events (= 16 synthetic transmit/receive events × 25 virtual sources × 

10 compounded volumes) are packed into a super-volume packet. The estimated data size of 

each super-volume packet is 1.2 GB. The corresponding estimated data transfer time is 214 

ms, shorter than the 333 ms interval between acquisitions of super-volumes. Fig. 6 illustrates 

the timing diagram of the data acquisition mode with the parameters listed in Table 1.

The system cannot execute the infinite number of acquisition events due to the limited event 

memory capacity. Therefore, the super-volume acquisition events are iterated by using a 

‘loop jump’ operation to reuse the system resources for acquisition of longer volume dataset 

than the system event memory allowance. In every iteration, RF data is transferred to the 

host computer memory, and an external function is called to re-allocate memory structure. 

The transferred RF data is stored on the hard disk at the end of sequence.

For reference, our imaging sequence and reconstruction scripts used in this study are 

available in the Verasonics Community portal website (http://verasonicscommunity.com/). 
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Reconstruction script utilized the system built-in software. Further instructions of these 

scripts are documented in our software distribution package. All sequences were written 

based on Vantage software version 4.0.0–1812011200.

E. Experiment setup

A fresh porcine eye acquired from a slaughterhouse (Holifield Farms, Covington, GA, USA) 

was used for demonstration of anatomical imaging capability of the developed volumetric 

imaging sequence. The dissected eye was sterilized by soaking in Betadine solution (Purdue 

Pharma, New York, NY, USA) for 5 minutes and then fixed in formalin solution. The 

extracted porcine eyeball was placed in a tissue-mimicking gelatin phantom. The 

concentration of the gelatin powder (Sigma-Aldrich, St. Louis, MO, USA) was 7% weight/

volume, and silica particles (Sigma-Aldrich, St. Louis, MO, USA) of 0.1% weight/volume 

were supplemented as acoustic scatterers.

An iris diaphragm with stainless steel leaves (D50S, Thor-labs, Inc., Newton, NJ, USA), 

mimicking in vivo pupil dynamics, was imaged at a compounded volume rate of 30 Hz to 

assess temporal imaging capability of pupil reaction. The iris was submerged in a tank filled 

with distilled water. Iris aperture size was manually adjusted from the maximum size to the 

minimum size over 0.9 seconds because the elapsed time of normal pupil constriction to 

light input is 0.7 – 1.0 second [38].

The aforementioned imaging sequence with the parameters listed in Table 1 was 

implemented on a single 256-channel Verasonics ultrasound platform. The acquired 

volumetric RF data from the ex vivo eye and the iris phantom were processed off-line. After 

beamforming and demodulation, in-phase and quadrature data (i.e., IQ data) acquired from 

multiple virtual sources were coherently compounded. Logarithmic compression with a 

dynamic range of 25 dB was applied to the envelope of the compounded data. For 

visualization of C-plane (x-y plane) images, the maximum intensity projection along the z-

axis was applied. All images were processed offline using the MATLAB software 

(Mathworks, Natick, MA, USA). ImageJ software (National Institutes of Health, Bethesda, 

MD, USA) was utilized to measure the pupil size on the 2-D image and generate a 3-D 

volume image [39].

III. Results

The feasibility of the developed imaging sequence as an ultrasonic pupilometer was 

demonstrated in two different perspectives: the capability of multi-planar structural 

visualization using a static target, an ex vivo porcine eyeball, and the capability of temporal 

visualization using a dynamic target, an in vitro stainless-steel iris diaphragm.

A. Multi-planar imaging of an ex vivo porcine eyeball

Fig. 7 shows multi-planar 2-D images on the long axis at an azimuthal angle of 0° (sagittal 

plane, x-z plane), 45°, and 90° (transverse plane, y-z plane), as well as the short axis on the 

coronal plane, and a 3-D image of the porcine eyeball. All images were cropped to contain 

only the anterior part of the porcine eye, while the coronal imaging is reconstructed by the 

maximum intensity projection. As a pupil is an open window located in the center of the iris, 
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the diameter change of the exposed lens through the pupil can be measured as an indirect 

indicator of the pupil’s activity. Long axis images (Fig. 7(a), (b) and (c)) show the structure 

of cornea and lens. The coronal plane (Fig. 7(d, e)) would be an appropriate imaging plane 

for pupil monitoring. As seen in Fig. 7(d), unwanted signals from the cornea or the posterior 

part of the lens may be included, and the maximum intensity projection may impede 

identification of the region of interest. However, due to the depth-resolved ability of multi-

planar imaging, anatomical features obtained at different depths can be color-coded and 

superimposed on the coronal image (Fig. 7(e)), enabling physicians to distinguish the 

geometrical origin of signals. In Fig. 7, each region in the image can be classified according 

to imaging depth. For example, the signal from the cornea (8 mm), the anterior part (10 mm) 

and the posterior part of the lens (15 mm) are highlighted with red, orange, and navy colors, 

respectively.

B. Fast volumetric imaging of an in vitro stainless-steel iris diaphragm

The central hole, surrounded by the dynamically moving metal flap, of an artificial stainless-

steel iris modeled the pupil of an eye. The manual constriction of the stainless-steel iris over 

0.9 seconds was imaged at the frame rate of 30 Hz. Three maximum intensity projection 

images in Fig. 8(a), (b), and (c) were obtained from the coronal plane at three time points 0, 

0.67, and 0.90 seconds, respectively. The captured video is available in Supplementary video 

1. Corresponding 3-D rendered images are presented in Fig. 8(d), (e) and (f). The modeled 

pupil diameter was measured changing from 10 mm to 2 mm over 0.9 seconds. The spatial 

resolution shown in this study is sufficient to monitor the pupil constriction of the swine 

model, where the pupil diameter change ranges from 7.2 mm to 5.8 mm on average [40].

The size of the total acquired RF data is around 12.2 GB and the required data transfer 

bandwidth is 3.7 GB/s when a super-volume contains 10 compounded volumes. 

Theoretically, the maximum recordable duration of volumetric imaging with our imaging 

parameters is around 20 seconds when 80 GB of installed memory is ideally utilized, but the 

acquisition time may be likely reduced due to the DMA overhead and the delay of the 

external function call.

Thus, the results have demonstrated the recording capability of our developed imaging 

sequence for longitudinal volumetric imaging at a frame rate of 30 Hz with sufficient 

temporal and spatial resolution for ultrasonic pupil tracking.

C. Limitations

This study has focused on developing a volume data acquisition sequence, maximizing 

system resource utilization to handle massive volume data using the Verasonics system with 

a matrix array. However, there still remain hurdles. One is real-time reconstruction. The 

current CPU-based reconstruction software is not capable of visualizing the acquired data in 

real time because of its lack of computing power. Exploiting a graphics processing unit 

(GPU) that enables enormous data-level parallelism in the delay-and-sum beamforming 

technique may be considered [41].

A low signal-to-noise ratio (SNR) of images can also be a concern when using the matrix 

array compared to the conventional 2-D imaging because of several reasons, including 

Yu et al. Page 9

IEEE Trans Ultrason Ferroelectr Freq Control. Author manuscript; available in PMC 2021 February 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



electrical impedance mismatch and small element size [42]. The low SNR issue may be 

resolved by utilizing the greater number of elements to increase power. However, the 

complication in electrical interconnection may limit the practical number of elements in the 

matrix array transducer, resulting in the limited footprint or aperture size. Even though 

several techniques such as sparse array, coherent compounding, and virtual sources have 

been suggested to overcome these physical limitations, most of these techniques confer other 

penalties, such as lower signal-to-noise ratio or slow volume rate [13], [14], [16], [31]. 

Therefore, further study is needed to find optimal parameters balancing the trade-off 

between image quality and volume rate for specific clinical applications.

Finally, this study performed two independent experiments, ex vivo porcine eye imaging and 

moving stainless steel imaging, to show its feasibility for in vivo eye imaging for pupillary 

light reflex assessment. The results have shown that our imaging approach is capable of 

identifying the anatomic structure of the eye and tracking a moving target at the desired 

frame rate. However, our stainless-steel iris diaphragm can result in impractically-strong 

acoustic reflection, while the static ex vivo eye lacks physiological motion. Thus, we will 

pursue an investigation of the developed imaging approach using in vivo animal model, as 

well as further optimization of the transmit and receive scheme for improved in vivo 
quantification of pupil dynamics.

IV. Conclusions

This study has investigated an efficient strategy for structuring an imaging sequence of 

volumetric data acquisition for a single 256-channel ultrasound scanner operating a 1024-

element fully-sampled matrix array using a 4-to-1 high-voltage multiplexer. We have 

demonstrated a sequence programming for volumetric ocular ultrasound imaging with 

selected imaging parameters, including the PRI and the number of virtual sources, under the 

application requirements and limited system resources. The feasibility of the developed 

ultrasonic pupilometer has been evaluated by using an ex vivo porcine eyeball, and an in 
vitro moving stainless-steel iris. As demonstrated, the developed system can be potentially 

utilized to measure the light reflex pupillary constriction for assessing brain stem function. 

We expect that this study may provide a foundation for the rapid establishment of volumetric 

ultrasound imaging platforms, stimulating further related work in the near future.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Fig. 1. 
(a) Schematic of system configuration with RF data and control path. Solid arrows: RF data 

path, Dashed arrows: Control path; GUI: Graphical User Interface, VSX: Verasonics 

Sequence eXecution software - sequence loader program, DMA: Direct Memory Access, 

RF: Radio Frequency, HW: Hardware, Tx/Rcv: Transmit/Receive, UTA: Universal 

Transducer Adapter, HV-Mux: High-Voltage Multiplexer. (b) The map of the elements in a 

matrix array. Each element size is 275 μm × 275 μm and the element pitch in both lateral and 

elevational directions is 300 μm. Each bank is a group of 32×8 elements (256 elements) and 

a blank row for electrical wire connection is located between each bank. The aperture size of 

the matrix array is 9.3 mm × 10.2 mm.
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Fig. 2. 
The received raw radio-frequency data of (a) non-switching case (the same bank is used for 

transmitting and receiving) and (b) switching case (the different banks are used for 

transmitting and receiving). Switching noise can be observed in the panel (b) between 4 and 

5 μs. Signal within the first 1 μs in both panels is transmitted wave.
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Fig. 3. 
(a) Location of the 25 virtual sources for diverging waves with a diverging angle of 30°. The 

origin ‘0’ is located at the center of the matrix array surface and the virtual sources are 

uniformly distributed in a 5×5 grid over the spherical surface with a radius of 19 mm from 

the origin. The negative sign on the z-axis represents the virtual space above the transducer 

surface. (b) The corresponding measured lateral resolution (X-axis) and elevation resolution 

(Y-axis) is 447 μm and 418 μm, respectively.
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Fig. 4. 
The relationship between pulse repetition interval (PRI), and the number of virtual sources 

(N) for a given volume rate (30 Hz). Black open dots at N=32, N=5, and N=72 represent the 

available number of virtual sources and a red dot represents the parameters (N=52, 

PRI=83.25 μs) selected for this study. More than 12.2 GB of system memory was required to 

store raw RF samples for our study (N = 52, imaging depth of 2 cm, the total number of 

acquired compounded volumes is 100).
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Fig. 5. 
The flow chart for the developed sequence for volumetric data acquisition. Two imaging 

modes are provided. Live image reconstruction & visualization is omitted in the data 

acquisition mode. Tx: Transmit, Rcv: Receive, S: the number of super-volumes, N: the 

number of virtual sources per volumes, M: the number of volumes in a super-volume. S×M: 

the number of total volumes, S×M×N: the number of total Tx/Rcv acquisition events.
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Fig. 6. 
The event timing diagram in the acquisition mode with parameters listed in Table 1. Tx: 

Transmit, DMA: Direct Memory Access
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Fig. 7. 
Multi-planar imaging of an ex vivo porcine eyeball. (a) The long axis image at azimuthal 

angle of 0°, (b) 45°, (c) 90°, (d) The image on the coronal plane reconstructed by using the 

maximum intensity projection. (e) The color-coded depth information superimposed to the 

coronal image (d). and (f) The 3D volume visualization.
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Fig. 8. 
The fast volumetric ultrasound imaging using in vitro stainless steel iris diaphragm. Top 

panels represent the maximum intensity projection of C-plane images and bottom panels 

represent the 3-D visualization at the same time point. All images are taken at the frame rate 

of 30 Hz and also available in the supplementary video 1.
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TABLE I

Imaging Parameters for Volumetric Data Acquisition

Type Parameters Value

Application-specific requirements

Volume rate 30 Hz

Volume data acquisition rate 750 Hz

Total no. of acquired volumes 100

Design parameters

No. of synthetic transmit/receive events 16

No. of virtual sources 25 (5×5)

Transmit diverging angle 30°

Angle interval between virtual sources 7.5°

Focal distance of a central virtual source −19 mm

Pulse-repetition interval 83.25 μs

Transmit parameters

Center frequency 5.2 MHz

No. of cycles of Tx 1 cycle

Applied voltage 20 V

System Resource Required system memory > 12.2 GB
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