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Abstract

Recent studies in mice reveal widespread cortical signals during task performance; however, the various task-related and
task-independent processes underlying this activity are incompletely understood. Here, we recorded wide-field neural
activity, as revealed by GCaMPés, from dorsal cortex while simultaneously monitoring orofacial movements, walking, and
arousal (pupil diameter) of head-fixed mice performing a Go/NoGo visual detection task and examined the ability of task
performance and spontaneous or task-related movements to predict cortical activity. A linear model was able to explain a
significant fraction (33-55% of variance) of widefield dorsal cortical activity, with the largest factors being movements
(facial, walk, eye), response choice (hit, miss, false alarm), and arousal and indicate that a significant fraction of trial-to-trial
variability arises from both spontaneous and task-related changes in state (e.g., movements, arousal). Importantly,
secondary motor cortex was highly correlated with lick rate, critical for optimal task performance (high d’), and was the
first region to significantly predict the lick response on target trials. These findings suggest that secondary motor cortex is
critically involved in the decision and performance of learned movements and indicate that a significant fraction of
trial-to-trial variation in cortical activity results from spontaneous and task-related movements and variations in

behavioral/arousal state.
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Introduction

Complex learned behavior requires transformations of sensory
representations into motor outputs via interactions with con-
textual information. In cerebral cortex, these transformations
evolve over time and space as information is passed from sen-
sory to motor regions (de Lafuente and Romo 2006; Guo et al.
2014; Siegel et al. 2015). How sensory and motor signals are
represented within cortex, how these signals propagate between
cortical regions, and how activity in different cortical regions
relate to specific features of task performance are active areas
of research.

Foundational studies of decision-making in the cerebral cor-
tex have identified specialized cortical regions with sensory,
motor, or decision-related processing (Georgopoulos et al. 1988;
Robinson et al. 1995; Britten et al. 1996; Bisley and Goldberg 2003;
Komiyama et al. 2010; Erlich et al. 2011; Hanks and Summerfield
2017). These studies used focal electrophysiological or imaging
recordings that necessarily restricted investigation to one or a
few cortical areas. Recent advancements in the development
of fluorescence-based neural activity sensors and widefield or
two-photon imaging have now made it possible to measure
population activity from large regions of cortex simultaneously
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in awake animals at moderate-to-high temporal resolution (up
to 30 Hz with calcium sensors or 500 Hz with voltage sensors).
These tools enable the monitoring of decision-related process-
ing across cortex.

Large-scale imaging of dorsal cortex has recently been
applied to mice performing a diversity of sensory-motor tasks
(Goard et al. 2016; Kyriakatos et al. 2016; Wekselblatt et al.
2016; Allen et al. 2017; Makino et al. 2017; Musall et al. 2019;
Stringer et al. 2019). An unexpected finding throughout these
studies is the widespread activation of cortex during task
performance. One possible explanation is that task-specific
sensory, decision, and motor processing is broadly distributed
across multiple cortical regions (Hernandez et al. 2010). A second
possibility is that these widespread signals are not directly
related to decision-making per se but can be accounted for
by behavioral measures such as movements of the face and
body (e.g., whisking, eye movements, locomotion) and arousal
(McGinley et al. 2015b; Musall et al. 2019; Stringer et al. 2019).

Mice frequently engage in spontaneous behaviors (e.g.,
movements, changes in arousal) that alter brain dynamics
and sensory evoked activity (McGinley et al. 2015b; Drew et al.
2018; Musall et al. 2019; Stringer et al. 2019). Furthermore,
the poststimulus behavioral response of rodents is difficult to
control, and responses are sometimes much more complicated
than necessary for reward (Kawai et al. 2015). Thus, not
monitoring behavioral and arousal state may severely impair
one’s ability to account for changes in neural activity during
task performance and potentially confound the interpretation
of neural signals related to decision-making with changes in
state.

Here, we recorded wide-field calcium activity from the dorsal
cerebral cortex of mice performing a visual detection task. We
observed widespread activity shortly after target presentation,
with broad regions of parietal and frontal cortex predicting the
decision of the mouse to respond (lick). A region of the secondary
motor cortex appears to be critically involved in generating
appropriate responses, since activity in this region is highly
correlated with response initiation, it displays early onset of
choice-related activity, and suppression of this region impairs
optimal task performance (see also (Guo et al. 2014; Li et al. 2016;
Allen et al. 2017)). Additionally, we monitored facial movements,
locomotion, and pupil diameter as measures of behavioral and
arousal state. We used a linear model with these measures
and task features as regressors to deconstruct the widespread
cortical activity into its component processes. We found that a
large fraction of cortical activity was related to spontaneous and
task-aligned movements of the face, eyes, and body and that
these measures accounted for a significant fraction of trial-to-
trial variability of cortical activity (see also (Musall et al. 2019;
Stringer et al. 2019)). Our results demonstrate a mixture of task-
specific and task-unrelated processes that contribute to neural
activity during task performance. These findings highlight the
importance of careful behavioral monitoring when relating neu-
ral activity to decision-making.

Materials and Methods
Animal Subjects

Adult male and female Snap25-2A-GCaMP6s-D mice (2-
3 months age; Jackson Labs) were housed with “ad libitum”
access to food but were water restricted once behavioral
training began. Mice received a minimum of 1 mL per day

but could receive more during the task. Body weight was
measured multiple times weekly to ensure mice stayed above
85% baseline. Mice were singly housed on a standard light
cycle. Experiments were run during the day. All experimental
procedures were approved by the Yale Institutional Animal Care
& Use Committee.

Stimuli

The visual target was either a higher-intensity or a lower-
intensity LED flash presented pseudo-randomly (three trials of
each within each block were permuted). In the head-fixed setup,
the flash (50 ms) was a dim point of blue light 9 cm from the eye,
80 degrees from directly ahead of the mouse (Supplementary
Fig. S2). Mouse target detection improved throughout the course
of testing, requiring a gradual decrease in light intensity, so that
the lower-intensity stimulus elicited 50-60% hit rates (Fig. 1C).
The high-intensity stimulus ranged from 0.04 to 2.1 pW and
the low-intensity stimulus ranged from 0.01 to 0.09 pW. The
auditory distractor stimulus was a 50 ms sweep from 4 to 16 kHz,
with a sound pressure level of 65 dB at the location of the
mouse.

Training and Behavior

Mice were trained in a visual detection task in multiple stages.
Afterlearning the task in a freely moving setup, the behavior was
transferred to a head-fixed configuration. The training stages
were as follows:

Stage 1: Classical conditioning (1-2 days). An LED flash (tar-
get) or an auditory stimulus (distractor) was sporadically pre-
sented. The target was paired with water delivery. Mice had the
opportunity to drink (9 pL) for 2 s before the water was removed
from the reward port with suction. The auditory distractor was
not paired with water.

Stage 2: Operant Conditioning (1-2 days). Same as stage 1, but
water delivery was contingent on licking the reward port within
2 s of visual target presentation (response window).

Stage 3: Operant Conditioning with timeouts (3-4 days).
Same as stage 2, but licking during the inter-trial interval (ITI)
was discouraged by resetting the time until the next trial. ITIs
were randomly chosen from an exponential distribution with
min/mean/max of 5/9/16 s. Importantly, ITIs were not rechosen
after timeouts, which forced mice to occasionally wait long
periods before the next trial.

Stage 4: Full task (6 days, then again after head-post surgery
for retraining and imaging). The response window was short-
ened to 1.5 s. Target presentation always occurred after correct
rejection of the distractor but otherwise had a 20% chance of
being presented. This reinforced withholding after distractors
but motivated mice even when false-alarm rates were high
during training. ITIs are same as stage 3 except ITIs after correct
rejections were shorter (1.5/2.5/6 min/mean/max exponential
distribution). Catch trials were randomly presented instead of
stimuli for 15% of trials to assess the spontaneous response rate.
For correct example trials, see Figure 1B.

Nine out of 10 mice left training stage 4 with d’ above 0.9.
The mouse below this level achieved a high d’ during retraining
on the head-fixed configuration. Retraining after head-posting
took as few as 2 days. Hit rates were generally higher during the
head-fixed version of the task, and this was probably due to the
fact that they were less distracted by non-task-related behavior,
such as exploring the cage.
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A.Trial outcomes
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B. Example hit and correct rejection trials
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Figure 1. Expert performance and stereotyped behavior during a visual detection task. (A) Trial outcomes. Either a visual (target) or auditory (distractor) stimulus is
presented after an ITI. Mice receive a water reward if they lick within 1.5 s of the target (hit). Withholding licking after a distractor (correct rejection) is rewarded
with a target trial after a short delay. (B) Correct examples for target (i.) and distractor trials (ii.) showing timing of response window and delays. (C) Response rates
(i.) and detection theory measures (ii.) for all mice (n=10, 67 sessions). (iii.) Lick response times were significantly slower for the low-intensity target stimulus. (iv.)
Timing of behavioral responses after visual stimuli. Animals responded initially with increases in whisker movement, and occasionally changes in walking speed (see
Supplementary Fig. S1). Timing of the first detected movements of the jaw, detection of the lick, and the time frame of the furthest movement of the tongue are plotted

for 4 mice.

Surgery

After training, mice were allowed “ad libitum” water overnight.
They were anesthetized with isoflurane (0.8-1.5%), and hairs on
the head, neck, and upper back were removed with a depilatory
cream (Nair). Back hair could reflect light on the cranial window
during imaging and was removed periodically to prevent noise.
Mice were injected with an analgesic (Meloxicam, 1 mg/kg) and
antibiotic (Baytril, 5 mg/kg). The skin on the head of the mouse
was removed, and connective tissue removed until the skull was
clean and dry. A custom-made “winged” head-post was glued to
the skull with dental cement (3 M RelyX Unicem Aplicap). These
head-posts had a thin piece of metal on all sides of the transcra-
nial window and were slightly bent to accommodate the curve
of the skull. After approximately 5 min to cure, a small amount
of cyanoacrylate (Slo-zap) was placed in the center of the skull
which then spread out. Care was taken to avoid bubbles in
the cyanoacrylate. A cyanoacrylate accelerator was then applied
(Zap Kicker). The imaging window was protected by applying a
silicone elastomer (WPI, Kwik-Sil), which was removed each day
before imaging and then reapplied. The transcranial window,
including skull, became transparent after curing (~24 h). Mice
were given 2 days to recover from surgery and water restricted
on the third day in preparation for habituation to head-fixation
on the treadmill and retraining to the visual detection task.

For combined electrical and optical recordings, mice were
anesthetized with isoflurane, ketamine (90 mg/kg, intraperi-
toneal [i.p.]), and xylazine (10 mg/kg, i.p.). A small (< 0.5 mm in
diameter) craniotomy and durotomy were applied in parietal
cortex. Post-surgery, mice were transferred for immediate
recording.

Muscimol Injection

The unilateral (contralateral to visual stimulus) injection site
was chosen by computing a lick rate correlation map of dorsal
cortex and targeting the region of high correlation in secondary
motor cortex (MOs). Vasculature was used as landmarks. Mice
were anesthetized with isoflurane, and a dental drill was used
to make a small craniotomy at the targeted location in MOs.
Pipettes were back-filled with mineral oil and front-loaded
with either saline or 2 mM muscimol. The pipette was slowly
placed in the cortex 750 pm below the dura, and a nano-injector
was used to inject approximately 0.4 pL of saline or muscimol
over approximately 15 min. Mice were given approximately2 h
to recover from anesthesia before behavioral testing. This
volume of muscimol injection was chosen to inactivate motor
cortical regions around the injection site without disruption of
activity in nearby cortical areas such as somatosensory cortex
(Fig. 4D).
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Electrophysiology

Local field potential/multiple unit activity (LFP/MUA) signals
were obtained with 16 channel multielectrode arrays (Al x 16-
Poly2-5 mm-50s-177, NeuroNexus). The probe was positioned at
an approximately 45 degree angle to the skull and inserted such
that the recording sites were in layer 5 (500-900 pm deep from
the dura). This positioning enabled the simultaneous recording
of layer 5 electrical signals and the overlying through-skull opti-
cal signals. Signals were processed through a preamplifier (Mul-
tichannel Systems) and amplifier (A-M Systems 3500), bandpass
filtered between 0.3 Hz and 5 kHz and digitized at 20 kHz
(Power 1401, CED). Spike-field analyses were conducted offline
in MATLAB. Electrical signals were high-pass (100 Hz) filtered for
spiking analyses and band-pass (20-80 Hz) filtered to isolate the
gamma-band LFP signal. Multiunit spike times were identified
as threshold crossings well isolated (>2x noise amplitude) from
background.

Imaging

The SNAP25-2A-GCaMP6s mouse line expresses GCaMP6s
pan-neuronally, in both excitatory and inhibitory neurons
throughout all layers and regions of the cerebral cortex and brain
(see Supplementary Fig. S7E in (Madisen et al. 2015)) and (http://
search.brain-map.org/search/index.html?query=Snap25-2A-
GCaMPé6s). The precise source of widefield signals as measured
through the skull are likely to be varied, including potential
signals from all layers of the cortex and axonal inputs that
arrive from other brain regions, although cortical layers near
the skull have a particular advantage owing to proximity to the
light source and camera (Ma et al. 2016; Mitra et al. 2018). We do
not assign a particular neuronal source to the widefield signals
that we measure but rather assume that they are representative
of general neuronal activity within that region of the cortex.
We did not observe aberrant (e.g., epileptiform) activity, either
optically or electrophysiologically, in our mice, as occurs in some
mouse lines expressing GCaMP6 (Steinmetz et al. 2017).

Mice were head-fixed under a macroscope with 75-mm lens
(RedShirt Imaging, Macroscope-IIA; 4.5 f; NA 0.4). The cranial
window was illuminated with 490 nm light from a mounted
LED (Thorlabs M490 L4), dispersed with a collimating lens
(Thorlabs ACL2520-A). The 490-nm illuminating LED light passed
through a 470-nm bandpass filter (ET470/40x, Chroma) was
delivered to the skull through a 495-nm long-pass dichroic
mirror (T495lpxr, Chroma), and the returning light from the
brain (GCaMPé6s fluorescence or green reflectance, depending
on excitation light) passed through a 510-nm bandpass filter
(ET510-32 mm, Chroma) prior to entering the camera. In control
experiments measuring green reflectance, the cranial window
was illuminated with a 530-nm LED (Thorlabs LEDC13 530 nm)
and a collimating lens, aimed at the surface of the skull. Images
were captured with a CCD camera (pco.sensicam QE; 12-bit
depth; 1376 x 1040 pixels). Pixels were binned 8 x 8 (final
resolution of approximately 40-50 um/binned pixel), and images
were taken at 20 Hz with Camware software, triggered externally
by a MATLAB script running the behavioral protocol. TIF movies
were subsequently imported to MATLAB for preprocessing and
analysis.

Fluorescence Preprocessing

We desired a readout of neural activity in response to stimuli
as well as activity in between trials not directly task-related.

A preliminary analysis normalizing raw fluorescence by the
mean of each pixel proved unsuitable due to slow changes
in the reflectance of the cranial window (e.g., caused by the
evaporation of saline on the preparation). We therefore chose
to normalize pixel fluorescence by the local mean, computed
every 2 s, of +£4 min using the calculation AF/F = (Fi-F0)/FO for
every pixel where Fi is the raw fluorescences of the ith video
frame and FO is the local mean. This method yielded results
similar to calculating AF/F for each trial using pretrial activity
(Supplementary Fig. S3). Each movie frame was smoothed with
a Gaussian kernel with 3 pixel standard deviation (120 pm). We
call this readout AF/F throughout the paper. See https://github.
com/salkoffd/PreProcessWfRecording for MATLAB code.

Brain Atlas Alignment

We manually aligned one calcium recording (average picture)
per mouse to the Allen Mouse Common Coordinate Framework
(Oh et al. 2014) (Supplementary Fig. S2) using landmarks such as
bregma and the divergence of the cortical hemispheres at the
anterior aspect of the superior colliculus. Subsequent record-
ings were automatically aligned to the reference image for that
mouse with image registration in MATLAB.

Behavioral Analysis

The absence of licking on a Go trial could indicate a miss, or
alternatively the mouse is disengaged from the task. We there-
fore only analyzed miss trials during “motivated” periods, which
were defined as epochs of licking no further than 70 s apart.
Motivated epochs of less than 3 min duration were omitted.

Response (hit) rate is the fraction of visual stimulation trials
in which the animal successfully licked during the response
period (Fig. 1). Discriminability (d’) and bias were calculated
as previously described for signal detection theory (Swets and
Green 1978). Discriminability (d') was calculated as norminv
(hit_rate)-norminv (FA_rate) where norminv is the inverse of
the normal cumulative distribution function. Bias (criterion) is
computed as —0.5*(norminv [hit_rate] + norminv [FA_rate]). We
refer to task performance as a constellation of these behavioral
measures (hit rate, false alarm rate, d’, and criterion), as per
signal detection theory.

Video of the face and pupil was acquired at 10 Hz with
a Basler acA1300-30 um. Pupil position and diameter were
analyzed with a supervised script (McGinley et al. 2015a). Eye
movement was quantified by finding the 2-point-smoothed
pupil position before and after each frame and calculating the
hypotenuse.

Running on a treadmill was measured at 10 Hz using an
optical mouse. Spontaneous run bout initiations were defined as
moments when the treadmill velocity exceeded 2 cm/s for >1 s
immediately after the absolute velocity was below 2 cm/s for
>1 s. Spontaneous run bout cessations were found by flipping
the treadmill velocity vector and using the same method.

Hit trials were subcategorized into those associated with
increased running, decreased running, or neither. First a
minimum and maximum treadmill velocity were found in
the first 0.5 s after the target stimulus. Trials were labeled as
increased running when the max occurred after the min and
was >5 cm/s larger. Trials were labeled as decreased running
when the max occurred before the min and was >5 cm/s larger
(Supplementary Figs. S1 and S8F).
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Activity Difference Maps

We computed the difference in activity (AF/F) between post-
and prestimulus time-points, (Fig. 2B), between different light
conditions (Supplementary Fig. S6B), and between trial types
(Fig. 3A). Calculating the significance for each pixel in a large
image poses a multiple comparisons problem. We therefore
used a permutation test (Nichols and Holmes 2002) to calculate
the significance per pixel as well as significance for the image
(evaluating both the total number of pixels with P < 0.05 and the
size of the largest cluster of pixels with P <0.05). This allows
for an estimation of image statistics under the null hypothesis
(trial types are not different) and does not make assumptions
about the shape of the data. We randomly permuted trial labels
1000 times, each time computing the difference between trial
types, and defined significant pixels as in the >97.5th or <2.5th
percentile of the permuted data. The permuted datasets were
used to acquire distributions for the total number of significant
pixels and size of the largest cluster under the null hypothesis, to
which the actual dataset was compared. To avoid counting clus-
ters containing pixels with both negative and positive values,
we searched separately for significantly positive and negative
clusters. See https://github.com/salkoffd/ActivityDifferenceMap
for MATLAB code. Due to high computational expense, we first
downsized images to 25%, then upsized difference maps before
projecting them onto the common coordinate framework. We
analyzed the activity difference only within the cortical region
of interest (ROI, excluded midline, ipsilateral cortex, and regions
outside the cranial window); however, for illustrative purposes,
we included the full imaging window in some figures (e.g.,
Figs. 2B and 4D).

For comparing hit and miss activity across mice (Fig. 3A), we
first normalized AF/F. This was done because overall intensity
changes varied between mice. The normalization factor was
computed by first finding the cortical region imaged in all 10
mice. Then, for each mouse, we found the average pixel value
within that region including both hit and miss activity. Figure 3A
is therefore in units of the average cortical pixel within mouse
(0.62% +0.49 AF/F).

Choice Probability Maps

Choice probability (CP) is a signal detection theory measure-
ment describing how well an ideal observer can predict the
decision of an animal (Britten et al. 1996). It is calculated by
finding the area under the ROC (receiver operating character-
istic) curve and in the context of this study is the probability
that the activity on a hit trial is larger than on a miss trial,
if one of each trial type is selected randomly. Similar to the
activity difference map, we used a permutation test to calcu-
late significance for each pixel and for the image (Nichols and
Holmes 2002). Trial labels were permuted 1000 times, each time
calculating the CP. The actual CP was then compared with
this distribution to derive a p-value. The permuted datasets
were used to acquire distributions for the total number of sig-
nificant pixels and size of the largest cluster under the null
hypothesis, to which the actual dataset was compared. See
https://github.com/salkoffd/ChoiceProbabilityMap for MATLAB
code. Due to high computational expense, we first downsized
images to 25%, then upsized CP maps before projecting them
onto the common coordinate framework.
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Activation Probability Maps

Activation probability provides a measure of how much more
likely neuronal activity increases after a stimulus compared
with the chance of increasing in the absence of a stimulus.
For each pixel, we calculated the probability of activation above
chance:

Mz

Ts
T
1
N

n:

. . . T,
P(Activate) = P(Activate),qy, — P(Activate)sp,gs = TA -

where T is the number of trials, Ta is the number of trials on
which the pixel became active, N is the number of iterations
(1000), and Ts is the number of shuffled trials on which the pixel
became active. A pixel is “activated” for the trial if it exceeds a
threshold of 3.96 standard deviations above the mean of pres-
timulus values (1 s, 20 frames) within 500 ms of stimulus onset.
This threshold corresponds to « = 0.05 with a Sidak correction

1
for multiple comparisons:norminv (1 - 0.05) "M’) where w * h

is the size of the (downsized) video (32*43).

The “raw” activation probability TTA was corrected since
each pixel has a baseline chance of exceeding threshold (due
to spontaneous activity, arousal, etc.). We therefore shuffled
the time of analysis (+2 min maximum relative to each
trial), N=1000 times. The shuffled data were used to find
the statistical significance of each pixel. Shuffled data also
provided distributions of pixel cluster sizes under the null
hypothesis (stimulus has no effect), to which the actual data
were compared. See https://github.com/salkoffd/pActivateMap
for MATLAB code. Due to high computational expense, we first
downsized images to 25%, then upsized activation probability
maps before projecting them onto the common coordinate
framework. We calculated activation probability only within
the cortical ROI; however, we used the entire imaging window
in Figure 2C-G for illustrative purposes.

Activation-time Maps

The activation-time map reveals the time course of initial activ-
ity rises after the stimulus. It is essentially the average time
required to reach a low threshold for each pixel. For each trial
and each pixel, we first calculated the mean and standard
deviation of prestimulus values (1 s, 20 frames). Pixels were
further considered if they crossed a high threshold (>4.58 stan-
dard deviations above the mean, derived from setting «=0.05

and applying the Sidak correction for the number of pixels in
1

each frame of the movie, norminv (1 - 0.0S) e (where w*h is

130*172) within 1.9 s poststimulus. If this high threshold was
crossed, we found when the lower threshold was crossed for
two consecutive frames (85th percentile of prestimulus values).
These times were then averaged across trials.

Correlation Maps

Lick correlation maps (Fig. 4C) were generated by computing
lick rate in 0.1 s bins, then smoothing by +3 points. Run speed
correlation maps (Supplementary Fig. S8D) were generated by
smoothing running by +4 points. Pupil diameter correlation
maps (Supplementary Fig. S8E) were generated by smoothing
pupil diameter by +3 points. The maximum correlation for each
pixel was found within £700 ms.
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A. Single-trial neural activity
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Figure 2. Widespread task-related neural activity. (A) Single-trial neural activity on hit trials after target presentation (t=0 ms). Each row is a separate trial and two
trials are shown for mouse 5. The response times for the three example trials were within 10 ms of each other (mean 0.524 s). Activity was highly variable in time
and space. Scale bar for mouse 5 and 10 shown. (B), Average activity (AF/F) after t =450 ms for an example session. Trials with response time faster than 500 ms were
omitted from the analysis. Opaque pixels show a significantly large cluster of pixels with P < 0.05 (P < 0.001, permutation test between pre- and poststimulus activity).
(C) Activation probability after t=450 ms, defined as the probability each pixel exceeds threshold (derived from prestimulus values) per trial, (see Methods). Opaque
pixels show a significantly large cluster of pixels with P <0.05 (P <0.001, shuffle test). Same trials as (B). (D) Activation-time, defined as the average time to exceed
a low threshold. Note activity first arises in VISp. Opacity is derived from (C). Same session as (B) and (C). (E-G) Same as (B-D) but averaged across all mice. Opaque
region of (E) and (F) show cortical ROI common to at least 5/10 mice. Scale bar in (E) is averaged since images were stretched to match a common coordinate system
(see Methods). We adopt here the abbreviations of the Allen Institute Common Coordinate Framework (Supplementary Fig. S2; (Oh et al. 2014). MOs, secondary motor
cortex; SSp-11, primary somatosensory cortex, lower limb; Visp, primary visual cortex.
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A. Average activity of hit and miss trials, t = 400 ms post-stimulus

I. Hit ii.

Single session

All Mice

B. Choice Probability (%), N=8 mice
t =300 ms

Miss iii.

t=350ms

Figure 3. Choice-related activity arises in MOs. (A) Average activity of hit and miss trials 400 ms after low-intensity stimulus onset. Hit trials with response time faster
than 450 ms were omitted from the analysis. (i-iii) is from one session (n=26 hit, 20 miss trials), (iv-vi) is the average of 8 mice. Black outlines in difference maps
are clusters of pixels (each pixel P < 0.05) significantly larger than that generated by permuted maps (P < 0.001, permutation test). In iv-vi, AF/F has been normalized
to account for differences in fluorescence across mice but preserves the difference between hit and miss activity within each mouse. (B), CP calculated across time.
Opaque pixels have CP significantly larger than chance (>50%, P <0.05, one-tailed t-test). Note origin of CP in MOs and subsequent caudal spread. Only trials with
response times > 450 ms were analyzed. Median response time 732+ 120 ms across mice.

General Linear Model Predicting Response on Target
Trials

The logistic binomial model (Fig. 5) included all (motivated) tar-
get trials with response time larger than 450 ms. We included six
predictors: high- versus low-intensity target, MOs poststimulus
response (350450 ms), prestimulus eye movement (—300 to
0 ms), prestimulus pupil diameter (—300 to 0 ms), run speed
at target presentation, and average prestimulus activity of the
entire cortical ROI. Sessions were combined per mouse to maxi-
mize the number of data points in each GLM. All predictors were
converted to z-score before fitting. The data were fit with custom
MATLAB script and the fitglm function with the linear model
specification and binomial distribution for the response vari-
able. The full models were compared against models generated
after permuting trial labels (i.e., hit/miss, 1000 iterations). For
reduced models, we permuted predictors instead of removing
them to control for number of predictors (1000 iterations). Model

fit was assessed with d’ and accuracy (defined as the average of
hit and miss correct classification probability).

Linear Model Predicting Neural Response During Trial
Behavior

For each session (n=37 from 6 mice), a design matrix was con-
structed by extracting 10 features for each trial (Fig. 6). These fea-
tures included values representing details of the trial structure,
behavioral response, and facial movements extracted from the
video (Fig. 6A,B). Trials with licking before 400 ms were omitted
from the analysis. A feature vector was created representing
each 0.1 s for the 2 s after each stimulus was presented. The
features extracted from the video include video motion energy
(ME), calculated as the sum total of absolute change in pixel
intensity between adjacent video frames, whisk ME, calculated
in the same manner as video ME, except for a region restricted



428 | Cerebral Cortex, 2020, Vol. 30, No. 1

A. MOs correlation with licking ~ B. MOs activity and lick

MOs activity rate cross-correlation
Licking 10 seconds c 04
v — ks
S = 0.2
PN m Y [
N G S I
2 S I
-0.2 L
Hit Hit 840 48
. Lag (sec)
C. Correlation across cortex
Single session All mice
\ —_— =
' 40
S
| 20 @
10 &
0

D. Neural activity with/without muscimol injection
Probability of Activation, t = 400 ms post-target, N = 6 mice

Pre, Post Average Muscimol Injection Difference

(%) (1eAD€)d

E. Task performance decreases after MOs suppression with muscimol

. Response time Changein
Hit rate False-alarm rate p- . o g s
(low-intensity) Discriminability
l;ILI ns * *% *% *%
100 1 309 | T 121 T 1 1m f !
< o T 10
S 751 > S Jo
f'_J, 7 201 3 0sl N . é;-
S 50 1 E g ’ 3—1- %
= .= 0.61
T 251 & 107 = oy
041 /\
[ ]
0 T T T 0 T T T T T T -3 T T
& o & & o S & e & o &
RN A g @ RN A & ‘—5"\\0
W

Figure 4. MOs is critical for goal-oriented licking. (A) Example of MOs activity alongside lick times (black dots). (B) Cross-correlation of MOs activity and lick rate for an
example session. (C) Neural variance explained by lick rate across cortex for a single session (left) and averaged across all mice (right, n=10, 67 sessions). (D) Neural
activity with/without muscimol injection. Probability of activation 400 ms after target onset for 6 imaged mice. White x is the approximate location of the injection.
Opaque pixels in the difference map are significantly greater than 0 (P <0.05, two-tailed test). (E) Task performance decreases after MOs suppression with muscimol
(n=8mice). Muscimol-injected mice have a reduction in hit rate and an increase in false alarm rate, resulting in a significant reduction of discriminability (d') compared
with saline-injected mice.
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Figure 5. MOs is a robust predictor of target detection. (A) Logistic regression was
used to find the effects of several predictors on the probability of licking. Trials
with response times less than450 ms were omitted. While the high-intensity
stimulus and MOs activity (400 ms post-stimulus) increased the likelihood of
licking, eye movement (<300 ms before the target) and arousal (pupil diameter
at target onset) decreased the likelihood. Run speed and prestimulus cortical
activity had no effect. Red points indicate that the predictor was significant
within mouse after the Sidak correction for multiple comparisons. (B) Model
fit was assessed with prediction accuracy and d’ (see Methods). The full model
explained behavior well. Elimination of predictors via permutation reduced
performance. -High Int.: high-/low-intensity predictor was permuted. -MOs
response: the MOs poststimulus activity was also permuted. Eye move only: All
predictors except eye movement were permuted.

to the main whisker pad (Fig. 6B), pupil diameter, and eye move-
ment (calculated as indicated above). The analog features from
the video and the wheel velocity were smoothed by taking
the average of the current data point and 0.3 s prior. The trial
variables, hit, miss, false alarm, response time of first lick,
light presentation intensity (higher or lower), and stimulus type
(auditory, visual, or no stimulus) were constant throughout each
trial. Time was relative to when the last stimulus was presented.

Ridge Regression Model

To reduce the impact of the multicollinearity of these features,
we used Ridge Regression, instead of the typical general linear
model, and the optimal penalty term was found through cross
validation. To account for overfitting, the model was fit and
evaluated for explained variance (R?) on cortical pixel activity
for each session using 10-fold cross-validation. To compute the
unique contribution of each feature, we permuted one feature at
a time to create a reduced model. The unique explained variance
was the difference between the full model and the explained
variance of the reduced model. To find the unique variance of
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multiple features combined, a similar method was used but
multiple features (e.g., movement) were permuted together.

Statistics

Statistical tests were performed in either MATLAB 2015b or
GraphPad Prism 7.01. Reported p-values are calculated from
permutation tests unless otherwise stated. Figures use following
notation: *P < 0.05; **P < 0.01; **P < 0.001; ***P < 0.0001.

Results

Expert Performance and Stereotyped Behavior During a
Visual Detection Task

In order to understand the encoding of behavioral and task
variables throughout cerebral cortex, we trained mice (n=10) in
a simple Go/No-Go visual detection task (Fig. 1A,B). Mice were
required to lick a reward port after presentation of either a dim
or less dim, 50 ms LED flash (target) and withhold licking after an
auditory sweep (distractor, Fig. 1B, see Methods for details). Lick-
ing after target presentation (hit) was rewarded with water, and
withholding after the distractor (correct rejection) was rewarded
with a short ITI and subsequent target trial (Fig. 1B). After train-
ing in a freely moving setup and habituation to head-fixation on
a treadmill, mice performed expertly (Fig. 1C), with 90.9% (+3.42)
hit rate for the high-intensity target and 10.3% (+2.47) for false-
alarm rate, yielding an overall discriminability (d’) of 2.18 (+0.21).

Awake mice exhibit constant fluctuations in arousal
and movement (McGinley et al. 2015b; Musall et al. 2019;
Stringer et al. 2019); however, the relationships between these
fluctuations and task performance are poorly understood. We
measured treadmill speed, pupil diameter, whisker pad and
jaw movement, and furthest tongue extension, while mice
performed the visual detection task. We found that following
presentation of the visual stimulus target, animals often
respond first with movements of their whiskers, and sometimes
with either increases or decreases in walking speed (Fig. 1Civ
and Supplementary Fig. S1). These changes in whisker/walk
movements were followed by opening of the lower jaw and
detection of a lick over the next 1-2 s with the earliest consistent
first lick latency of approximately 375 ms (Fig. 1Civ).

Widespread, Task-related Neural Activity

Which cortical regions are active following target presentation
and during response initiation and performance? We used wide-
field GCaMP6s imaging of pan-neuronal intracellular Ca’?* to
monitor activity in the dorsal aspect of the left (contralateral to
visual stimulus) cortex as mice performed the task. The imaging
window spanned from primary visual cortex (VISp) caudally to
secondary motor cortex (MOs) rostrally, allowing for observation
of a wide proportion of occipital, parietal, and frontal cortices
(see Supplementary Fig. S2 for details on image alignment and
region acronyms). Following presentation of the light, increases
in neural activity appeared first within visual cortex (Fig. 2). Over
the next several hundred milliseconds, activity spread to include
somatosensory and motor cortical regions, corresponding to the
timing of the changes in walking, whisking, and other orofacial
movements associated with performance of the task (Figs. 1C
and 2A; see below). Comparison of single-trial cortical activity
revealed a variety of spatial patterns shortly after target presen-
tation. However, hit-related activity averaged within a session
revealed consistent activation of frontal and parietal cortices


https://academic.oup.com/cercor/article-lookup/doi/10.1093/cercor/bhz206#supplementary-data
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Figure 6. Widespread cortical activation is largely explained by movement and response choice. (A) a ridge regression linear model (see Methods) was used to fit the
pixel-by-pixel amplitude-time course for each trial (37 sessions, 6 mice). Regressors used in the model include unitary variables: trial type (visual, auditory, catch),
intensity of visual stimulus (low or high), response choice (hit/no response/false alarm), response time and continuous variables: time, ME in the entire video, ME in
the whisker pad only (see B), walking speed, eye movement amplitude, and pupil diameter. The linear model-generated spatiotemporal maps of g weights for each
variable (see D-G) and were used to predict the amplitude-time course of each pixel of the widefield movie of cortical activity. Examples of the activity and model fit
for averaged regions of pixels in MOs, S1, and V1 are shown (see C). (B) Example frame from a video of the mouse face and eye during the performance of the task.
The video was used to examine movements of the face (video ME), whisker pad (whisk ME), eye, and pupil diameter. (C) Example fluorescent traces and the model fit
for regions of cortex in MOs, S1, and V1. Trial type was C=catch (no stimuli), A =auditory, Llo =lower intensity light; Lhi=higher intensity light. Periods of whisking
and walking, and time of first lick, are illustrated. Note that whisking is associated with widespread cortical activity that is well fit by the model. (D) The model is able
to explain a significant fraction (~35-55%) of variance of neural activity during performance of the trial. (E) Total and unique explained variance for each parameter.
Movement (video, whisk, walk, eye movement) explains a high degree of neural activity, while other variables such as arousal (pupil diameter), response choice and
timing, also make significant contributions. Bars are mean + SEM. (F-I) Spatial maps of the g weights of the model for video motion, whisk movement, eye movement,
and behavioral choice. Note that behavioral choice peaks in MOs. The model was run on data from 6 mice in which the video contained images from the nose to just
behind the eye and from above the eye dorsally to the lower lip ventrally. Beta values in G for MOs and lateral somatosensory cortex are negative presumably owing to
the overlap in mutual information in motion energy in the full face video (F) and whisker pad area alone (see B).
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(see Supplementary Fig. S4 for examples from 6 additional mice;
see Supplementary movie). To reveal this spatial activation
pattern, we computed an “activation probability map”, which
is the probability (above chance) that any one region becomes
active on a hit trial (<450 ms poststimulus, see Methods) (Fig. 2C
for a representative session and Fig. 2F average of n=10 mice
and n=67 sessions). We defined activation per pixel as activity
significantly above a trial-by-trial threshold set by the statistics
of prestimulus activity for that pixel (see Methods). Ninety-four
percent of sessions were significant for the number of active
pixels in the imaged region of cortex (P<0.05), and 91% of
sessions had clusters of high activation probability significantly
larger than expected by chance (P<0.05), indicating that
widespread cortical activation was typical for target detection.
We observed a nucleus of high activation probability in VISp
corresponding to the approximate expected retinotopic location
of the visual stimulus (Fig. 2B-G). High activation probability
extended from visual areas to secondary motor cortex and
included much of somatosensory cortex. Lateral aspects of the
cerebral cortex, including auditory cortex, were outside of our
field of view (see Supplementary Fig. S2).

We analyzed the time course of activation by generating
an “activation-time map”. This is the average time activated
pixels required to reach a threshold (85th percentile of pres-
timulus values, see Methods). A representative session (Fig. 2D)
and grand average (Fig. 2G) are shown. As expected, VISp acti-
vated first after target presentation (145 ms+32.5; calculated
for the VISp activity hot-spot on a per mouse basis). Some mice
had activation-time maps with gradients pointing toward MOs
(Fig. 2D), while in other mice, activity seemed to jump quickly to
retrosplenial cortex and MOs (evident in Fig. 2G). VISp became
active significantly earlier than MOs (78.7 ms, p=2.83 x 1074,
paired t-test of hot-spot in VISp and MOs). These findings sup-
port widespread dorsal cortical activation between the stimulus
and response for a visual detection task. Examining widefield
activity following correct rejection of the auditory distractor
did not reveal any significant cortical activation (not shown),
although the presence of this distractor may have acted as
an indicator of trial onset and therefore altered the state of
the animal and cortical network. This possibility remains to be
examined.

We performed multiple control experiments to ensure that
widespread fluorescence changes were caused by GCaMP6s-
mediated fluorescence rather than possible artifacts including
spatial scattering of light through the skull (Supplementary Fig.
S5), movement artifact, or otherwise non-GCaMP6s-related flu-
orescence changes (Supplementary Fig. S6). Our results suggest
that, while nonnegligible, non-GCaMPés-related signals cannot
account for the magnitude and spatial extent of fluorescence
increases during target detection.

Choice-related Activity Arises in Secondary Motor
Cortex

Neural activity during target detection represents a mixture
of stimulus and choice/response-related signals. To isolate
signals related to choice/response, we analyzed the difference
between hit and miss trial activity. We analyzed only low-
intensity target trials, which had a lower hit rate and slower
response times. To reduce contamination of neural signals
related to licking and somatosensory feedback of the tongue
on the reward port, we analyzed activity for the 400 ms after
target presentation and discarded trials where the mouse
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licked sooner than 450 ms. Widespread activity was present
on low-intensity hit trials (Fig. 3Ai example session, Fig. 3Aiv
grand average of 8 mice) and was particularly high in MOs
and medial somatosensory and motor cortical regions. Miss
trials exhibited low level, but significant, activity throughout the
cortex, again centered in the visual, somatosensory, and motor
cortical regions (Fig. 3Aii, v). To quantify the difference between
hit and miss activity and control for multiple comparisons,
we performed a permutation test within each session. Of the
recording sessions with at least 10 hit and miss trials, 46%
(13/28 sessions) had a significantly large cluster of pixels (each
pixel P <0.05) greater on hit than miss trials (example shown
in Fig. 3Aiii). MOs was always overlapped by the significant
cluster in these sessions. When we looked across all mice, we
found activity was significantly larger in hit trials than miss
trials in frontal, parietal, and much of occipital cortex, and this
cluster of pixels (each pixel P <0.05) was significantly larger
than expected (P < 0.001, permutation test, n=8 mice, Fig. 3Avi).
The grand map of the difference between hit and miss trial
activity (Fig. 3Avi) shows an increasing difference in the caudal-
rostral direction, with the largest difference within a hot-spot
in secondary motor cortex. Spontaneous licking during the ITI
was associated with similar spatial patterns of activation, yet of
smaller amplitude (Supplementary Fig. S7), further supporting
the role of these regions in behavioral and neural components
of response initiation.

Activity in the somatosensory cortex corresponding to lower
limb areas (SSp-1l) were found to relate to changes in run-
ning speed (Supplementary Fig. S8). Furthermore, SSp-11 activ-
ity increased with reward-related licking (Supplementary Fig.
S7,S8), spontaneous licking (Supplementary Fig. S7), and orofa-
cial movements (Fig. 6F). At this point, it remains unknown to
what extent this region is causal for these behaviors.

Examining the differences between miss and hit trials
in prestimulus, cortical activity revealed that miss trials are
associated with pretrial activation of somatosensory and visual
cortical regions (Supplementary Fig. S9A). Presumably, these
pretrial activations correspond to spontaneous movements of
the face or eyes, since similar patterns of activity are associated
with these movements (e.g., Supplementary Fig. S9B; n=9).
Since our typical measure of cortical response subtracts pretrial
activity, we wondered if poststimulus trial activity alone varied
on hit and miss trials. Examining the hit minus miss postvisual
stimulus trail activity alone (without subtraction of pretrial
activity) at 400 ms revealed large activation in area MOs and
a decrease in activity in visual cortex (Supplementary Fig.
S10; n=8). These results suggest that changes in both pretrial
cortical activity as well as poststimulus cortical activation
significantly affect the ability of the animal to perform the
task.

To further quantify response-related activity, we calculated
CP for each recorded pixel. CP is the probability that the activity
on a hit trial is larger than on a miss trial if one of each
trial type is selected randomly (Britten et al. 1996) (see Meth-
ods). One hundred percent CP corresponds to perfectly encoding
hit trials, whereas 50% is chance. Again, we omitted hit trials
with response times sooner than 450 ms. At 400 ms poststim-
ulus, we observed high (~70%) average CP within MOs (Fig. 3B,
right panel), with some sessions having greater than80% CP
(not shown). Similar to the hit-miss activity difference map, CP
percentage increased along the caudal-rostral axis. We won-
dered whether this reflected an accumulation of target evidence
pooled by MOs or, alternatively, a dispersion of choice signal
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originating from MOs. We calculated CP for every video frame
after the target onset and found significant CP first in MOs
(300 ms posttarget), followed by subsequent spread to more
caudal regions of cortex (Fig. 3B, opaque pixels have P <0.05).
These data suggest activity within MOs is first to represent the
response decision and that this activity then spreads caudally
as the animal’s response is further implemented. Combined, we
find a caudal-rostral spread of stimulus encoding (Fig. 2D,G) and
a rostral-caudal spread of response initiation and implementa-
tion (Fig. 3B).

MOs Is Critical for Goal-Oriented Licking

Previous research identified MOs as critical for controlling lick
responses during detection tasks (Guo et al. 2014; Zagha et al.
2015; Goard et al. 2016; Allen et al. 2017; Chen et al. 2017). We
wondered if this was the case in our task. We first asked which
regions are correlated with licking by calculating the pixel-
wise correlation of AF/F and lick rate across dorsal cortex. We
found two regions of interest: anterior MOs and a somatosensory
region spanning representations for the nose and mouth (Fig. 4C;
see Supplementary movie). This latter region was not particu-
larly active before the lick response (Fig. 3), and we hypothesize
that this region becomes active due to sensory feedback from
mouth movements and or interaction with the reward port
during lick bouts. When activity from anterior MOs is plotted
with licking, a correlation is evident for both target-related and
spontaneous licking (Fig. 4A and Supplementary Fig. S7). Cross-
correlation analysis revealed the width of this correlation to be
approximately 3 s (Fig. 4B), which corresponds roughly to lick
bout duration. We also observed a high correlation between
the lick response time and time for MOs activity to reach an
arbitrary threshold (Supplementary Fig. S11). Out of all imaged
cortical regions, response time correlation was highest in MOs.
The MOs region was also active during reward-related licking
in naive mice, although in naive mice, MOs activation occurred
100-200 ms after licking initiation (n=3 mice, data not shown).

Secondary motor cortical (MOs) activity may passively reflect
the decision to lick or, alternatively, may be necessary for mod-
ulating task-related licking. In order to distinguish between
these scenarios, we performed unilateral muscimol or saline
injections in MOs contralateral to the visual stimulus (Fig. 4D,E).
Muscimol is a GABA agonist and silences neuronal activity. The
precise injection site was determined by calculating a lick corre-
lation map for the previous day’s session (example in Fig. 4C) and
targeting the region of high correlation within anterior MOs (2.10
+ 0.29 mm anterior, 1.65 + 0.16 mm lateral, similar coordinates
to area anteriolateral motor (ALM) identified by Komiyama et al.
(2010) and Guo et al. (2014) as important for licking). Mouse
performance was tested approximately2 h after injection to
ensure anesthesia had worn off.

To assess the spatial extent of muscimol suppression, we
imaged GCaMP6s activity before, during, and after unilateral
muscimol injection for all hit trials. We calculated probability
activation maps to quantify the degree of suppression (Fig. 4D).
As expected, activity at the unilateral MOs injection site during
hit trials was strongly suppressed (to ~ 5%), and suppression was
mostly confined to motor cortex on the side of the injection
(Fig. 4D right panel, opaque pixels have P <0.05). Although we
did not image the entire contralateral motor cortex during our
task, we did observe that at least the medial portion of the
secondary motor cortex within the imaging region was active on
hit trials, in a manner that was similar to prior or after recovery

from muscimol injection (Fig. 4D). Analysis of task performance
of muscimol-injected mice revealed a significant decrease in hit
rate and increase in false-alarm rate, contributing to a signif-
icant reduction in discriminability (d’) compared with saline-
injected controls (d’ difference —1.05 +0.71; P=0.0048, n = 8 mice;
two-sampled t-test; Fig. 4E, results for saline-injected mice (n=6)
shown in Supplementary Fig. S12). We also found the response
time for the low-intensity target was significantly increased by
muscimol injection (Fig. 4E, P=0.003, paired t-test of with/with-
out muscimol). The ability of the animal to partially perform
the task (at a reduced d’) may be explained by the ability of the
contralateral MOs to remain active (Fig. 4D), since each hemi-
sphere may partially compensate for the loss of the other (Guo
et al. 2014; Li et al. 2015). In summary, the high correlation of
activity within MOs with licking, the ability of activity in MOs
to predict response choice, and the significant decrease in task
performance with unilateral MOs inactivation all support MOs
as critical for goal-oriented licking.

MOs Activity Is a Robust Predictor of Target Detection

Activity in MOs was found to be correlated with choice; how-
ever, it may also covary with other predictors of the mouse’s
decision (such as run speed). To test the ability of MOs to
predict target detection while controlling for other variables, we
performed logistic regression. While considering which predic-
tors to include in the model, we found that miss trials were
associated with higher prestimulus activity within the imaged
cortex, owing to spontaneous cortical rhythms, arousal, or eye
movement-related activity (Supplementary Fig. S9). We there-
fore included six variables to predict whether the mouse licked
on a trial-by-trial basis: target stimulus intensity (higher or
lower), MOs activity, prestimulus eye movement, pupil diameter,
running speed at target presentation, and prestimulus activity
throughout the imaged cortex.

We computed a logistic regression model for each mouse
(n=10, see Methods). Beta coefficients reflect predictor impor-
tance and the effect on behavior, with positive magnitude
increasing the likelihood of the lick response (Fig. 5A, red points
are significant within mouse). As expected, high-intensity trials
were predictive of hit trials. Hit trials were also predicted by MOs
activity, consistent with high CP and muscimol experiments
(Figs.3 and 4). Eye movement before target presentation
increased the chance of detection failure (p=3.68 x 1073, two-
tailed t-test of beta coefficients). Interestingly, pupil diameter
significantly predicted miss trials after correction for multiple
comparisons (P=0.034, two-tailed t-test of beta coefficients).
Run speed did not have a consistent effect across mice, although
was significantly disadvantageous in one mouse (p=2.25 x 1078,
n=212 hit and 75 miss trials).

To assess model fit, we computed d’ and prediction accuracy
(see Methods) for each mouse. All models had significantly
higher d’ than the permuted-trial models (>95th percentile, 1000
permutations, Fig. 5B). We reduced the model one predictor at
a time (via permutation) to quantify how well each predictor
explains mouse responses. Permutation of the MOs response
variable had a large effect on d’ and prediction (Fig. 5B, “-MOs”,
P=0.0034, paired t-test of d’ between permuted high intensity
and permuted high intensity + MOs models). The model was still
significantly better than chance when only eye movement was
included (P=0.0102, paired t-test with permuted-trial model d').
Therefore, this analysis confirmed that MOs activity was indeed
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predictive of the lick response while revealing other variables
with effects on hit rate.

Widespread Encoding of Behavior and Task Variables

In the previous sections, we found complex, overlapping rep-
resentations of stimulus, response, arousal, and running. We
next sought to deconstruct activity across cortex into these
component processes. Based upon published reports indicating
that orofacial movements may have large explanatory power in
predicting cortical activity in mice (Musall et al. 2019; Stringer
et al. 2019), we selected a subset (n=6) of mice for which the
videos included the nose, eye, mouth, and lower jaw (see Fig. 6B).
We performed ridge regression within each session to explain
cortical pixel activity on a trial-by-trial basis using ten predictors
(Fig. 6A): 1) stimulus type (visual or auditory or none); 2) visual
stimulus intensity (higher or lower); 3) visual trial response type
(hit/miss/FA); 4) time of response; 5) time since last stimulus; 6)
Motion energy (ME) within the entire face video; 7) ME within
an ROI centered on the whisker pad (see Fig. 6B); 8) speed of
walking; 9) amplitude of eye movements; 10) pupil diameter (see
Methods). Catch trials were random periods taken from the ITIs,
so as to examine the rate of spontaneous licking and cortical
activity. Trials with licking before 400 ms after the stimulus were
omitted from the analysis.

Comparing the amplitude-time course of neural activity
within regions of interest within MOs, S1, and V1 with the model
fits revealed a remarkably good correspondence, indicating that
the model was able to capture many of the variations in neural
activity within different trial types (catch, visual, auditory;
Fig. 6C). Examining the timing of bouts of licking, whisking,
and walking revealed that these movements may be highly
correlated with widespread neural activity (Fig. 6C). Maps of
the total explained variance by the model revealed between
approximately 35-55% explained variance throughout dorsal
cortex, peaking in MOs and somatosensory cortical regions
(Fig. 6D). By running the model with only one variable, we
revealed the ability of that variable to explain the average
variance of neural activity in the entire cortical image (Fig. 6E,
red bars). ME in the face video, or restricted to the whisker
pad, were the two best predictors of the average neural activity
changes (37 + 4.7%; 33 + 4.0%). This was followed by walk (25 +
4.4%), response choice (25 + 0.6%), eye movements (20 + 0.4%),
response time (17 + 2%), light intensity (15 + 2.2%), stimulus
type (10 + 1.8%), pupil diameter (8 + 1.8%), and time within
the trial (5 + 0.8%) (mean =+ SD). By comparing the full model
to reduced models generated by permuting one predictor at
a time we calculated the unique explained variance of each
predictor (Fig. 6E). Movement variables (walk, face movement,
eye movement, whisking) again made significant contributions.
Interestingly, global arousal, as indicated by pupil diameter, also
made a significant unique contribution (Fig. 6E). Permuting all
movement (video ME, whisk ME, walk, eye movement) along
with pupil diameter revealed that these variables together
contributed 23% (+1.7%) unique variance (not shown).

Next, we examined the spatial distribution of g weights
for each component of the model. Beta weight distributions
for motion in the face video was concentrated in somatosen-
sory and secondary motor (MOs) cortices (Fig. 6F), while whisk
movement exhibited negative g weights concentrated in lat-
eral somatosensory cortex and motor cortical areas (Fig. 6G).
Eye movement g weights were concentrated in visual corti-
cal areas (Fig. 6H), while choice (Hit/Miss/FA) g weights were
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concentrated in MOs (Fig. 6I). These results reveal that it is
possible to identify the spatial patterns of multiple behavioral
and task-related representations across dorsal cortex, and that
a large fraction of trial-to-trial variability and within trial activity
can be explained by spontaneous or task related movements
of the face (e.g., whiskers, licking, eye movements) and body
(e.g., walking).

Discussion

By monitoring widefield dorsal cortical activity, along with task
relevant and/or spontaneous behavior, during the performance
of avisual detection task, we were able to reveal patterns of corti-
cal activity that are highly related to behavior of the animal (and
vice versa). Our study revealed several general findings concern-
ing this relationship. First, broad regions of the cortex are acti-
vated during performance of a simple Go/NoGo visual detection
task, with earliest activation occurring in visual cortical areas,
and more anterior regions of cortex becoming activated in rela-
tion to the lick response and associated orofacial movements.
Second, activity in secondary motor cortex (MOs) was highly
related to the generation of licks, either learned or spontaneous,
and unilateral block of activity within this region resulted in
a significant reduction in task performance (decreased appro-
priately timed licks and increased inappropriately timed licks).
Third, predictive models of the neural activity revealed that
the state of the animal (movement, arousal) explained a large
fraction of within trial and trial-to-trial variation in neuronal
activity. Finally, the behavioral choice of the animal (hit, miss,
false alarm) explained a significant fraction of activity in the
secondary motor cortical region (and vice versa). Taking perfor-
mance, movement, and arousal variables into account, we were
able to account for a significant fraction of dorsal cortical activity
during the performance of the task.

Secondary Motor Cortex and Relation to Performance
of Learned Lick Response Tasks

In similarity with our present study, previous investigations
have demonstrated a key role for an anterior cortical region,
termed ALM, premotor, or M2/MOs, in the performance of tasks
involving learned lick responses (Komiyama et al. 2010; Guo
et al. 2014, Li et al. 2015, 2016; Goard et al. 2016; Allen et al.
2017; Makino et al. 2017; Inagaki et al. 2019). Widefield imaging
during performance of lick-response tasks has revealed strong
activation of M2/ALM (Allen et al. 2017; Makino et al. 2017),
and bilateral block of this cortical region results in a large
decrease in the ability of the mouse to perform the task accu-
rately (Komiyama et al. 2010; Goard et al. 2016; Li et al. 2016;
Allen et al. 2017). We found using unilateral block of M2/ALM that
hit trials are associated with broad activation of the nonfrontal
cortical regions (Fig. 4D), presumably owing to the ability of
the contralateral M2/ALM area, which remains active (Fig. 4D),
to contribute to performance of the task (Li et al. 2016). This
broad cortical activation was not seen on miss trials (although
activation of visual cortex by the stimulus remained) (Fig. 3),
suggesting that previous observations of a lack of activity in
cortical regions following bilateral inhibition of M2/ALM was the
result of subsequent nonperformance of the task (Allen et al.
2017).

Recording neural activity, either optically or electrophysiolog-
ically, in M2/ALM during performance of learned lick responses
reveals neuronal activity that precedes and predicts the per-
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formance of licks (Komiyama et al. 2010; Erlich et al. 2011,
Guo et al. 2014; Zagha et al. 2015; Li et al. 2016; Chen et al.
2017; Inagaki et al. 2018, 2019). While recording and inactivation
studies indicate that M2/ALM is critical to the performance of
the learned motor response in mice, it is unclear at present
whether or not this critical role is limited to learned move-
ments. Stimulation of M2 in naive rodents can initiate licks
(Travers et al. 1997), and we found M2 (MOs) to be strongly
activated even during spontaneous licks (Fig. 4A,B and Supple-
mentary Fig. S7), suggesting that M2 is important for the cortical
control of both learned and unlearned lick movements.

Relationship between Movement, State, Cortical
Activity and Task Performance

The behavioral state of waking mice, including movement and
arousal, is in constant flux (reviewed in (McGinley et al. 2015b;
Poulet and Crochet 2018)). These fluctuations in state, which can
occur on a subsecond time course, can significantly impact per-
formance on sensory detection or discrimination tasks (McGin-
ley et al. 2015a, 2015b; Poulet and Crochet 2018). Changes in level
of arousal, as indicated by pupil diameter, is an important factor
in controlling brain state, from the activity patterns of single
neurons (e.g., burst vs. tonic), to local cellular interactions, to the
broad operation of cortical and subcortical circuits (McCormick
et al. 2015). Likewise, movement, which is highly interwoven
with arousal, can also have a powerful impact on the activity
of cortical networks, not only in somatosensory and motor
cortical areas (Petersen 2007; Poulet and Crochet 2018) but also
in other primary sensory pathways such as visual and auditory
cortices (Niell and Stryker 2010; McGinley et al. 2015a, 2015b;
Shimaoka et al. 2018; Musall et al. 2019; Stringer et al. 2019).
Indeed, recent reports indicate that subcomponents of facial
motion, either spontaneous or during the performance of a task,
is able to explain a significant fraction of dorsal cortical activity,
as monitored either through optical, or electrical, physiology
(Musall et al. 2019; Stringer et al. 2019). In agreement with
these studies, our current findings reveal that linear models
of widefield cortical activity are able to explain a significant
component (up to 55% of the variance) of this activity, not only in
somatosensory and motor cortical regions, but also in VISp and
other adjacent cortical areas (e.g., retrosplenial cortex; Fig. 6D).
Movement forms the largest component of explained variance
in our study, as in previous investigations (Musall et al. 2019;
Stringer et al. 2019), indicating that a significant fraction of trial-
to-trial variation in neural responses is the result of changes
in behavioral state between trials. This high level of explained
variance is the result, in part, of examining widefield activity,
which blurs together the spatial-temporal patterns of neuronal
cell bodies and processes within the imaged region. Examining
facial/body movements and task variables is also able to explain
a significant amount of neuronal action potential activity within
the cortex and subcortical regions (Musall et al. 2019; Stringer
et al. 2019), although this explained variance is lower than for
the general features of widefield activity (Musall et al. 2019).
Examination of the interaction of spontaneous, or ongoing,
cortical activity, and sensory-evoked responses indicate that
alterations in the state of activity can have strong effects on
the amplitude, timing, and reliability of the sensory-evoked
response (McGinley et al. 2015a, 2015b; Poulet and Crochet 2018).
Similarly, we observed here that changes in pretrial activity are
associated with trial performance, with increased activity in

somatosensory and visual cortical areas being more prevalent
on miss trials (Supplementary Fig. S9).

Possible Mechanisms of State and
Performance-Dependent Variations in Cortical Activity

The complex patterns of widefield cortical activity occurring in
behaving animals performing a simple Go/NoGo visual detection
task result from ongoing changes in a wide variety of variables,
from shifts in arousal and task engagement, to task related
and task-unrelated movements (e.g., licking, eye movements,
walking), to the operation of neural circuits critical for detection
of the stimulus and performance of the motor response. Many
of these variables are interrelated. Movement, for example, is
strongly influenced by the sleep-wake cycle, arousal, and atten-
tion (and vice versa).

Ascending cholinergic and noradrenergic pathways are both
tonically activated by slow increases in arousal (McCormick
1992; McCormick et al. 2015), as well as physically activated
by sudden changes in arousal, movement, or task engagement
(Pinto et al. 2013; Eggermann et al. 2014; Lee et al. 2014; Nelson
and Mooney 2016; Reimer et al. 2016). These modulatory trans-
mitter pathways can have both rapid (10 s of msec) and slow
(seconds) effects on activity in cortical and thalamocortical net-
works (Munoz and Rudy 2014; Zagha and McCormick 2014). For
example, the activation of nicotinic receptors by acetylcholine
may rapidly activate layer 1 VIP-containing interneurons, result-
ing in the inhibition of somatostatin containing inhibitory cells
and the disinhibition of pyramidal neurons (Lee et al. 2013; Pi
et al. 2013; Hangya et al. 2014; Zhang et al. 2014), thereby par-
ticipating in the rapid changes associated with microarousals,
or short duration movements (McGinley et al. 2015b; Drew et al.
2018). Through the activation of metabotropic receptors, nora-
drenergic and cholinergic systems can also have broad effects
on the patterns of cortical and thalamocortical networks by
altering neuronal excitability (e.g., depolarization) and neuronal
firing pattern, among other effects (McCormick 1992; Lee and
Dan 2012; Zagha and McCormick 2014). While the temporal
possibilities for neuromodulation have been detailed, the spatial
specificity of these modulatory influences are not yet known.
While cholinergic systems may have the anatomical specificity
to influence small regions of the cerebral cortex, the widespread
connections of individual noradrenergic axons suggest a more
spatially broad influence (Mufioz and Rudy 2014; Schwarz et al.
2015; Kebschull et al. 2016). The activity of many cortical cholin-
ergic and noradrenergic axons is strongly correlated with pupil
diameter, a general proxy for arousal (Reimer et al. 2016), sug-
gesting a broad modulation of cortical areas. While measure-
ments of arousal (as indicated by pupil diameter) can facilitate
the explanation of trial-to-trial variance in overall neuronal gain
and task performance (McGinley et al. 2015a, 2015b), general
arousal cannot account for the rapid alterations in complex pat-
terns of cortical activity we observed in awake, behaving mice,
indicating the involvement of more spatially and temporally
precise mechanisms.

The dorsal cortex of the mouse is dominated by motor,
somatosensory, and visual cortical areas. Movement, and its
associated somatosensory feedback, is expected to result in
strong activation of these cortical regions. In addition to the
somatosensory and motor cortical areas, the visual cortex of
the mouse is also strongly activated by movement (Niell and
Stryker 2010; Khan and Hofer 2018). The representation of the
face, and its components (e.g.,, whiskers, tongue, lips, nose,
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eyes, etc.), occupies a significant fraction of somatosensory
and motor cortical areas. In addition, movements of the face
are often coordinated with movements of the forelimbs and
body (e.g., feeding, grooming). By monitoring even the gross
movements of the face (e.g., whisker pad ME) and body (e.g.,
walking), a significant fraction of the activity of the dorsal cortex,
as observed at the widefield or even action potential level, can be
predicted (Fig. 6; (Musall et al. 2019; Stringer et al. 2019)). These
results indicate that dorsal cortical neural signals, integrated
over local space (on the order of ~100 um) and time (hundreds
of msec), are strongly related to either the performance of, or
sensory feedback from, facial and bodily movements. The highly
interconnected nature of the cerebral cortex will further allow
for signals in one area (e.g., M2/MOs) to influence the activity in
others, including primary sensory cortical regions (Felleman and
Van Essen 1991; Nelson et al. 2013; Zagha et al. 2013; Schneider
et al. 2014; Leinweber et al. 2017; Makino et al. 2017; Khan and
Hofer 2018; Schneider and Mooney 2018). Presumably, the broad
impact of movement on a broad range of cortical areas, including
sensory regions, results from the need to take into account
self-motion (Leinweber et al. 2017; Schneider and Mooney 2018)
in a manner consistent with predictive coding (Keller and
Mrsic-Flogel 2018), since movement and sensory coding are
strongly coupled together during natural behavior. Thus, given
the importance, and complexities, of orofacial movements in the
normal behavior of mice, and specifically in the performance
of learned tasks in which the response is a lick, it is perhaps
expected that broad regions of the dorsal cortex would be
activated in association with performance of the task and
that movements of the face and body may be the most salient
features to explain this activity (Musall et al. 2019; Stringer et al.
2019).

Which parts of the cerebral cortex are critical for perfor-
mance of learned lick responses to sensory stimuli? Previous
investigations, which have surveyed a broad range of cortical
areas through inactivation, have revealed inactivation of two
cortical regions to be effective in blocking task performance:
1) the primary sensory cortex (e.g., somatosensory) involved in
detection and 2) premotor (ALM/M2) cortex (Guo et al. 2014;
Li et al. 2016; Allen et al. 2017). Our current observation of
significantly decreased performance of learned licks to a visual
stimulus following unilateral inactivation of M2/ALM (Fig. 4E)
confirms these earlier results. The increased rate of inappro-
priately timed licks (i.e., false alarms; Fig. 4E) indicates that this
decrease in performance is not simply a reflection of the inabil-
ity to perform licks, but rather suggests difficulties with gen-
erating maximally efficient responses. Monitoring the activity
of neurons in M2/ALM, either optically or electrophysiologically,
reveals preparatory activity that anticipates, and potentially
encodes, the performance of the upcoming response (Komiyama
et al. 2010; Erlich et al. 2011; Guo et al. 2014; Li et al. 2015,
2016; Allen et al. 2017; Chen et al. 2017; Inagaki et al. 2018).
This preparatory activity has the hallmark of motor planning
that utilizes discrete attractor dynamics within an intercon-
nected network of cells (Inagaki et al. 2019). Whether or not this
network of neurons is actively involved in evidence accumu-
lation for detection of the stimulus, or more closely related to
preparation for the upcoming movement execution, remains to
be determined. Even so, it is becoming increasingly clear that
only through careful monitoring of variations in both sponta-
neous and task-related behavior and state (e.g., arousal, task
engagement) will the neural signals underlying signal detection,
decision, and response implementation be revealed.
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Supplementary material is available at Cerebral Cortex online.
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