
Research Article Vol. 27, No. 25 / 9 December 2019 / Optics Express 36241

Continuous focal translation enhances rate of
point-scan volumetric microscopy
COURTNEY JOHNSON, JACK EXELL, JONATHON KUO, AND KEVIN
WELSHER*

Department of Chemistry, Duke University, 124 Science Dr., Durham, NC 27708, USA
*kevin.welsher@duke.edu

Abstract: Two-Photon Laser-Scanning Microscopy is a powerful tool for exploring biological
structure and function due to its ability to optically section through a sample with a tight focus.
While it is possible to obtain 3D image stacks by moving a stage, this per-frame imaging process
is time consuming. Here, we present a method for an easy-to-implement and inexpensive
modification of an existing two-photon microscope to rapidly image in 3D using an electrically
tunable lens to create a tessellating scan pattern which repeats with the volume rate. Using
appropriate interpolating algorithms, the volumetric imaging rate can be increased by a factor
up to four-fold. This capability provides the expansion of the two-photon microscope into the
third dimension for faster volumetric imaging capable of visualizing dynamics on timescales not
achievable by traditional stage-stack methods.

© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Confocal laser-scanning microscopy (CLSM) [1–3] and two-photon laser scanning microscopy
(2P-LSM) [4,5] have revolutionized live cell imaging and are now the workhorses of biological
microscopy. The optical sectioning of both CLSM and 2P-LSM enable 3D microscopy, however,
extension into the third spatial dimension results in slower acquisition speeds due to the
multiplicative scaling of the number of pixels being acquired. The acquisition of 3D images is
conventionally performed using a motorized stage to re-position the sample or objective lens to
different focal depths within the sample (hereafter referred to as “stage-stack”). Raster-scanned
2D images are then acquired in a serial fashion to construct a 3D volume (Figs. 1(a) and 1(b)).
The temporal limitations of this method are that the volumetric imaging speed is ultimately
driven by two factors: the number of image planes contained within the volume and the speed at
which those frames can be acquired, which is ultimately limited by the rate of pixel acquisition.

A further complication of stage-stack 3D imaging is that the time between acquisition of
adjacent pixels differs by orders of magnitude across the three axes in the volume. While the
time between scanning two adjacent pixels within a line occurs at the microsecond scale, the
time between lines is on the millisecond scale, and the time between adjacent frames is typically
on the order of 1 second for common galvo-galvo scanners. Voxels farther apart spatially are thus
sampled across even longer temporal intervals. For example, voxels located at the same (x,y)
coordinate in the top- and bottom-most image planes in a volume are separated by the number
of frame-times between them, a time period of tens of seconds or longer depending on volume
size. These challenges make it difficult to image dynamics in 3D using point-scan microscopy.
Overcoming these barriers requires new approaches to these tried-and-true stage-stack scanning
methods. While scan speeds can be higher with resonant or polygonal scanning units, point-
scanning is ultimately limited in most applications by the required pixel dwell time and still
suffers from disparate timescales when scanning different axes of a volume.

Alternative scan patterns have been explored to enhance the speed of 2D scanning microscopy
methods through sub-sampling, or acquiring fewer pixels per image. One approach, Random
Access Scanning, uses a priori knowledge of the specimen location in the image plane to drive

#375998 https://doi.org/10.1364/OE.27.036241
Journal © 2019 Received 21 Aug 2019; revised 11 Nov 2019; accepted 18 Nov 2019; published 26 Nov 2019

https://orcid.org/0000-0001-5938-1176
https://orcid.org/0000-0002-3180-279X
https://doi.org/10.1364/OA_License_v1
https://crossmark.crossref.org/dialog/?doi=10.1364/OE.27.036241&amp;domain=pdf&amp;date_stamp=2019-11-26


Research Article Vol. 27, No. 25 / 9 December 2019 / Optics Express 36242

Fig. 1. Comparison between volume scan patterns over time using conventional stage-stack
method versus 3D-FASTR. These example volumes are size 512× 512× 16 and are shown
stretched in Z to a cubic aspect ratio for ease of viewing. (a,c) 3D-view of difference in scan
patterns after the first frame-time. While only the lowest image plane has been completely
scanned in a conventional stage stack, a triangle wave pattern is apparent with 3D-FASTR,
demonstrating sampling across all three axes. (b,d) 3D-view of difference in scan result
after the final frame-time, which shows the volume is completely scanned after the passing
of 16 frame-times, but the temporal distribution of the scan varies between the two and is
color-coded by the frame-time the corresponding voxels were sampled. The axes for (b-d)
are the same as those labeled in (a) and are omitted for clarity. (e,f) Cartoon representation of
microscope demonstrates YZ scan differences between conventional volumetric acquisition
and 3D-FASTR within the span of a single frame-time.

a series of galvanometric mirrors in an (x,y) pattern to image only the pixels the sample is
believed to occupy. While this method avoids sampling areas not occupied by a sample it does
not provide speed increases for samples where the entire field of view is occupied or where a
priori knowledge of the sample is unavailable [6–8].
Another sparse-sampling scan pattern uses two galvanic mirrors driven sinusoidally to scan

the image in a Lissajous pattern. In these methods, the two-dimensional pattern is generated by
the synchronization of the two scans such that the pattern is repeated every frame, resulting in
the same pixels being sampled repeatedly in time while the unsampled pixels are interpolated.
This approach has been demonstrated for Stimulated Raman Scattering (SRS) and Atomic Force
Microscopy (AFM), both of which are scanning methods [9–11]. A major drawback of this
method is that repetition of the Lissajous pattern leads to oversampling of the same regions,
particularly at the edges of the frame where the sine wave samples more frequently.
In this work, we improve upon this idea to generate a reproducible 3D pattern which fully

and efficiently scans a volume in the fastest theoretically possible time without repeating until
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the volume is complete. The pattern is generated based on the optimized interaction between
three linear waveforms, specifically the interaction between a 2D raster scan with a linear focal
displacement. This method, called 3D Fast Acquisition Scan by z-Translating Raster (3D-FASTR),
is then implemented through modification of a commercial confocal microscope with the addition
of an ultrafast laser system for two-photon excitation and an electrically tunable lens (ETL) to
create an easy-to-implement fast 3D imaging system, capable of improving volumetric imaging
rates up to four-fold with appropriate interpolation algorithms.

2. Theoretical basis for multi-dimensional scanning

2.1. Linear axial scanning

It is convenient to think of a 3D image stack as a series of 2D frames spatially separated along the
optical axis (Figs. 1(a) and 1(b)). Note that we describe frames in terms of time, T, and planes in
terms of individual 2D frames located at different positions along the Z axis. Neglecting the
time required to move a stage between planes, the amount of time required to completely scan
an image stack (Tvol) is given by Eq. (1). This volume acquisition time depends on the number
of planes in the image stack (Nz) and the two-dimensional frame-rate (Fxy). The frame-rate is
determined by the total number of pixels per frame (Nxy) and the average pixel dwell time, P, as
shown in Eq. (2).

Tvol =
Nz

Fxy
(1)

Fxy =
1

Nxy × P
(2)

In a conventional CLSM or 2P-LSM volume, 2D frames are acquired sequentially, meaning
that the top and the bottom of the volume are temporally separated by nearly Tvol (Fig. 1(b)).
This temporal discrepancy can be overcome by introducing a continuous linear axial translation,
(LAT) during the frame scan, resulting in a 3D pattern which samples each plane during a single
2D frame-time. Figure 1(c) shows a simulated volume featuring LAT after the first frame-time.
When compared to the first 2D frame-time in the conventional stage stack, it is obvious that the
scanned voxels are more evenly distributed across the depth of the volume. This results in a
more even sampling of the volume over time (Fig. 1(d)). While the stage-stack scans a unique
plane each frame-time, in the LAT case all image planes are scanned in a different (x,y) location
every frame-time, drastically reducing the sampling time between different planes within the
volume. This idea is illustrated further in the YZ cartoon representation shown in Fig. 1(e) which
demonstrates how a conventional stage stack scans each line in a single frame at the same focal
plane before moving on, while the 3D-FASTR microscope illustrated in Fig. 1(f) changes focal
planes at different lines within the same frame scan.

2.2. Optimal volume filling conditions

When introducing a linear axial translation during a 2D raster scan, it is critical to optimize the
relative scan rates to ensure unique and even sampling of the volume. When the ratio of the 2D
frame and LAT scan frequencies, R, meet certain conditions, each voxel will be sampled once
and only once. The volume sampling behavior is described by Eq. (3):

R =
Fz

Fxy
= n +

m
Nz

(3)

Here Fz is the frequency of the LAT and is greater than Fxy, the frequency of the 2D frame scan
(frame-rate). Nz is the number of sections along the z-axis. The value n, which we refer to here
as the fundamental, is the base integer ratio of the axial scan to the 2D scan. The value of n
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is derived from the Euclidean (integer) quotient of Fz and Fxy. The value m, which we denote
as the shift parameter, represents the amount of phase shift in the Z-scan between frame-times.
Repeatable scan patterns can be achieved for any integer value of m in the ratio m/Nz. Volume
fill efficiency is completely dictated by Eq. (3), illustrated here in Fig. 2(a), which shows how
the quantity of unsampled voxels remaining after the volume should theoretically be scanned
to completion (Tvol) depends on the ratio of the axial and 2D scan frequencies. To achieve this
minimum completion time, all acquired pixels must be uniquely located in the volume space
so that no voxel positions are multiply sampled; otherwise the actual volume completion time
will be longer. It is clear from this plot that the experimental parameters must be very carefully
chosen to minimize the number of unsampled voxels at Tvol. Below we consider a few illustrative
examples.

Fig. 2. (a) Theoretical relationship between number of Z-translation cycles per frame-time
(R), and fill efficiency, demonstrating the effect of pattern timing on volume completion after
Tvol. for a simulated volume consisting of Nz = 16 image planes. The effects of R on volume
completion are illustrated using the YZ cross-section of the color-coded scan map as seen in
Figs. 1(c)–1(d). Here, 3 examples designated by the boxed peaks correspond to (b). global
maxima (red), (c). local maxima (yellow), and (d). global minima (green).

2.2.1. m=0

In this case, the LAT frequency is an exact multiple of the 2D frame-time such that the ratio, R is
an integer equal to the fundamental, n. This condition represents synchronization between the
two scans because there is zero relative phase shift over time, meaning each 2D frame begins at
the same point within the LAT scan. This corresponds to the worst possible volumetric fill rate
as the number of unique scanned voxels will not progress further than a factor of 1/Nz. Take
as an example a scan where Fz = 4 Hz and Fxy = 1 Hz, which yields an R= 4, with fundamental
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of n= 4 and a shift of m= 0, meaning the pattern repeats each 2D frame-time, regardless of the
number of z-planes. These values correspond to the global maxima in terms of the percentage of
the volume which is unsampled. These maxima can be clearly seen in Fig. 2(a), with an example
volumetric cross-section of this repeating pattern shown in Fig. 2(b).

2.2.2. m/Nz is a reducible fraction

The ratio of the shift variable, m, and the number of z-sections plays a critical role in determining
the efficiency with which the volume is sampled. When m is an integer, the scan pattern will
phase shift m z-sections each 2D frame-time. For example, if a volume has 16 sections and m= 2,
then the scan will shift two z-sections each 2D frame-time.

The lowest common denominator of the ratio of the shift number, m, to the number of z-sections,
Nz, indicates the number of 2D frame-times before the pattern repeats itself and samples the same
voxel a second time. For example, if Fz = 4.125 Hz and Fxy = 1 Hz for a volume with Nz = 16,
Eq. (3) is satisfied as R= 4+ 2/16 with n= 4 and a remainder of 2/16. This yields a shift value of
m= 2, meaning each 2D frame-time the z-section of a particular (x,y) pixel location will shift by
two z-bins. Reducing 2/16 yields 1/8, meaning that the entire pattern will repeat after 8 frames.
The number of voxels sampled will peak after 8 elapsed frame-times and will never sample new
voxels, instead scanning the same voxels a second time over during the next eight 2D frame-times.
While this condition samples the volume better than for shift number m= 0, it is still far from an
ideal sampling. These points show up as local maxima in Fig. 2(a), with an example cross-section
shown in Fig. 2(c) that demonstrates the highest possible fill when the remainder m/Nz equals 1/4.

2.2.3. m and Nz are coprime

The volumetric filling efficiency is optimized when m/Nz is an irreducible fraction. Following on
from the example above, consider Fz = 4.0625 Hz and Fxy = 1 Hz for a volume with Nz = 16. From
Eq. (3), this yields R= 4+ 1/16 with a fundamental of n= 4 and a shift number m= 1, meaning
each 2D frame-time the scan shifts by one z-bin. The denominator of the remaining fraction in
its reduced form is 16, meaning each voxel will be sampled once every 16 2D frame-times, just
as it would be in a traditional stage stack. This condition corresponds to the minima in Fig. 2(a),
where all voxels are sampled at a time equal to Tvol. A cross-section of an example filled volume
can be seen in Fig. 2(b).

3. Implementation of 3D-FASTR

The model presented here requires only a point-scan microscope and a method of Z-translation.
The LAT could be accomplished in many ways either optical or mechanical. The specific
implementation described here uses an electrically-tunable lens (ETL) which is an inexpensive
and mechanically non-perturbative option for achieving dynamic focal changes. An ETL consists
of a fluid-filled elastic membrane which deforms as a function of applied current. These varifocal
lenses have been utilized to add volumetric imaging capabilities to existing microscopes such
as light-sheet [12], particle tracking [13], temporal focusing [14], miniaturized two-photon
endoscopes [15], or to generate structured illumination microscopy patterns [16,17]. The ETL
model featured here (ETL 10-30-C, Optotune) is capable of deforming from a minimum focal
power of −2.0 dpt to a maximum of+ 4.5 dpt. Additionally, it is capable of Z-translation
frequencies up to 1000 Hz.

3.1. Microscope setup

The general layout of the microscope is shown in Fig. 3. The system consists of a commercial
confocal system (Zeiss LSM 410, modified by LSMTech) modified for two-photon excitation
with additions to enable the fast 3D-imaging described above. The two-photon excitation source
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is a tunable-wavelength pulsed laser (100 fs, 80MHz, Chameleon Discovery, Coherent) featuring
pre-compensation for group velocity dispersion set to 10,800 fs2 to maximize two-photon
fluorescence intensity at the sample [18]. The beam is then steered into a 10:90 beamsplitter
(BS025, Thorlabs) with 10% of the beam focused through a 75mm lens (AC254-075-B-ML,
Thorlabs) onto a Si photodiode (DET10A, Thorlabs) terminated with a 56 kΩ resistor.

Fig. 3. Instrument diagram for 3D-FASTR implementation. Beam is split using beamsplitters
(BS) and measured by photodiodes (PD). Laser power is analyzed as reference by splitting at
BSR and measuring at photodiode (PDR) before focal deflection by the electrically-tunable
lens (ETL). Focus is relayed using two lenses (L1/L2) before entering the confocal scanner.
The focal range is shifted using L3 before deflection by dichroic mirror (DCM) to objective
lens (OL). Emission passes back through DCM to non-descanned detection PMTs.

The remaining 90% of the beam passes through the ETL (EL-10-30-C-NIR-LD-MV, Optotune),
which is driven by a clean current source (Arroyo Instruments 4200-DR LaserSource) and
modulated by a function generator (FG, Stanford Research SystemDS345). In this implementation,
where the system is built onto an existing commercial microscope with no access to the back focal
plane, the ETL is positioned approximately 1200mm from the objective lens. This distance allows
room for the two reference photodiodes and was empirically determined to achieve maximum
focal shift in this regime. The tunable lens was mounted with the optical axis perpendicular to the
table surface to prevent gravity-induced coma as suggested by the manufacturer. The emerging
beam is split again by a 90:10 beamsplitter (BS029, Thorlabs).
The resulting 10% beam is directed to a second photodiode (DETA10A, Thorlabs, 56 kΩ

termination), intended to maximize response at high ETL focal powers. The remaining 90%
continues to another 90:10 beamsplitter. The 10% beam is focused by a 200mm lens (AC254-
200-B-ML, Thorlabs) before occlusion by a 100 µm pinhole positioned 250mm from the lens in
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front of a third photodiode (DET100A, Thorlabs, 56 kΩ termination), intended to measure low
ETL focal powers.
The 90% beam continues to a 500 mm relay lens (AC254-500-A-ML, Thorlabs) positioned

950 mm from the ETL such that the emerging beam is collimated when the ETL is driven to
a focal power+ 2.5 diopters. The beam is collimated at+ 2.5 diopters in this configuration to
maximize the range of focal planes above and below the zero-plane. The emerging beam then
passes through the rear entrance of the modified confocal LSM where it is reflected by an internal
730 nm shortpass dichroic mirror into the scan unit, where the beam is deflected in XY by the
scanning mirrors before passing through a slider-mounted 1000 mm offset lens and reflecting off
a 700 nm shortpass dichroic mirror up to the objective lens. The emission passes back through
the previous dichroic and is focused by an 85 mm tube lens located in the detection side of the
slider. The excitation is filtered by a multiphoton blocker (FF01-750/SP-25, Semrock) placed in
the detection pathway prior to reaching the non-descanned detection PMT unit which contains a
570nm longpass dichroic, reflecting to a green, 540nm/45nm bandpass filter and passing to a red
bandpass filter (FF01-731/137-25, Semrock).

3.2. ETL focal length detection

As the volume is not scanned sequentially, the (x,y,z) coordinates for each acquired pixel must be
determined to assemble the volume structure. While the (x,y) coordinates are recorded from the
raster scan pixel and line positions, the sampled focal plane depends on the ETL focal power
and varies over time. Further, multiple factors influence the focal response of the ETL to a
given current input, meaning that it is insufficient to rely on the drive signal alone to register this
coordinate position. In addition to temporal delays between drive and response of the ETL, the
focal power range to a given input waveform is frequency-dependent, and additionally impacted
by real-time lens temperature, making it necessary to have a detection system that reads out the
actual focal power in real-time. Misplaced voxels due to inaccurate focal plane measurement
may appear as variations in intensity (striping).
A system of three photodiodes was used to measure the ETL focal length to fulfill this

requirement. The first photodiode is positioned prior to the ETL and acts as a laser power
reference (Fig. 3, PDR). This photodiode measures the laser power to correct the reading of
the two subsequent photodiodes such that they represent ETL focal power only. The second
photodiode (Fig. 3, PD1) has a small detection radius (0.1 mm2) and was positioned approximately
200mm beyond the ETL, corresponding to the maximum focal power of the ETL. The beam
dilation which occurs with increases of the ETL focal length is then measured as a decrease in
signal on PD1. The diagram in Fig. 4(a) demonstrates the working principle of this detection
method. At long focal lengths, the spot size of the beam at PD1 is much greater than the active
detector area, and consequently the sensitivity of this signal change is reduced. This focal power
regime also corresponds to the highest rate of change in focal shift at the image plane with respect
to changes in current, meaning this control current region requires the highest sensitivity to
changes for accurate measurement of the focus.
Addition of a third photodiode (Fig. 3, PD2) enables sensitive detection of focal changes

at the lowest focal powers. Due to its larger detection area, a 100 µm pinhole is positioned
such that the PD2 signal is maximized when the ETL is driven to its minimum focal power of
approximately −2.2 dpt. This is accomplished using a 200 mm lens (LPD2) and positioning the
pinhole approximately 250 mm from that lens. The normalized response across the ETL focal
power range is shown in Fig. 4(b) which demonstrates the inverse response character of the two
photodiodes. The higher responsivity of PD2 causes a steeper loss of signal than PD1, yielding
greater sensitivity in the drive current regime that produces the largest change in focal depth.
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Fig. 4. Detection of real-time ETL focal depth. (a) Principle of photodiode detection
scheme shows how two detectors positioned at different distances measure inverse signal
levels as a function of ETL focal length. (b) Signal levels for each measurement photodiode
as a function of ETL focal power. (c) Relationship between ETL focal power and focal
shift in the image plane represented with blue dots scaled in height to match measurement
uncertainty. (d, top row) Lateral PSF as measured on 500 nm fluorescent beads for ETL
currents of 0mA (FWHM= 0.71± 0.07 µm), 36mA (FWHM= 0.51± 0.11 µm), and 255mA
(FWHM= 0.41± 0.15 µm) from left to right. (d, bottom panel) Gaussian-like intensity
peak of image stacks at different ETL drive currents (color-coded) show shift in focal depth
relative to reference image plane. (e) The signal difference between the two photodiodes
shown in blue forms an almost linear relationship as a function of ETL focal power with the
final calibration fitting shown in red.

3.3. ETL calibration

A calibration must be performed to correlate the signal of the three photodiodes to a real focal
shift in the image plane given the nonlinear relationship between the input current and output
focal shift (Fig. 4(c)), with focal powers of −2.0 to+ 4.5 dpt corresponding to focal shifts of
approximately −13 to+ 6 µm. The rapid change in the focal position at negative focal powers
demonstrates the need for two reference photodiodes, one which is sensitive to positive focal
powers (PD1) and one that is sensitive to negative focal powers (PD2). It should be noted that the
non-linear relationship between the focal power and focal shift is a result of not having access
to the conjugate back focal plane of the objective in this implementation. Placing the ETL at
the objective back focal plane in future applications can address this is issue. Calibration data
is obtained by collecting volumetric stage-stacks of coverslip-bound fluorescent microspheres
(Bangs Labs FCSG003, carboxyl-functionalized polystyrene, surf green, 200 nm diameter, 6.7
ng/µL, PBS) at different ETL focal powers. The mean intensity versus stage position for each
applied current is fit to a cubic interpolant, where the peak location compared to a collimated
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reference beam corresponds to the relative focal shift in the image plane (Fig. 4(d), bottom
panel)). The FWHM of these curves at different axial positions shows the relative axial resolution
as a function of ETL focal power. The resulting plot of focal shift versus mean photodiode ratio
difference (PD2−PD1

PDR ) across all currents yields the calibration curve shown in Fig. 4(e) which can
be used to measure the focal depth in real-time.

3.4. Triangle waveform generation procedure

The model presented here relies on the continuous focal deflection as a linear function to scan
with the efficiency expected. As discussed previously, the ETL does not produce focal shifts
in the image plane that are linear with focal power in this implementation. Consequently, a
triangular drive signal fails to produce linear focal shifts over time. To correct this, a function
generator was used to create a custom input function which yields the desired periodic focal
shifts to match the theoretical behavior described above.

3.4.1. Waveform creation

Initial data were collected by using the FG to create a triangle current (TC) wave to drive the
ETL at the desired frequency and amplitude. FG voltage and photodiode readings were acquired
over at least 20 ETL cycles. These base data are used to measure the relationship between input
FG voltage and resultant focal shift. The FG voltage versus focal position data were fit with a
polynomial interpolant to generate a look-up table (LUT) which maps the FG voltages onto the
resulting focal positions (Fig. 5(a)). The LUT is then used to generate an arbitrary waveform
(AWF) which yields a triangle wave in focal position.

This waveform correction significantly improves the ability for this 3D-FASTR implementation
to achieve the results theorized by the model. Figure 5(b) demonstrates the input periodic current
obtained by the waveform generation procedure outlined above, compared to the default current
triangle wave. The generated input wave visibly spends less time in current regions with minimal
changes in focus, and more time in current regimes where small changes in current lead to bigger
changes in focus. This change compared to the TC input yields a dramatic difference in the
resulting output waveforms shown in Fig. 5(c). Here, the generated AWF precisely creates a
triangular periodic focal shift, which overlays with the desired theoretical waveform.
This result can be alternatively visualized in the form of the bar chart in Fig. 5(d). Here, a

flat-shaped bar chart of axial phases, illustrated by the dotted red line, represents the distribution
corresponding to the ideal linear translation model where each focal plane is sampled equally.
The difference in plane sampling distributions between an uncorrected triangular drive signal
(purple) and an AWF at R= 3 – (1/16) cy./fr. (green) show the impact of correction. The TC is
obviously biased toward lower focal planes, but the AWF approaches the ideal model.

3.4.2. Further improvement of waveform efficiency

At ∼4 Hz an arbitrary function generated from a triangular input will produce a nearly ideal focal
shift, but at higher frequencies the waveform must be refined to produce optimal linearity. The
generated AWF can serve as the new input and this process can be repeated in an iterative fashion,
improving volume fill performance. As the ETL frequency increases, more iterations will be
required to produce optimal linear waveforms as the ability to correct the ETL degrades. This
process of data acquisition and fitting is iterated until improvement in the percent of unscanned
voxels is no longer observed.

The AWF performance was evaluated at frequencies up to 49 Hz and Fig. 5(e) demonstrates
how successive waveform generations at this high frequency can produce increasingly efficient
LATs. Figure 6(a) shows how the ability to produce an ideal LAT declines as ETL frequency
increases, resulting in lower volume fill efficiency compared to the theoretical model, but which
still outperforms the uncorrected 595 Hz sine wave shown for comparison. The order of the
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Fig. 5. Impact of arbitrary waveform (AWF) creation on efficiency. (a) Polynomial-fit
relationship between input/output of input triangle current (TC) waveform (b). Comparison
of ETL drive signal over time between TC and AWF. (c). Comparison of resultant focal
shift from TC and AWF. The AWF current pattern at ∼4Hz produces a triangular focal
shift which closely matches the model, providing optimum fill efficiency. (d). Bar chart of
sampled focal planes across an arbitrary time period evaluates linearity of Z-translation by
comparing the total number of voxels sampled in each focal plane. A relative value of 1
corresponds to the theoretical model where each focal plane is sampled equally, illustrated
as a dotted red line. The uncorrected TC shows bias to lower image planes, while the AWF’s
performance approaches the model. (e) Improvement in scan efficiency with successive
iterations of waveform generation at ∼49Hz ETL frequency.

polynomial used to fit the FG/Focus relationship can greatly impact whether the output AWF will
be optimally efficient. At low frequencies where the ETL is well-behaved, higher-order fits more
accurately represent the correlation, but at high frequencies where the waveform is more erratic,
a series of lower-order fits effectively smooth the noisy correlation and produce ultimately better
AWFs. Table 1 lists the tested AWF parameters and optimum fitting regimes for a range of ETL
frequencies.

Figure 6(b) shows that at low frequencies, the ability to correct the ETL produces a waveform
that closely adheres to the theoretical model LAT and as a result, the experimental system’s
behavior replicates the model. At high ETL frequencies the axial scan is limited by the physical
response of the lens. At frequencies near resonance (∼595 Hz), a triangle wave from the function
generator will produce a sine wave in focal power. This leads to oversampling at the volume
extrema and undersampling in the middle of the volume, resulting in the decreased the sampling
efficiency seen in Fig. 6(a). An element with a faster response would not suffer from this limitation.
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Fig. 6. 3D-FASTR Implementation vs. Theory. (a) Fill efficiency declines with increasing
ETL frequency due to decreasing ability to correct ETL waveform, but the result still
shows significant improvement compared to an uncorrected sine wave. (b). Low-frequency
AWF shows expected pattern timing behavior with respect to R and approaches fill levels
of theoretical 3D-FASTR model. The experimentally measured ETL focal displacement
(green curve) overlaps with the theoretically predicted 3D-FASTR model (red curve, see
also Fig. 2(a)).

Table 1. Sequencing of waveform fits by frequency

ETL Frequency (Hz) Target R (cy/fr) Number of Iterations Best Achieved Fill (Empty) at 1x Volume Time

4.066969Hz 3–1/16 2 92.56% (7.44%)

10.989470Hz 8–1/16 2 91.22% (8.78%)

26.218969Hz 19–1/16 3 89.81% (10.19%)

48.371054Hz 35–1/16 4 86.78% (13.22%)

However, there is still some utility in using this high-speed sine wave over the conventional stage
scan since the voxels will still be better distributed throughout the volume, enabling interpolation
and faster volumetric imaging. The limited ETL response means that the optimal 3D-FASTR
performance is achieved for slower XY scan-rates (here 1 Hz). To implement 3D-FASTR with
faster lateral scan rates, faster axial scan elements such as deformable mirrors could be utilized
[19].

4. Live cell volumetric imaging with 3D-FASTR

Here we demonstrate that the 3D-FASTR method developed above and its application leads to
significant increases in the speed of volumetric imaging in live cells.

4.1. Cell culture

HeLa cells were cultured in FluoroBrite DMEM Media (Life Technologies, #A1896701)
supplementedwith 10% fetal bovine serum (Millipore Sigma, #F2442), 1Xpenicillin-streptomycin
(Corning, #30-002-CI), and 1X GlutaMAX (Life Technologies, # 35050061). A day before
imaging cells were plated in complete DMEM at 1X105 cells/well in a 8 well µ-slide, glass
bottom (Ibidi, #80827). Cells were maintained at 37 °C with 5% CO2.
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4.2. Sample preparation

Directly prior to imaging, cells were washed three timeswith Dulbecco’s phosphate buffered saline
(DPBS) (HyClone, #SH30264.01) and stained with either 2.5 µM SYTO 41 (Life Technologies,
#S11352), or 12.5 µM SYTO 61 (Life Technologies, #S11343) in Live Cell Imaging Solution
(LCIS) (Life Technologies, #A14291DJ). The staining proceeded for 30 minutes at 37 °C and
5% CO2. To enable simultaneous imaging of the nucleic acid content and cell membrane, 12.5
µg/mL DiA (Life Technologies, #D3883) in LCIS was added to the cells stained with SYTO
61 and incubated for an additional 30 minutes. Pluronic F-127 (Millipore Sigma, # P2443),
was added to 1mg/mL DiA in DMSO at a ratio of 1:50 and sonicated for 10 minutes before
any dilution to help with solubility. For both the single and double labelling experiments the
staining solution was removed, cells were again washed successively three times with DPBS
before adding fresh LCIS and placing the sample on the microscope stage for imaging.

4.3. Imaging process

As the slower scan, the frame-rate is the driver of absolute volumetric imaging speed, so the
maximum value of 1.3845 fr/s was utilized and the ETL frequency was adjusted to achieve the
desired R value for Nz = 16. For this condition, Tvol, or the time to conventionally image the
entire volume is 11.6 s. Pixels were acquired at 250 nm spatial intervals across (x,y). Images
are acquired as a stream of pixels. Pixel number, line number, and photodiode readouts are
recorded to determine the (x,y,z) coordinates for each acquired pixel. The z-coordinate location
for each acquired pixel is determined by converting the recorded photodiode ratio difference
to the corresponding focal shift using the calibration curve. These real-space axial positions
are then assigned to a discrete plane number. The total number of planes (Nz) is critical, as it
controls the degree of phase shift each frame. The amplitude of the ETL waveform divided by
the desired number of discrete planes gives the distance between axial planes. The mean depth of
focal shift peak minima and maxima are used to optimally set the axial boundaries of the volume.
This means that some acquired pixels will always be excluded due to detection noise. Optimizing
detection precision and drive signal purity can minimize this loss of efficiency and lead to higher
fill rates.
After the z-coordinate is determined, the voxel is assigned a numeric value based on PMT

intensity. Separate volumes are created for each color channel which differ only by the filled
intensity value. When inefficiency causes voxels to be scanned more than once, the oversampled
voxel is assigned a value based on the maximum PMT reading in each channel.

Figure 7 demonstrates the performance of the 3D-FASTR microscope on a sample of HeLa
cells which were imaged using an LAT with R= 35 – (1/16) cy./fr. with amplitude driving a focal
power range of −1.7 dpt. to+ 0 dpt., corresponding to an approximately 8 µm range of focal
shift from −1.5 to 6.5 µm. The cells were dyed with red nucleic acid stain Syto61 and green
membrane stain DiA. Figures 7(a)–7(c) demonstrate the 3D-FASTR imaging process by showing
images of three focal planes spaced throughout a volume consisting of 16 image planes. These
“scan map” images show the combined red and green intensity values for each sampled voxel,
while unsampled regions are highlighted in blue.

The unscanned voxels are inpainted using the MATLAB inpaintn function developed by
Garcia et al. [20], which draws spatial frequency information from neighboring scanned voxels
to complete missing regions. After interpolation, the intensity for each channel is thresholded
from a floor PMT value of 0 to 95% maximum recorded PMT intensity, then rescaled to 0-255 to
create the final 8-bit RGB image. Figures 7(d)–7(f) demonstrate the resulting final images after
inpainting.
Three-dimensional intensity data was ported into Avizo 9.5 through a binary data file with

specified volume and voxel sizes. Both the color and alpha values were calculated to be linear
with intensity. To improve edge definition, the Edge 3D post-processing effect was enabled with
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Fig. 7. The imaging process displayed through a series of 3 image planes (7, 11, 15) from a
16 z-plane volume of live HeLa cells stained with red nucleic acid dye Syto61 and green
membrane dye DiA. Volume was acquired using a 3D-FASTR pattern with R= 35–1/16 after
50% Tvol (5.8s/2x speed increase). (a-c) A scan map image showing real intensity of scanned
voxels and highlighting unsampled voxels in blue for each image plane. (d-f). Corresponding
final interpolated image. (g). Reconstruction of 128× 128× 8 µm 3D-FASTR volume from
512× 512× 16 voxels. (h). XZ section shows depth profile of sample across line 187.

a Gradient Threshold of 0.0001. Global illumination, including ambient occlusion was enabled
to ensure the rendering of realistic lighting. Figure 7(g) shows the direct volume rendering of the
final 3D structure using Avizo. As an alternative display of the 3D profile of the final volume,
Fig. 7(h) shows an example XZ slice of this volume.

4.4. The balance between image quality and speed

The imaging rate improvement achievable by the 3D-FASTR method will depend on the desired
image quality and ability to maximize the coverage of sampled voxels, with image quality
tradeoffs required for faster volume acquisition rates. Speed increases arise from the ability
to generate a volumetric image in fewer elapsed frame-times, enabled by the sparse sampling
behavior of the scan pattern. Thus, the final image quality is highly dependent on the ability of
the inpainting algorithm to fill in unsampled regions.

Figure 8 illustrates this balance between speed and image quality, and how the variables n and
m play integral roles in achieving optimal sampling distributions. Figure 8(a) shows a full field
of HeLa cells dyed with nucleic acid stain SYTO 41 located at a focal depth corresponding to the
bottom section of a 16 z-plane volume acquired at TVol. The purple outline shows the region of
cells which will be used to compare imaging parameters, shown in enlarged form in Fig. 8(b), to
serve as a reference.
The quantity of neighboring voxels has a significant effect on the quality of the final image

such that the spatial distribution of scanned voxels is more important than the relative quantity
filled. This distribution is a function of both the shift number, m, and the fundamental, n. As
discussed previously, the shift number is the amount of phase distance traveled each frame. When
the shift number, m, is 1, the scanned stripe patterns fill adjacent to each other with no unsampled
gaps between scanned regions. This scenario tiles without oversampling voxels, but interpolates
poorly because scanned voxels are clustered together in adjacent lines. This effect is exaggerated
away from the center planes of the volume, creating large gaps that are unsampled and have no
neighboring scanned voxels to draw from for inpainting.
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Fig. 8. Trade-offs between imaging speed and fidelity for HeLa cells stained with Syto41
(nucleic acids, green) (a). Full image of bottom plane (depth of −1.25 µm) of volume
constructed using 3D-FASTR with crop region outlined in purple. (b). Cropped image
at 100% Tvol (11.6s) serves as image quality reference. (c/d). Volume representation of
neighboring scanned voxels displayed using the MATLAB function Vol3D developed by
Joe Conti [20]. These volumes show the number of scanned neighbors for each voxel position
with a shift number of (c). m= 1 vs. (d). m= 7. (e-g). Comparison of scanned voxels and
final image quality of images acquired at 50% Tvol (5.8s) for different values of n and m. The
left-hand side shows the raw images with unsampled pixels labelled blue. The right-hand
side shows the image after interpolation. (h-j). Comparison of scanned voxels and final
image quality of images acquired in 25% Tvol (2.9s) for different values of n and m. The
left-hand side shows the raw images with unsampled pixels labelled blue. The right-hand
side shows the image after interpolation. Orange arrows in (f) and (i) highlight curvature
artifacts caused by inadequate sampling at 25% Tvol that is remedied by increasing n from 8
to 35.
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This condition is illustrated in the 3D map in Fig. 8(c), which shows the number of adjacent
scanned voxels at each voxel location in a 512× 512× 16 volume after 50% Tvol (5.8s) with
R= 8+ 1/16 cy./fr. The scan map in Fig. 8(e) shows the uninterpolated image after acquisition
for 50% Tvol. In this condition, the unsampled regions are large, and as Fig. 8(c) reveals, most
unsampled voxels also have no scanned neighbors. This lack of neighboring information coupled
with large unsampled gaps result in the appearance of blurry bands in the final image.

Increasing the shift number causes greater phase shift over time, creating spatially-offset
gaps between scanned voxels in each image plane which reduces line-length gaps by spreading
scanned voxels more evenly across the YZ volume space. This effect is visible in Fig. 8(d), which
shows the number of nearest numbers for a shift number of 7 after 50% Tvol. Unlike in Fig. 8(c),
there is no major bias of neighboring voxels at center planes, instead, all planes show relatively
comparable distribution of nearest neighbors. This leads to improved image quality as shown in
Fig. 8(f). It is clear here that the large blurry bands seen in Fig. 8(e) are absent, with only a few
stray lines with noisy pixels. Increasing the value of n to 35 as shown in Fig. 8(g) removes this
noise and provides an optimal quality image at 50% Tvol.
Reducing the acquisition time to 25% Tvol (2.9s/4x faster than conventional) decreases the

total number of scanned voxels in the volume, which increases the number of voxels which
must be interpolated. In Fig. 8(i), this reduction of information causes striping artifacts and
morphological distortions. As highlighted by orange arrows, in Fig. 8(f), a curved shape in the
cytoplasm is visible in the central region of the image, but in Fig. 8(i), the lack of information
causes this curvature to appear straight. While the higher shift distributes voxels across lines, the
coverage with fewer voxels is insufficient as the low fundamental n of 8 means that voxels are
scanned consecutively at each plane for several lines. Increasing the value of n decreases the
focal dwell time, increasing sampling frequency of planes. This can be visualized in the scan
map images as a shorter stripe length, or a decrease in the number of consecutively sampled
voxels in a plane. As demonstrated in Fig. 8(j), increasing n to 35 from 8 (while keeping m= 7)
distributes the voxels efficiently enough to remove the distortions and artifacts seen at 25% Tvol.
While the resulting image quality is less sharp than at 50% Tvol, all coarse cellular features are
preserved. The real-time imaging of the cells shown in Fig. 8 at R= 35+ 7/16 cy/fr. can be
seen in Visualization 1 (representative frame in Fig. 9). The real-time fill shows how the 3D
volumetric image data is acquired far faster than in a conventional stage stack, with the coarse 3D
cellular features already apparent at one frame-time (0.73 s, 6.25% Tvol). Potentially, higher n
values would enable even faster acquisition rates than those achieved here, which are ultimately
limited by the ability to correct the ETL waveform input.
It should be noted that the increase in the volumetric imaging rate in 3D-FASTR over a

conventional stage-stack is a result of the sampling of fewer voxels. The difference between the
two approaches is the distribution of these voxels. In the conventional stage-stack, sampling only
25% of the voxels would result in only the bottom most axial planes being sampled (e.g. the
bottom 4 planes in a 16 plane volume). In contrast, the optimized scan pattern in 3D-FASTR
distributes those sampled voxels throughout the volume. This maximizes the number of nearest
neighbors, leading to high fidelity interpolation. This increased speed does come with the caveat
that the spatial sampling frequency is reduced, even though the optical resolution is unchanged.
For example, a lateral pixel size of ∼0.250 µm corresponds to a sampling frequency of 4 µm−1.
When the number of voxels sampled is 50% of the total volume, the sampling frequency is
decreased by a factor of 2, dropping to 2 µm−1 or 0.5 µm.

4.5. Capturing dynamics with 3D-FASTR

The increased speed of 3D-FASTR enables faster volume acquisition and presents the possibility
of capturing dynamic processes volumetrically using point-scan systems. As a proof of concept,
we demonstrate the utility of dynamic volumetric imaging on 4 µm beads diffusing in a 50% by

https://doi.org/10.6084/m9.figshare.10284161
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Fig. 9. Representative frame from Visualization 1 showing the real-time imaging of the
cells shown in Fig. 8 sampled at R= 35+ 7/16 cy/fr. (top left) Raw XY Slice 1 (bottom of
volume) at 2.89s or 25% Tvol. The blue voxels are unsampled. (top middle) Interpolated XY
Slice 1. (bottom left) Raw XY Slice 8 (middle of volume). (bottom middle) Interpolated
XY Slice 1. (top right) 3D volumetric image stack generated using Vol3D [20] at 25%
Tvol. (bottom right) Map of number of nearest neighbors for each voxel, ranging from 0 to
a maximum of 6. The “Fill” bar represents how many voxels in the volume are sampled
versus time, with 100% representing a perfect sampling. The green portion is the number of
actually sampled voxels, while the red is the theoretical maximum.

weight glycerol solution. For comparison purposes, a single volume of the moving particle was
acquired in 16 frame-times using the conventional stage stack approach. From the same sample,
several 3D-FASTR volumes were acquired sequentially and assembled into volumes in intervals
of 4 frame-times (2.9s, 25% Tvol) using a pattern rate of R= 35+ 7/16 cy/fr.

Figure 10(a) shows the maximum intensity projection (MIP) of the stage stack, color-coded in
red. Because the particle is moving during acquisition, it appears to change position at each image
plane within the stack, leading to the appearance of diagonal smearing in the MIP image. The
extent of this smearing will depend on particle speed. In contrast, the MIP shown in Fig. 10(b)
demonstrates that when acquired using 3D-FASTR (color-coded in green) at 4x speed, the image
of the particle remains mostly circular in shape.
This result is alternatively visualized by locating the two separate volumes in the image field

and rendering them together to compare their respective geometries in Fig. 10(c). As suggested
by the MIP, when rendered as 3D isosurfaces, the structure of the conventional volume does not
appear spherical but tilted with respect to the optical axis and visibly kinked. The 3D-FASTR
volume, in contrast, retains its mostly spherical shape. Visualization 2 shows that the 3D-FASTR
system captures the bead as it moves. A sample frame is shown as Fig. 10(d). This visualization
shows movement of the bead from two different angles, demonstrating that the speed increases
made possible by 3D-FASTR can be utilized to visualize dynamic processes that are too fast
for conventional stage-stack methods which would otherwise create geometric distortions or
motion-induced smearing.

https://doi.org/10.6084/m9.figshare.10284161
https://doi.org/10.6084/m9.figshare.9696362
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Fig. 10. Multidimensional dynamics of a 4 µm fluorescent microsphere diffusing through
an aqueous solution of 50% glycerol. (a). Maximum intensity projection (MIP) of bead
diffusing captured using a conventional stage stack. Motion of bead during acquisition leads
to a diagonal, smeared-out appearance. (b) MIP of diffusive bead captured using 3D-FASTR
at 25% Tvol (2.9s/4x speed). Because the bead is captured with greater XZ sampling rate
and in less time, there is no motion smearing or geometric distortion. (c) Two separately
acquired volumes, co-rendered within the image space. The green volume was acquired at
4x speed using 3D-FASTR. The red volume was acquired at 1x speed using a conventional
stage-step. The stage stack volume has a visibly tilted and kinked appearance, compared
to the mostly-spherical 3D-FASTR volume. (d) Representative frame from Visualization
2 shows diffusive motion of microsphere over time in 3D as captured by 3D-FASTR. Left
panel shows XY motion of bead with scalebars. Right panel shows close 3D view during
diffusion.

5. Conclusion

In this work we have demonstrated a general method for improving the multi-dimensional
imaging efficiency of point-scan imaging methods. The method utilizes tuning of the relative
frequencies of linear scans to optimize fill efficiency to avoid oversampling and create evenly
sampled multi-dimensional image spaces. This method was then demonstrated as 3D-FASTR,
which added a linear axial translation to traditional 2D raster scanning LSM using an ETL. By
carefully selecting the relative scan frequencies, improvement of volumetric imaging rates up to
four-fold was achieved. This has a profound effect not just on the temporal resolution of these
methods, but on light-dose considerations, which are always a concern in CLSM and 2P-LSM.
Acquiring the same volumetric information from 25% of the pixels may lead to a four-fold
increase in the viability of cells during repeated imaging. Finally, in addition to its benefits to
live cell fluorescence microscopy, we believe the theory we have laid out in this work will be
applicable to other multi-dimensional point scanning methods, ranging from AFM to SRS.

Funding

National Institute of General Medical Sciences (R35GM124868).

Disclosures

The authors declare no conflict of interest.

https://doi.org/10.6084/m9.figshare.9696362
https://doi.org/10.6084/m9.figshare.9696362


Research Article Vol. 27, No. 25 / 9 December 2019 / Optics Express 36258

References
1. M. Minsky, “Microscopy Apparatus,” (1957).
2. M. Minsky, “Memoir On Inventing The Confocal Scanning Microscope,” Scanning 10(4), 128–138 (1988).
3. W. B. Amos and J. G. White, “How the Confocal Laser Scanning Microscope entered Biological Research,” Biol.

Cell 95(6), 335–342 (2003).
4. W. Denk, J. H. Strickler, and W. W. Webb, “Two-Photon Laser Scanning Fluorescence Microscopy,” Science

248(4951), 73–76 (1990).
5. R. M. Williams, D. W. Piston, and W. W. Webb, “Two-photon molecular excitation provides intrinsic 3-dimensional

resolution for laser-based microscopy and microphotochemistry,” FASEB J. 8(11), 804–813 (1994).
6. A. Bullen, S. S. Patel, and P. Saggau, “High-speed, random-access fluorescence microscopy: I. High-resolution

optical recording with voltage-sensitive dyes and ion indicators,” Biophys. J. 73(1), 477–491 (1997).
7. V. Iyer, T. M. Hoogland, and P. Saggau, “Fast Functional Imaging of Single Neurons Using Random-Access

Multiphoton (RAMP) Microscopy,” J. Neurophysiol. 95(1), 535–545 (2006).
8. G. Katona, G. Szalay, P. Maák, A. Kaszás, M. Veress, D. Hillier, B. Chiovini, E. S. Vizi, B. Roska, and B. Rózsa,

“Fast two-photon in vivo imaging with three-dimensional random-access scanning in large tissue volumes,” Nat.
Methods 9(2), 201–208 (2012).

9. C. L. Hoy, N. J. Durr, and A. Ben-Yakar, “Fast-updating and nonrepeating Lissajous image reconstruction method for
capturing increased dynamic information,” Appl. Opt. 50(16), 2376–2382 (2011).

10. K. Hwang, Y.-H. Seo, J. Ahn, P. Kim, and K.-H. Jeong, “Frequency selection rule for high definition and high frame
rate Lissajous scanning,” Sci. Rep. 7(1), 14075 (2017).

11. T. Tomas, L. John, V. Kartik, S. Abu, and P. Angeliki, “High-speed multiresolution scanning probe microscopy based
on Lissajous scan trajectories,” Nanotechnology 23(18), 185501 (2012).

12. F. O. Fahrbach, F. F. Voigt, B. Schmid, F. Helmchen, and J. Huisken, “Rapid 3D light-sheet microscopy with a
tunable lens,” Opt. Express 21(18), 21010–21026 (2013).

13. P. Annibale, A. Dvornikov, and E. Gratton, “Electrically tunable lens speeds up 3D orbital tracking,” Biomed. Opt.
Express 6(6), 2181–2190 (2015).

14. J. Jiang, D. Zhang, S. Walker, C. Gu, Y. Ke, W. H. Yung, and S.-c. Chen, “Fast 3-D temporal focusing microscopy
using an electrically tunable lens,” Opt. Express 23(19), 24362–24368 (2015).

15. M. Sato, Y. Motegi, S. Yagi, K. Gengyo-Ando, M. Ohkura, and J. Nakai, “Fast varifocal two-photon microendoscope
for imaging neuronal activity in the deep brain,” Biomed. Opt. Express 8(9), 4049–4060 (2017).

16. D. Wang, Y. Meng, D. Chen, Y. Yam, and S.-C. Chen, “High-speed 3D imaging based on structured illumination and
electrically tunable lens,” Chin. Opt. Lett. 15(9), 090004 (2017).

17. T. Hinsdale, B. H. Malik, C. Olsovsky, J. A. Jo, and K. C. Maitland, “Volumetric structured illumination microscopy
enabled by a tunable-focus lens,” Opt. Lett. 40(21), 4943–4946 (2015).

18. J. B. Guild, C. Xu, and W. W. Webb, “Measurement of group delay dispersion of high numerical aperture objective
lenses using two-photon excited fluorescence,” Appl. Opt. 36(1), 397–401 (1997).

19. W. J. Shain, N. A. Vickers, B. B. Goldberg, T. Bifano, and J. Mertz, “Extended depth-of-field microscopy with a
high-speed deformable mirror,” Opt. Lett. 42(5), 995–998 (2017).

20. D. Garcia, “Robust smoothing of gridded data in one and higher dimensions with missing values,” Comput. Stat.
Data. An. 54(4), 1167–1178 (2010).

https://doi.org/10.1002/sca.4950100403
https://doi.org/10.1016/S0248-4900(03)00078-9
https://doi.org/10.1016/S0248-4900(03)00078-9
https://doi.org/10.1126/science.2321027
https://doi.org/10.1096/fasebj.8.11.8070629
https://doi.org/10.1016/S0006-3495(97)78086-X
https://doi.org/10.1152/jn.00865.2005
https://doi.org/10.1038/nmeth.1851
https://doi.org/10.1038/nmeth.1851
https://doi.org/10.1364/AO.50.002376
https://doi.org/10.1038/s41598-017-13634-3
https://doi.org/10.1088/0957-4484/23/18/185501
https://doi.org/10.1364/OE.21.021010
https://doi.org/10.1364/BOE.6.002181
https://doi.org/10.1364/BOE.6.002181
https://doi.org/10.1364/OE.23.024362
https://doi.org/10.1364/BOE.8.004049
https://doi.org/10.3788/COL201715.090004
https://doi.org/10.1364/OL.40.004943
https://doi.org/10.1364/AO.36.000397
https://doi.org/10.1364/OL.42.000995
https://doi.org/10.1016/j.csda.2009.09.020
https://doi.org/10.1016/j.csda.2009.09.020

